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Sample survey theory and methods:  
Past, present, and future directions 

J.N.K. Rao and Wayne A. Fuller1 

Abstract 

We discuss developments in sample survey theory and methods covering the past 100 years. Neyman’s 1934 
landmark paper laid the theoretical foundations for the probability sampling approach to inference from survey 
samples. Classical sampling books by Cochran, Deming, Hansen, Hurwitz and Madow, Sukhatme, and Yates, 
which appeared in the early 1950s, expanded and elaborated the theory of probability sampling, emphasizing 
unbiasedness, model free features, and designs that minimize variance for a fixed cost. During the period 1960-
1970, theoretical foundations of inference from survey data received attention, with the model-dependent 
approach generating considerable discussion. Introduction of general purpose statistical software led to the use 
of such software with survey data, which led to the design of methods specifically for complex survey data. At 
the same time, weighting methods, such as regression estimation and calibration, became practical and design 
consistency replaced unbiasedness as the requirement for standard estimators. A bit later, computer-intensive 
resampling methods also became practical for large scale survey samples. Improved computer power led to more 
sophisticated imputation for missing data, use of more auxiliary data, some treatment of measurement errors in 
estimation, and more complex estimation procedures. A notable use of models was in the expanded use of small 
area estimation. Future directions in research and methods will be influenced by budgets, response rates, 
timeliness, improved data collection devices, and availability of auxiliary data, some of which will come from 
“Big Data”. Survey taking will be impacted by changing cultural behavior and by a changing physical-technical 
environment. 

 
Key Words: Data collection; History of survey sampling; Probability sampling; Survey inference. 

 
 

1  Introduction 
 

This paper was prepared at the invitation of Dr. Danny Pfeffermann, 2015 President of the International 

Association of Survey Statisticians, who provided the ambitious title. The paper was presented at the 

meetings of the International Statistical Institute in Rio de Janeiro, Brazil in 2015.  

The title defines an area too large for us to address in a single paper. Furthermore, there are a number of 

review papers that address the topics of the title, including Kish (1995), Bellhouse (2000), Rao (2005), 

Bethlehem (2009), Brick (2011), Groves (2011), and Brewer (2013). Our discussion draws on those papers, 

but we do not attempt completeness. We provide a brief appraisal of the three topics and project a number 

of current situations into the future. Our aim is to stimulate further discussion, especially on the future 

directions. Beyond the discussion of controversies related to purposive sampling, we will concentrate on 

probability-based sampling. Because survey sampling is an applied field, some of the problems encountered 

and methods employed in practice will be addressed. Our discussion is most relevant for large general 

purpose samples, the surveys where we have the most experience. Likewise, our knowledge of applications 

is concentrated in Canada and the United States. 

The paper is organized as follow. Section 2 presents the early landmark contributions from 1920-1960. 

Inferential issues are covered in Section 3. The paper concludes with a discussion on the future in Section 4. 
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2  Early landmark contributions: 1920-1960 
 

Kiaer (1897) is perhaps the first to promote sampling (or what was then called the representative method) 

over complete enumeration (census), although the oldest reference can be traced back to 1000 BC. In the 

representative method, the objective is for the sample to mirror the parent finite population and this may be 

achieved either by balanced sampling on known auxiliary totals, through purposive selection or by random 

sampling leading to equal inclusion probabilities. By the 1920s the representative method was widely used. 

The International Statistical Institute (ISI) played a vital role by creating an expert committee to report on 

this method. Bowley’s (1926) contribution to the ISI report includes his fundamental work on stratified 

random sampling with proportional allocation, leading to equal inclusion probabilities. Bowley (1936) states 

that the “first application of this principle” of inferring the population from the sample was the 1912 study 

in Reading. Bowley specified the sampling procedure for that study as a systematic sample from a list of 

houses. Bowley called the systematic procedure a “pure method of sampling” and stated, “This is literally 

the method of stratified sampling”. Bowley gives a number of examples where systematic sampling was 

used after 1912. Bowley (1936) emphasized the importance of a complete frame and equal probabilities of 

selection. But it was Neyman (1934) who laid the foundations of probability sampling (or design-based 

approach). He demonstrated that stratified random sampling is preferable to balanced (representative) 

sampling as it was used then. He also introduced the concept of efficiency and optimal sample allocation, 

now called Neyman allocation, that minimizes the total size of the sample for a specified precision by 

relaxing Bowley’s condition of equal inclusion probabilities. In fact, Tchuprow (1923) derived the Neyman 

allocation ten years earlier, in a paper discovered after the Neyman paper appeared. Neyman (1934) also 

showed that for large enough samples one could obtain confidence intervals on the population mean of a 

variable of interest such that the frequency of errors in the confidence statement in repeated sampling does 

not exceed the limit prescribed in advance, “whatever the unknown properties of the population”. In recent 

years, balanced sampling, originally advocated by Gini and Galvani, has been refined to incorporate the 

nice features of both probability sampling and balanced sampling on known auxiliary totals (Deville and 

Tillé, 2004). The new balanced sampling method is now used in Europe, especially in France, to select 

samples for establishment surveys. A second method of probability controlled selection is rejective 

sampling, introduced by Hájek (1964) as a method for controlling the sample size in Poisson sampling. 

Fuller (2009a) extended the procedure to restrict acceptable samples to the set where estimates of the means 

of auxiliary variables are close to the population mean.  

The 1930s witnessed a rapid growth in demand for socio-economic information, and the advantages of 

probability sampling in terms of greater scope, reduced cost, and greater speed relative to censuses, were 

soon recognized worldwide. This led to an increase in number and type of surveys based on probability 

sampling and covering large populations. Neyman’s probability sampling (or design-based approach) was 

almost universally accepted and it became a standard tool for empirical research in social sciences and 

official statistics. It was also recognized that the precision of an estimator is determined largely by the 

sample size and not by the sampling fraction. The 1940’s saw a number of studies on the properties of 

systematic sampling for different populations. See Madow and Madow (1944), Cochran (1946), and Yates 

(1948). Cochran (1977, Chapter 8) is an excellent discussion of systematic sampling, a discussion that makes 
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clear why only model-based estimators of variance are possible. Also see Bellhouse (1988). In the early 

development of sampling theory, focus was on estimating totals and means and associated sampling errors. 

Non-sampling errors such as nonresponse, coverage errors, and measurement errors, were largely ignored 

in theoretical research. 

We now list a few important post-Neyman theoretical developments in the design-based approach. 

Mahalanobis used multi-stage sampling designs for crop surveys in India as early as 1937. His classic 1944 

paper (Mahalanobis, 1944) rigorously formulated cost and variance functions for the efficient design of 

surveys. He was instrumental in creating the National Sample Survey of India, the largest multi-subject 

continuing survey with full-time staff using personal interviews for socio-economic surveys and physical 

measurements for crop surveys. Sukhatme, who studied under Neyman, also made pioneering contributions 

to the design and analysis of large scale agricultural surveys in India, using stratified multi-stage sampling. 

Classic text books on sampling by Cochran (1953), Deming (1950), Hansen, Hurwitz and Madow (1953), 

Sukhatme (1954) and Yates (1949) benefited students as well as practitioners. 

Survey statisticians at the U.S. Census Bureau, under the leadership of Morris Hansen, made 

fundamental contributions to sample survey theory and methodology, during the period 1940-1960. This 

period is regarded as the golden era of the Census Bureau. Hansen and Hurwitz (1943) developed the basic 

theory of stratified two-stage cluster sampling with one cluster (or primary sampling unit) within each 

stratum drawn with probability proportional to size (PPS) and then subsampled at a rate to ensure a self-

weighting sample (equal overall probabilities of selection). Unequal probability selection of clusters can 

lead to significant variance reduction by controlling the variability arising from unequal cluster sizes. 

Another major contribution from the U.S. Census Bureau is the use of rotation sampling with partial 

replacement of households to handle response burden in surveys repeated over time, such as the monthly 

U.S. Current Population Survey for measuring unemployment rates. Hansen, Hurwitz, Nisselson and 

Steinberg (1955) developed simple but efficient composite estimators under rotation sampling. Rotation 

sampling and composite estimation are widely used in large-scale continuing surveys.  

Prior to the 1950s, the primary focus was on estimating population totals and means. Woodruff (1952) 

of the U.S. Census Bureau developed a unified approach for constructing confidence intervals for quantiles 

(in particular, the median), applicable to general sampling designs. The procedure remains a cornerstone for 

quantile estimation (Francisco and Fuller, 1991). 

After the consolidation of the basic design-based sampling theory, Hansen, Hurwitz, Marks and Mauldin 

(1951) and others paid attention to measurement or response errors in survey data. Under additive 

measurement error models with minimal model assumptions on the observed responses treated as random 

variables, total variance of an estimator can be decomposed into sampling variance, simple response 

variance and correlated response variance (CRV) due to interviewers.  

Mahalanobis (1946) had developed the method of interpenetrating subsamples for assessing both 

sampling and interviewer errors. By assigning the subsamples at random to interviewers, both the total 

variance and the interviewer component can be estimated. The interviewer component can dominate total 

variance when the number of interviewers is small. To remove the CRV component due to interviewers, 

self-enumeration by mail was introduced in the 1960 U.S. Census. 
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Nonresponse in surveys was also addressed in early survey sampling development. Hansen and Hurwitz 

(1946) proposed two-phase sampling in which the sample is contacted by mail in the first phase and a 

subsample of nonrespondents is then subjected to personal interview, assuming complete response or 

negligible nonresponse at the second phase. This method was used recently in Canada when the compulsory 

long form sample census was replaced by a voluntary National Household Survey. After the change of 

Government in 2015, the Prime Minister of Canada reinstated the long form census. Two phase sampling is 

retained but to a lesser extent. The Hansen-Hurwitz two phase sampling method has also been used in other 

surveys including the American Community Survey. 

Attention was also given to inferences for unplanned subpopulations (called domains) such as age-sex 

groups within a state. Hartley (1959) and Durbin (1958) developed a unified theory for domain estimation 

applicable to general designs and yet requiring only existing formulae for population totals and means.  

Most of the survey sampling theory in the early period was developed by official statisticians while 

academic researchers, especially in USA, paid little attention to survey sampling. An exception was Iowa 

State University, where faculty played a leading role from the early stages under the leadership of Cochran, 

Jessen and Hartley. Another institution making early contribution to survey practice and research is the 

Survey Research Center at the University of Michigan established in 1947, with Leslie Kish as one of its 

first members.  

In the 1950s formal theoretical frameworks for design-based inference on totals and means were 

proposed by regarding the sample data as a set of sample labels together with the associated variables of 

interest. Horvitz and Thompson (1952) derived the well-known estimator with weight inversely proportional 

to the inclusion probability. Narain (1951) also proposed this estimator. Godambe (1955) developed a 

general class of linear estimators by letting the sample weight of a unit depend on the label as well as on the 

labels of the other units in the sample. He then showed that the best linear unbiased estimator does not exist 

in this general class even under simple random sampling.  

 
3  Inferential issues: 1950 - 
 

3.1  Theoretical foundations 
 

Attempts were made to integrate sample survey theory with mainstream statistical inference via the 

likelihood function. Godambe (1966) showed that the likelihood function from the full sample data 

including labels, regarding the vector of unknown population values as the parameter, provides no 

information on the non-sampled values and hence on the population total or mean. This uninformative 

feature of the likelihood function is due to the inclusion of labels in the data which makes the sample unique. 

An alternative design-based route ignores some aspects of the sample data to make the sample non-unique 

and thus arrive at informative likelihood functions (Hartley and Rao, 1968; Royall, 1968). This non-

parametric likelihood approach is similar to the currently popular empirical likelihood (EL) approach in 

mainstream statistical inference (Owen, 1988). The EL approach has been applied to sampling problems in 

recent years to estimate not only totals and means but also more complex parameters. So the integration 

efforts with main stream statistics was partially successful.  
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The model-dependent approach provides an alternative route to inference from survey data. The 

approach requires that the population structure obeys a specified super-population model. The distribution 

induced by the assumed model provides the basis for inferences (Brewer, 1963 and Royall, 1970). Such 

conditional (conditional on the sample) inferences can be appealing. However, the resulting estimators may 

be design inconsistent and, as such, they can perform poorly in large samples under model misspecification 

(Hansen, Madow and Tepping, 1983).  

A hybrid approach, called the model-assisted approach, attempts to combine the desirable features of the 

design-based and model-dependent methods, see Cassel, Särndal and Wretman (1976). The approach 

typically includes the use of data external to the collected data, called auxiliary data. Procedures using 

auxiliary data include regression estimation, ratio estimation, and raking, methods with estimators linear in 

the variable of interest. Estimators using auxiliary information, particularly regression, were recognized 

very early as powerful estimators (Cochran, 1953). Computing power made regression estimation practical 

in the 1970’s, but to be acceptable in large scale surveys the regression weights need to be nonnegative. An 

early definition of nonnegative weights is Huang and Fuller (1978). Deville and Särndal (1992) gave a 

general method of constructing weights for design consistent estimators. Model assisted methods entertain 

only design consistent estimators of the total that are also model unbiased under a working model. This 

approach is useful for large samples and it leads to valid design-based inferences in large samples, regardless 

of the validity of the working model. However, efficiency of the estimators does depend on the degree to 

which the working model approximates the true population structure. The most popular form of model-

assisted estimators are known as generalized regression estimators (GREGs) and are implemented in survey 

software packages.  

Theoretical results for probability-based sampling emphasize the first two moments of the sample 

statistics. Central limit theorems have been used to provide justification for normality-based confidence 

intervals. An early central limit theorem for simple random samples is that of Madow (1948). Hájek (1960) 

gave a central limit theorem for simple random sampling and a theorem for rejective sampling in Hájek 

(1964). Bickel and Freedman (1984) gave a central limit theorem for stratified random sampling. Recent 

literature considers both sequences of fixed finite populations and sequences of finite populations that are 

samples from a superpopulation (Fuller, 2009b; Section 1.3.2).  

Variance estimation was very costly, nearly prohibitive, in the 1930’s and 1940’s, and remains expensive 

today. Replication was adopted as an efficient variance estimation method from the beginning. As we noted, 

an early replication form was introduced by Mahalanobis (1939, 1946) called “interpenetrating” samples by 

him, and called “random groups” by later authors. The method of random groups based on half samples, 

was used by the U.S. Census Bureau in the 1950’s and 1960’s. McCarthy (1966, 1969) developed and 

described balanced half-sample variance estimation. Also see Kish and Frankel (1970). Wolter (2007) 

contains an extensive discussion on balanced half samples. Also see Dippo, Fay and Morgenstein (1984), 

Kish and Frankel (1974), Krewski and Rao (1981), and Rao and Shao (1999). The jackknife and bootstrap 

are the current versions of early replication procedures. Wolter (2007, Chapter 4) credits Durbin (1959) with 

the first use of the jackknife in finite population estimation. The use of the bootstrap in the classical setting 

dates from Efron (1979) but application to unequal probability samples and finite populations is not 

immediate. Among the large number of papers on jackknife and bootstrap for survey samples are McCarthy 
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and Snowden (1985), an early with-replacement sampling version, and Rao and Wu (1988), a modified 

bootstrap based on “rescaling” for survey samples. Sitter (1992) discussed several topics including 

suggestions for obtaining integer sample sizes. Antal and Tillé (2011) gave bootstrap methods appropriate 

for a wide range of designs, including Poisson sampling. Beaumont and Patak (2012) gave general bootstrap 

procedures. 

 

3.2  Analytic use of survey data 
 

As we have remarked, the early work on probability sampling emphasized totals and means and many 

estimation procedures were developed for official statistics. However, from the beginning, survey samples 

were used by social scientists to answer subject matter questions with relevance beyond the finite population 

sampled. Deming and Stephan (1940) and Deming (1953) gave explicit consideration to the difference 

between “enumerative” and “analytic” use of survey and census data, also see Hartley (1959). The analytic 

estimates are sometimes called estimates for a superpopulation. Early analysts often treated survey sample 

data as a simple random sample and constructed estimates on that basis. The potential for bias that arises 

from ignoring the design led to estimation theory for analytic estimates. One component is comprised of 

tests for the effect of weights on estimates, see DuMouchel and Duncan (1983), Fuller (1984), and Korn 

and Graubard (1995). A second component has been the development of design based theory for 

complicated statistics. See Fuller (1975), Rao and Scott (1981, 1984), and Binder and Roberts (2003). The 

third approach builds the sampling design into the model (Skinner, 1994 and Pfeffermann and Sverchkov, 

1999). A number of computer packages (SAS, SUDAAN, R, STATA) are now available for probability-

based statistics and standard errors. Many of the algorithms date from the work at Iowa State University 

(Hidiroglou, Fuller and Hickman, 1976). 

 

3.3  Missing data 
 

Almost all samples (and experiments) have missing and incorrect data. Missing data in survey sampling 

are placed in two categories; unit-missing and item-missing, where, as the name implies, a missing unit 

means that all items in the response record are missing. An indicator of the importance of missing data in 

survey research is the monograph set edited by Madow, Nisselson and Olkin (1983). One method of 

handling missing data is to report the nature and number of missing items and tabulate the remaining items. 

This was common in the early years, but the implied assumption of exchangeability in such a procedure was 

often not reasonable. An early method of correcting for unit nonresponse was to use a substitute respondent, 

often interviewing someone “close” to the nonrespondent. A common modification at the analysis stage 

was, and remains, post stratification. (Deming, 1953; Thomsen, 1973; Kalton, 1983 and Jagers, 1986). In 

the missing data literature, post strata are often called cells. Regression estimators are direct extensions of 

cell estimators and are an important method of correcting for missing data (Fuller and An, 1998). Weighting 

methods for handling unit nonresponse are reviewed in Brick and Montaquila (2009). 

Various forms of imputation for item nonresponse have been used over time, with imputation performed 

by clerks prior to use of computers. An early formal model-based and computer-based imputation was the 

hot deck imputation procedure used by the U.S. Census Bureau in the 1947 Current Population Survey, see 
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the description in Andridge and Little (2009). Improved computing power and theoretical advances (Little, 

1982; Kalton and Kish, 1984; Rubin, 1974, 1976, 1987; Little and Rubin, 1987; Kim and Fuller, 2004) have 

made imputation a standard part of estimation for survey samples and an active area of research. Recent 

books are Kim and Shao (2013) and Little and Rubin (2014). 

 

3.4  Small area estimation 
 

The increased use of models for small-domain estimates is the result of the pairing of two factors. The 

first is the demand for estimates for small domains (e.g. geographic areas) in policy formulation, fund 

allocation and regional planning. The second is the large standard errors for many of the design-based 

domain estimators. Schaible (1996) and Purcell and Kish (1979) gave early examples of small area 

estimation, also see Gonzalez (1973) and Steinberg (1979). The U.S. Census Bureau used model-based 

methods for small area estimation as early as 1947 (Hansen et al., 1953; Vol. I, pages 483-486). More 

recently, linear mixed models involving both fixed and random effects have become important. Early uses 

of mixed models for small area estimation are Fay and Herriot (1979) and Battese, Harter and Fuller (1988). 

Some sets of small area estimates can be viewed as a reallocation of the domain estimates, retaining the 

direct design-consistent estimate of the grand total. Bayesian methods, in particular hierarchical Bayes, are 

increasingly being used because of the ability to handle complex models; see Rao and Molina (2015, 

Chapter 10). On the basis of growing demand, there has been a large increase in literature and the field now 

boasts regular meetings and a book (Rao, 2003) with a recent second edition, (Rao and Molina, 2015). 

 

3.5  Survey practice 
 

Sample design and estimation topics that we have discussed are critical parts of a survey operation, but 

represent a small fraction of the total. The quality of the final product is determined by frame materials, 

collection instrument, data collection, editing, processing, and presentation of results. Many error sources 

are difficult to measure, but those designing surveys make implicit cost estimates when they allocate 

resources to different parts of the survey operation. Groves and Lyberg (2010) is a review of attempts to 

enumerate the components of survey quality and to bring them under a single umbrella. They credit Deming 

(1944) for an early description of error sources in sample surveys and describe the contributions of Dalenius 

(1974), Anderson, Kasper and Frankel (1979), Groves (1989), Biemer and Lyerg (2003), among others. 

Groves and Herringa (2006) proposed tools for actively controlling survey errors and costs that can lead to 

responsive designs for household surveys. In particular, para data (measurements related to the process of 

collecting survey data) can be used to monitor field work, to make intervention decisions during data 

collection and to deal with measurement error, nonresponse and coverage errors (Kreuter, 2013). 

 
4  The future 
 

We can project a number of current situations into the future. Budgets will be tight and requests for 

products will expand. There will be demand for forecasts, and for improved access by users. There will be 

requests for statistics to be produced more rapidly and, naturally, with no compromise in quality. There will 

be pressure to bring estimates from different sources into agreement.  
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We expect faster computing to influence all aspects of the field. More complex edit and imputation 

algorithms will be developed. The time from collection to publication will be shortened. More complex 

analyses will be performed on survey data. Record linkage procedures will be improved. Data will be made 

available in different forms. Searchable databases where the user provides queries will become more 

common. The use of auxiliary data of all kinds, and in particular administrative data, will increase. 

Administrative data will be used both as auxiliary data and as the direct estimates for certain items. Citro 

(2014) gives examples of items where administrative data can be used to replace answers to questions in a 

questionnaire. Uses of auxiliary data where matching to collected data is imperfect will be a research area. 

Modern communication methods and social media have resulted in vast quantities of data, much 

generated with short term and poorly identified purpose. The term “Big Data” is not well defined, but most 

would agree that social media data are a part of Big Data. The AAPOR report on Big Data (2015) is an 

excellent analysis of the potential and the challenges associated with Big Data. Tam and Clarke (2015) and 

Pfeffermann (2015) discuss the issues from the perspective of a governmental statistical organization. As 

part of modern society, social media are of interest to social scientists in their own right. Therefore, indexes 

and summaries of these data are, and will be, produced. An example is the University of Michigan Social 

Media Job Loss Index. Sampling has a large role to play in the creation of products from these data.  

A challenge is transforming some types of Big Data into a form useful as auxiliary data. One example is 

the Porter, Holan, Wikle and Cressie (2014) use of Google trends of Spanish words as functional covariates 

to estimate state proportions of people speaking Spanish using American Community Survey estimates as 

dependent variables in small area models. 

One of the often quoted advantages of samples relative to censuses is cost. The cost structure has changed 

with increased computing power and seems destined to continue to change. In the United States, the National 

Land Cover Database is a census of land cover (Han, Yang, Di and Mueller, 2012). Classification procedures 

are expected to improve so that use of such data as auxiliary data will increase. Data collection agencies 

will invest more in constructing improved auxiliary data files at the population level so that some data now 

collected on a sample basis will be collected at a population level. The same types of data development will 

continue for population and business statistics. 

Of necessity, our discussion has little on collection. The way in which data collection procedures have 

been modified with changing technology is perhaps more obvious than the link between technology and 

theory. For the links to theory see Bellhouse (2000). Computer-assisted data collection is the evolving 

standard. The use of geo-location technology can be expected to increase. It is safe to forecast the increased 

use of remote sensing and remote data collection devices. For example, it would be easy to incorporate 

physical data collected by something like the Apple Watch or Fitbit into a health study. Larger and less 

attractive monitoring devices are currently in use in physical activity surveys (van Remoortel, Giavedoni, 

Raste, Burtin, Louvaris, Gimeno-Santos, Langer, Glendenning, Hopkinson, Vogiatzis, Peterson, Wilson, 

Mann, Rabinovich, Puhan, Troosters and PROactive consortium, 2012). 

The recent experience is that phone and personal interview data collection is becoming more and more 

difficult. Respondents are facing expanded organized data collection activities. The ubiquitous 

questionnaire on satisfaction for everything from medical services to tooth paste surely must impact an 
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individual’s willingness to respond. It seems reasonable to forecast increased difficulty in obtaining 

cooperation for traditional methods of data collection. Associated with that trend will be increased study of 

the nature of non-respondents and of non-response. Likewise efforts will be made to adapt data collection 

to the changing methods of communication.  

Nonprobability samples have been a part of survey activity throughout the post-Neyman period. In 

particular, quota sampling is commonly used in marketing research and other areas for cost reasons 

(Sudman, 1966; 1976). Moser and Stuart (1953) and Stephan and McCarthy (1958) made early comparisons 

between quota sampling and probability sampling. Cochran (1977, page 136) says “The quota method seems 

likely to produce samples that are biased on characteristics such as income, education and occupation, 

although it often agrees with the probability samples on questions of opinion and attitude”. Use of 

procedures such as post stratification and regression estimation in nonprobability samples has continued at 

pace with use in probability samples. The changing nature of human communication offers opportunities 

for both model-based and probability-based procedures. Because of cost structures, new methods such as 

web-based procedures will often be used first in nonprobability settings and for nongovernmental purposes. 

As matching procedures improve and as demand for detailed data increases, disclosure limitation 

procedures and associated research will receive increased attention. 

Survey sampling is an application discipline, functioning in the current social, geographic, cultural, and 

technological world. To forecast how our field will be impacted by social and cultural changes, even in the 

short run, is a challenge. Will the fact that one must assume that almost all of one’s public activity and a 

great deal of one’s private activity has potential of being recorded lead to a more relaxed attitude in 

responding to questions? Will improved monitoring devices make respondents more willing to permit their 

physical activities be monitored? Or will all of the incidental monitoring lead to a reaction against organized 

data collection? Will increased availability of results based on collected data have a positive or negative 

effect on data collection efforts? What is the impact of various Social Media?  

This discussion makes clear that factors external to our discipline will determine our future activities. 

We will be required to adapt in data collection, data processing, and data presentation-dissemination. 
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This note by Danny Pfeffermann presents a discussion of the paper “Sample survey theory and methods: Past, 
present, and future directions” where J.N.K. Rao and Wayne A. Fuller share their views regarding the 
developments in sample survey theory and methods covering the past 100 years.  
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I happily take the guilt of inviting J.N.K. Rao and Wayne Fuller to present a paper at a special session 

sponsored by the International Association of Survey Statisticians (IASS) during the International Statistical 

Institute (ISI) meeting in Rio de Janeiro in 2015. Credit goes however to Professor Vijay Nair, the ISI 

president at the time, who initiated this kind of invited session for all the sections of the ISI. And so, as soon 

as I became aware of the possibility to organize this kind of session, I immediately thought of Rao and 

Fuller, the two uncrowned kings of modern sample survey theory and methods as my natural candidates to 

present a paper on the past, present and future directions of sample survey theory and methods, and 

fortunately to all of us, they immediately agreed. Quite honestly, I didn’t expect such an immediate 

agreement and while inviting them, I already prepared a list of arguments to convince them to agree, but as 

we all know, kings have responsibility for their natives. What I didn’t know at the time is that two years 

later I shall be invited to discuss a paper based on their presentation, an invitation which I gratefully 

agreed to. 

In the discussion that follows I shall concentrate mostly on the third part of the paper, the future of 

sample surveys, a topic that occupies me more and more, since changing my career four years ago to become 

the National Statistician and Director of the Central Bureau of Statistics in Israel (ICBS). Naturally, my 

discussion is based on my experience in Israel, but I have good reasons to believe that it represents to a great 

part what is occurring in other countries as well. 

In the section titled “The Future”, Rao and Fuller (Hereafter, RF, like my other king, Roger Federer) 

provide a long list of items, which they predict will dominate the future of sample surveys. I totally agree 

with that list with one reservation. Many of the items in the list already dominate present sample surveys. 

Budgets are already tight and requests for products expand constantly, not only within countries but also by 

international organizations like the United Nations, the OECD, Eurostat, the IMF and the World Bank. The 

statistics requested by these organizations are often similar and sometimes even overlap, but are required in 

different forms and at different times, covering different time periods, thus adding extra burden to the work 

of National Statistical Offices (NSO). The use of administrative data already occupies the work of NSOs all 

over the world. In Scandinavian countries the population censuses are based solely on administrative data 

and many other European countries and Israel as well, invest a lot of resources in establishing reliable 
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administrative databases that will replace their present censuses in the next generation of censuses, to be 

carried out around 2030. The present censuses in these countries already heavily use administrative data, 

but still require samples to correct for under- and over coverage. There is an important legal issue about the 

use of administrative data, having to do with getting access to them. Public and private organizations simply 

refuse to transfer the data. In Israel, the National Statistician is authorized by law to obtain any set of data 

which he or she thinks is important for the production of official statistics, but some organizations maintain 

that they are committed to their customers not to transfer any private data. I know that other countries face 

a similar conflict. Will we be able to foster a culture of data sharing in the future? Looks like a formidable 

challenge right now. 

As mentioned in the paper, phone and personal interview data collection is becoming more and more 

difficult, resulting in increased rates of nonresponse. The situation is even worse in business surveys because 

very often the same (mostly big) establishments are requested to participate annually in many surveys 

(sometimes seven or more). This is also our experience in Israel although unlike in other countries, we are 

still able to maintain reasonable response rates (around 70%), because most of our surveys are mandatory. 

There are several directions to deal with this problem. The first is to develop new sampling procedures to 

ease the response burden. Several  procedures based on the use of permanent random numbers are already in 

use, but more sophisticated methods have to be established, although the big or unique establishments and 

firms will hardly if ever benefit from them. This calls for better imputation methods that use past data and 

data observed for other sampled units, although imputation for the relatively large units could be practically 

impossible. An ideal way to ease the response burden would be to get the micro data as-is from the businesses 

along with the relevant metadata, and then process them at the NSO. This of course will require cooperation 

of the businesses and more data science competence at their offices than what is currently the case. Is there 

a realistic chance for such cooperation? At my age I am allowed to be sceptic but thinking of it, with proper 

data protection arrangements, why not? 

In Section 3.3, RF discuss several imputation methods, listing key references. As far as I can tell, a 

common assumption underlying all these methods is the availability of external or internal data (past and 

other data observed for the same sampled units), that fully explain the missing data. However, from my 

experience at the ICBS, this is often not the case and in many surveys the nonresponse is what is known as 

not missing at random (NMAR nonresponse). Handling NMAR nonresponse is a very difficult problem for 

the simple reason that the target variables of interest are not observed for the nonrespondents, requiring 

making assumptions about the nonresponse mechanism in the form of statistical models, with limited 

possibilities to test them. This discussion is not supposed to highlight my own research with my colleagues, 

but I do like to mention an approach proposed in Pfeffermann and Sikov (2011), Feder and Pfeffermann 

(2015) and Pfeffermann (2017) for handling NMAR nonresponse, which allows testing the response model, 

at least partly. The idea behind this approach is to assume a model for the population data (parametric or 

nonparametric), and a parametric model for the response mechanism, and then test if the implied model 

holds for the observed data, using conventional model testing procedures. See also Riddles, Kim and Im 

(2016) for an important identifiability condition for the model holding for the observed data, and Sverchkov 
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and Pfeffermann (2017) for application of this condition in the context of small area estimation under NMAR 

nonresponse. 

Two other directions to deal with nonresponse that will require further extensive research in the coming 

years is the use of adaptive survey designs (ASD) and the allowance for alternative data collection modes. 

The general idea underlying ASD is to use auxiliary information available from registry data and/or 

interviewer observations, in order to tailor the survey design so as to optimize response rates and 

consequently reduce nonresponse bias. See the recent book by Schouten, Peytchev and Wagner (2017) and 

the numerous references therein for details and illustrations. RF discuss briefly data collection methods and 

their effects on inference. We are all familiar with the traditional and more modern modes of data collection; 

personal interview, phone (cell phone) interview, mail (email) and nowadays by the internet, the cheapest 

mode of data collection and hence the preferred one, although it still requires sending out a web address and 

password to the sampled units. In order to increase response rates, survey organizations tend to assign different 

response modes to different sampled units or more generally, let the sampled units choose their preferred 

mode. Such surveys are called mixed-mode surveys. Another variant of mixed-mode surveys and the one 

often applied in practice is where the different modes of response are offered sequentially to those who do 

not respond with a previous mode. However, an inferential problem with these procedures is the possibility of 

mode effects, resulting from a selection effect (the effect of differences between the characteristics of 

respondents preferring to respond with different modes and consequently, possible differences in the values 

of study variables), and a measurement effect (the effect of responding differently by the same sample 

member, depending on the mode of response). In Pfeffermann (2015) I review briefly available methods to 

deal with this problem and propose another approach, but much more research is required on this topic. 

Notice that a mode (measurement) effect may exist even if only a single mode of response is offered. 

One other aspect of data collection that is missing in the paper but is very common in practice, for 

example, in labour-force surveys, health surveys and even in modern censuses, is the use of proxy surveys, 

whereby one member of the household provides information about all the members of the household. There 

is a possible ethical problem with this kind of survey in that the not interviewed household members are not 

asked for their consent that information about them is supplied by the member who is interviewed. From a 

statistical point of view, the use of proxy surveys potentially increases the possibility for (correlated) 

measurement errors. Does the household member interviewed know the health status of all other household 

members or whether they were seeking work in the week prior to the interview? And if he or she is wrong 

about one member of the household, will they not be wrong about other members? Has this problem been 

researched systematically in the literature and solutions have been proposed? To make things even worse, 

what about the interplay between the measurement errors and nonresponse? 

Last, but probably the main issue when discussing the future of sample surveys is the possible use of big 

data as an alternative to the use of traditional surveys based on probability samples. In recent years, I found 

myself making many presentations on this issue and my main thoughts are already summarised in 

Pfeffermann (2015). In what follows I shall repeat some of them, wearing the hat of a National Statistician, 

concerned about the production of official statistics. 
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RF state correctly that the term big data is not well defined but mention social media data as an example 

of such data. I totally agree that this is a good example, which, however, also illustrates the problems with 

handling this kind of data. It is generally diverse, unstructured, appears irregularly and may even cease to 

exist. (Notwithstanding, not all types of big data are like this and other types could be considered as just big 

versions of what is usually referred to as administrative data). RF add that data from social networks are of 

interest to social scientists. Again, I agree, but should NSO’s publish estimates of social indexes obtained 

from social networks? Maybe yes, but which population will they represent? RF also make the point that 

big data should serve as auxiliary data. They don’t go into detail but I presume that they think of using them 

as covariates in model assisted or model dependent inference, similarly to the use of what is known as 

administrative data. This is obvious and many examples have been published in the literature, although it is 

not as straightforward as it may seem because of all the computational hurdles that will need to be overcome 

before the data is ready for use, including record linkage, if big and survey micro data are to be matched. 

Clearly, proper models need to be fitted and tested. 

Where I see the real challenge, however, is in the possible use of big data as substitute for traditional 

sample surveys. There is no question that it is much more efficient and cheaper to get sale prices (and 

quantities) electronically, directly from stores, for computing the CPI, instead of sending surveyors to collect 

prices. But price indexes are often sought for sub-groups of the population as defined by age, origin, etc., and 

the big data obtained electronically does not generally include demographic information. Will we be able to 

use credit card information to link buyers to purchases? Will credit card companies provide the required 

information? How will this happen? And what about coverage problems of the big data? Do opinions 

expressed in social networks represent the opinions held by the general public? Can job advertisements on 

the internet replace business surveys inquiring about vacant jobs? At a conference to celebrate Jon Rao’s 

80th birthday earlier this year, Professor Jae Kim considered three possible procedures to correct for possible 

coverage bias of big data. At the ISI meeting in Marrakesh I proposed a fourth procedure. All four procedures 

seem reasonable but clearly, much more theoretical and applied research is needed before any of the 

procedures can be recommended for actual use. 

One of the procedures proposed by Kim requires linking the big data with an appropriate sample, so as 

to estimate the probability of being included in the big data. This forms a very neat example of combining 

big data with survey data. Di Zio, Zhang and De Waal (2017) discuss another use of traditional sampling, 

namely, to “assist” model building and validation. An important question in this respect is how to 

incorporate sampling errors with the model errors in subsequent inference. Should one evaluate the big data 

estimator only from a model-based point of view, when the model building makes use of sample data which 

is subjected to sampling errors? Warning: when combining big data with survey data, one should check 

carefully the definition of variables which appear in both data sets even if they seem to measure the same 

phenomenon. Unemployment in a big data set may be defined very differently from the International Labour 

Organization (ILO) definition adopted in labour force surveys. Another aspect in the possible combination 

of big data with survey data and even more so in the sole use of big data, is the development of new sampling 

algorithms to be applied to the big data. Sampling of big data reduces storage space, it helps in protecting 

privacy and disclosure, and it produces manageable data sets on which algorithms can run to fit models and 



Survey Methodology, December 2017 165 
 

 
Statistics Canada, Catalogue No. 12-001-X 

produce estimates. But random sampling from big, versatile dynamic data is obviously different from 

sampling finite populations, requiring new sampling algorithms. Will finite network sampling of big data 

replace traditional finite population sampling? 

To conclude this brief discussion, my own opinion is that traditional sample surveys will continue to be 

vital in the foreseeable future. However, quoting from Marker (2017), “the existence of big data has changed 

the expectation of timeliness and NSOs will need to figure out how to carry out surveys and censuses 

quicker, or users will rely on available big data without understanding what they are losing.” 
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Jon Rao and Wayne Fuller’s brief paper is wide-ranging in its coverage. Reading it stimulated me to 

reflect on my experience of the history of survey research over the past half-century or more, mostly working 

as an applied survey researcher on social surveys in the United Kingdom and the United States. Overall, 

amazing advances have taken place in all aspects of survey research during my working life, including in 

both survey sampling and data collection methods. Jon and Wayne have, of course, been major contributors 

to those advances. For my discussion, I have chosen two broad areas of the changes that have taken place.  

 
Changing role of models in survey sampling inference  
 

At the outset of my career, Neyman’s design-based mode of inference was dominant, but its dominance 

has been decreasing over time, particularly more recently. The attraction of design-based inference is that 

the consistency of estimators of population parameters based on a probability sample from a finite 

population is not dependent on models, unlike model-dependent estimation where the inference depends on 

the validity of the model assumptions. From the early days, probability sampling and design-based inference 

were model-assisted, for instance with sample allocation in stratified sampling and regression estimation. 

However, while misspecification of these working models affects the precision of the survey estimators, the 

estimators’ consistency remains intact.  

The conditions needed for pure design-based inference are that every unit in the target population has a 

known non-zero selection probability (or at least a known relative selection probability) and that valid 

survey data are obtained for every sampled unit. In social surveys these conditions are almost never fully 

met in practice because of inevitable missing data arising from noncoverage and nonresponse (both unit and 

item nonresponse). Models are essential for addressing missing data, whether that be through weighting and 

imputation methods or by ignoring the problem–implicitly employing a model that treats the missing data 

as missing completely at random (MCAR).  

As I recollect the situation in the early days of my career, there was little recognition of the use of models 

in producing survey estimates and, indeed, there was a strong opposition to a dependence on models in 

survey inference. Many researchers fiercely resisted imputation when it began to become more common 

around the 1980s on the grounds that it involves “fabricating data”; instead, analysts would employ complete 
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case analysis, implicitly making the MCAR assumption. In those early days, nonresponse rates were low, 

so that the dependence on models assumptions was not so significant; when simple nonresponse weighting 

adjustments were employed, they received little attention. With the growing nonresponse rates in recent 

years, the situation has changed markedly: survey estimates are now highly model-dependent. As a result, 

there has been a considerable amount of research on methods for modeling missing data, as noted by Rao 

and Fuller.  

Another way that models arise in survey practice is by the use of nonprobability sampling methods or 

sampling methods that do not strictly adhere to the requirement of known selection probabilities. Cost 

considerations play an important role in sample implementation, where they may lead to a choice of a sample 

design with unknown selection probabilities that are then approximated based on model assumptions. One 

well-known example is quota sampling, a nonprobability sampling method that has been widely used in 

market research studies, and that was used in a number of early social research studies (see Stephan and 

McCarthy, 1958). Sudman (1966) describes a quota allocation scheme for interviewers that employed quota 

controls to create cells within which persons were assumed to have the same selection probabilities. Within 

a given area, the interviewer is then free to select anyone subject to the condition that the resultant sample 

satisfies the quota controls. Another example is random route (random walk) sampling that avoids the cost 

of listing the dwellings in a sampled area; with this method, the interviewer is instructed to start at a specified 

location and to follow a given route. Bauer (2016) describes how this method fails to provide the equal 

probability sample that is assumed. Listing costs are also avoided with the World Health Organization’s 

Expanded Programme on Immunization (EPI) rapid assessment surveys that are designed to estimate the 

immunization coverage of children in a given area. Within a sampled cluster (e.g., a village), the interviewer 

starts with a “randomly selected” household and then proceeds to the next closest household and so on in 

seriatim until the specified sample size is reached (often seven eligible children). As well as making the 

assumption that the children are sampled at random within the sampled cluster, the method also makes the 

flawed assumption that the clusters are sampled with probabilities exactly proportional to the number of 

eligible children in the cluster at the time of the survey. Bennett (1993) and others have suggested 

modifications to avoid the biases occurring from the assumed model of equal selection probabilities with 

this very widely used EPI sampling methodology.  

In recent years, there has been a major growth in the demand for surveys to study rare populations, some 

of which are defined in terms of sensitive characteristics (including illegal behaviors). See, for example, 

Tourangeau, Edwards, Johnson, Wolter and Bates (2014). Nonprobability sampling methods are needed in 

situations where probability sampling is deemed infeasible. However, they lack the security of design-based 

inference. Widely used nonprobability sample designs for surveying difficult-to-sample rare populations 

include snowball sampling, respondent-driven sampling, location (venue-based) sampling, and web 

surveys.  

Web surveys have the attractions of obtaining survey responses inexpensively and almost 

instantaneously. Web surveys come in many different forms, including self-selected web surveys, volunteer 

panels of internet users, and internet panels based on probability samples (Couper, 2000). The sample sizes 

of self-selected web surveys and volunteer panels are often very large, but the key concern is the potential 

biases in the survey estimates. As the infamous 1936 Literacy Digest poll indicates, large samples are not a 
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protection against bias in the survey estimates. That poll was a mail survey sent to around 10 million 

individuals selected mainly from telephone directories and car registration lists, and about 2 million 

responded. It predicted a landslide victory for Alf Landon in the 1936 U.S. Presidential Election whereas 

Franklin Roosevelt won by a large margin (see Converse, 1987, pages 456-457 for references that attempted 

to explain the failure of this poll). What remains to be seen is whether modern methods of weighting 

adjustments applied to large-scale nonprobability web data collections can overcome the Literary Digest 

poll problems and, more critically, under what conditions one can safely rely on the quality of the model-

dependent estimates produced. Even when a web panel is recruited using a probability sample design, the 

security of design-based inference is severely challenged by the generally extremely low overall response 

rate. 

After years of opposition, model-dependent small area estimation methods are nowadays widely 

accepted, as noted by Rao and Fuller who have both made major contributions to the literature on this topic. 

This acceptance has come about because the great demand for small area estimates by policy makers and 

others cannot be met by design-based methods with affordable sample sizes. Although small area estimation 

starts from data collected in a probability sample, it then “borrows strength” from models that make use of 

administrative data, past censuses, and other data available at the small area level. The small area models 

are carefully constructed and evaluated to the extent possible, but nevertheless, the resulting small area 

estimates are model-dependent.  

In sum, complete reliance on design-based inference is not realistic these days for a variety of reasons. 

Greater attention should be given for ways to communicate the uncertainty about the estimates produced 

from hybrid data containing both design-based and model-dependent components, taking into account 

plausible levels of model misspecification.  

 
Developments in computing capability in the past decades  
 

Developments in computing capability in the past decades have had a major influence on all aspects of 

survey research. When I started my career, survey analysis was carried out with punch cards on counter-

sorters and other such equipment. Tabulation was virtually the only form of analysis. Standard errors that 

reflected complex sample designs were seldom computed; instead, simple rules of thumb were applied to 

modify the simple random sampling standard errors. In his text Sample Design in Business Research, 

Deming (1960) advocated that samples be designed in 10 replicates to facilitate variance estimation, and 

furthermore, he proposed that the standard error of an estimate be obtained by the simple calculation of 

dividing the difference between the largest and smallest replicate value by 10. In Survey Sampling, 

Kish (1965) emphasized the simplicity of variance calculations based on a paired sample design in which 

two primary sampling units are selected in each stratum, and he laid out the way to perform these 

calculations by hand. Now variance estimates for simple and complex statistics based on complex sample 

designs are readily computed in one of a number of software packages using such techniques as balanced 

repeated replication, jackknife repeated replication, the bootstrap, and the linearization approach. Moreover, 

with the replication methods, recomputing even complex weighting adjustments for each replicate is 



170 Kalton: Comments on the Rao and Fuller (2017) paper 
 

 
Statistics Canada, Catalogue No. 12-001-X 

straightforward, thus enabling the variance estimates to incorporate the variability associated with these 

adjustments. 

The impact of computers on survey statistics is not restricted to variance estimation. They also enable 

more complex designs to be applied, and they have led to a great increase in complex methods of analysis 

(as discussed by Rao and Fuller). Consider the case of deep stratification as one example of a more complex 

design. Goodman and Kish (1950) describe a method of deep stratification known as controlled selection 

that could be carried out by simple computations. The more recent balanced sampling method of cube 

sampling and the related method of rejective sampling referenced by Rao and Fuller are far more complex 

to apply.  

Computers have also had major effects on other aspects of the survey process. Fifty years ago, survey 

data were collected by means of paper-and-pencil interviews (PAPI) or by means of mail questionnaires. 

The PAPI method has largely been replaced by computer-assisted data collection (Couper, Baker, 

Bethlehem, Clark, Martin, Nicholls and O’Reilly, 1998). Computer-assisted personal interviews (CAPI) are 

conducted using laptops or, now more commonly, tablet computers. Some of the data–particularly sensitive 

data–may be collected by audio computer-assisted self-interviews (audio-CASI). With a CAPI data 

collection, all or parts of an interview may be recorded (computer-assisted recorded interviews–CARI); 

CARI can be useful for pretesting and for checking on interviewer performance throughout the data 

collection period. Computers can also collect the GPS locations of interviews, thus providing a check on 

interviewer fabrication and providing data for a variety of location-based analyses. More recently, web data 

collection has emerged as an attractive cost-efficient mode of data collection, but in an era when response 

rates are falling, it often has to be supplemented by face-to-face interviews or some other method. Mixed-

mode surveys are becoming increasingly popular, and their use seems likely to increase in the future (with 

due attention to possible response differences for some questions by mode). See Dillman (2017) for a review 

of issues associated with pushing respondents initially to the web in mixed-mode surveys.  

 
Conclusion 
 

The history of survey research is one of rapidly increasing and more complex demands for survey data. 

This demand has led to the release of public-use files (PUFs) for individual analyses, and to concerns about 

protecting the respondents’ confidentiality. Similar concerns arise with the release of many tabular and other 

analyses. These concerns are being addressed by the ongoing developments of methods for statistical 

disclosure control for PUFs (e.g., see Hundepool, Domingo-Ferrer, Franconi, Giessing, Schulte Nordholt, 

Spicer and de Wolf, 2012), to the provision of restricted-use files and to the establishment of statistical 

enclaves where analysts can go to perform analyses under supervision. In addition, survey data archives 

have emerged as places to store and administer survey datasets. 

The trend of rapidly increasing demand for survey data in the past few decades is likely to continue, 

making the future for survey research seems rosy. However, as Paul Valery remarked, “The trouble with 

our times is that the future is not what it used to be”, a remark that seems particularly apposite for survey 

research at this time. Some see Big Data and administrative records as serious competitors to surveys, but I 
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am not so convinced. Both may serve some needs, but the multivariate nature of surveys and often the need 

to collect some items that can be obtained only from respondents (e.g., opinions, level of adult literacy, 

household expenditures, diabetes) mean that surveys will continue to have a major role to play. 

Administrative data may produce estimates for some official statistics (especially economic statistics), 

particularly with the merging of sets of administrative files where permitted. However, I see a main use of 

administrative records in official social surveys as a supplement that may reduce burden by replacing the 

survey items with record data, and that can provide longitudinal data for both the time before and the time 

after the survey data collection. Of course, the quality of the record data and the record linkages needs to be 

assessed. As I see it, the biggest threat to survey research lies in the decreasing willingness of the public to 

answer surveys. To date, no good solutions have been found for this threat.  
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Rao and Fuller deserve thanks for their succinct review of a field to which they both have contributed so 

much. It is no small feat to summarize the history of probability sampling and outline future directions in 

16 pages! 

It is always hazardous to predict the future. But reviewing the history of survey sampling allows us to 

see how the pioneers of the field dealt with the challenges of their day, and how those challenges and their 

solutions relate to today’s issues.  

To begin, let us compare the advantages and disadvantages of probability sampling today with the 

advantages and disadvantages that were perceived in the middle of the twentieth century, when probability 

samples were starting to have widespread use. The following lists are derived from Parten (1950, Chapter 4); 

the early sampling books by Deming (1950) and Hansen, Hurwitz and Madow (1953a) have similar 

descriptions. Parten’s advantages of probability samples, relative to taking a census of the population or 

taking a convenience sample, are of four types: 
 

A1. Estimates can be obtained faster from a sample than from a census. Fewer interviews are needed 

and, in the 1950s, data processing and tabulation could be done faster for a small data set than for 

a large one. Parten wrote: “This time-saving advantage is especially important in studies of our 

modern dynamic society. Conditions change so rapidly that unless short-cut methods are devised 

for measuring social situations, the measurement is out of date before the survey or poll is 

completed.” (Parten, 1950, page 109). 

A2. Estimates from a sample are less expensive than a census because fewer interviews are needed. 

This translates into lower costs for field staff and training. 

A3. The survey can be tailored to the estimates of interest. The sampler can be more careful in the 

data collection, asking exactly the questions wanted and taking steps to minimize bias from 

nonresponse and other sources. A census, by contrast, may have few questions and limited 

opportunity for follow-up.  

A4. Probability sampling allows the sampler to design the survey to achieve a desired precision and 

later report the achieved precision, without relying on model assumptions. Deming (1950, 

page 10) emphasized that not only can the sampling errors be calculated from probability 
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samples, but that “the biases of selection, nonresponse, and estimation are virtually eliminated or 

contained within known limits.” Hansen et al. (1953a, page 10) stated: “With probability 

sampling methods one can get away completely from dependence upon judgment for determining 

precision. Under these circumstances, and with reasonably large samples, the precision of the 

results from the sample can be measured from the sample itself.” 

 

Parten also reviewed the disadvantages of taking a sample rather than a census: 
 

D1. It is difficult to do sampling well, and to obtain representative samples. Mistakes in following the 

sampling protocol may introduce errors into the estimates, and results can be misleading if a 

sample is designed or analyzed badly. Additionally, a shortage of experienced survey statisticians 

makes it difficult for the would-be survey-taker to obtain technical assistance. 

D2. The small size of the sample limits the information that can be obtained. Rare subpopulations 

have few observations in a sample. Additionally, the number of cross-tabulations is limited 

because there are too few cases in some subclassifications of interest. 

 

How do Parten’s advantages and disadvantages of probability samples hold up today? The disadvantages 

still exist. In particular, the demand for more detailed, more up-to-date, and more comprehensive 

information is increasing every year (D2). But while surveys still have the advantage (A3) that they can be 

tailored to answer the questions of interest, advantages (A1) and (A2) have diminished. In the 1950s, it was 

often expensive to collect any type of data. Even data from a small convenience sample could require 

expensive-to-collect interviews or labor-intensive transcription of paper records. But today, huge 

convenience samples can often be obtained with much less cost, while probability samples such as the 

American Community Survey or the National Crime Victimization Survey are increasingly expensive as 

response rates continue to decline. The convenience sample information may also be available faster than 

data from a high-quality probability sample, which requires months to weight the data, compute estimates, 

and perform quality checks.  

The advantage (A4) of being able to plan for a desired precision has also diminished. Most large surveys 

still use design-based methods to report the precision of the survey. But the design-based margin of error 

that is reported generally includes only the sampling error and has the implicit assumption that the survey 

weighting has removed the nonresponse bias from the estimates. As response rates decrease, there is 

increasing reliance on judgment, through the use of model assumptions, to determine precision.  

The landscape for data collection is thus different than it was in the 1930s, 1940s, and 1950s when 

probability sampling techniques were developed and implemented. Then, probability sampling in the United 

States answered an urgent need for faster and cheaper information about agriculture, business activity, 

manufacturing output, characteristics of the labor force, and other social and economic indicators. The 

pioneers of survey sampling methods revolutionized data collection during this period. Duncan and Shelton 

(1978) argued that this revolution was made possible by parallel developments in statistical theory, national 

income and product accounts, computing capacity, and organization of the statistical system.  
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Although the available data sources, infrastructure, technology, and methods have changed, the main 

problem facing us today is the same as in 1950: How can we best collect and make inferences from data to 

inform policy and research questions? If the current framework of probability samples did not exist, and we 

were tasked with constructing a system of collecting data, what would we do? For many problems, we would 

want to build a data collection system that is modular and can adapt to new sources of data and new 

technology for data collection. Much of the methodology that Rao and Fuller reviewed would be useful for 

this system, but new infrastructure and methodology–and perhaps another revolution–are needed.  

As an example, consider the U.S. National Automotive Sampling System (NHTSA, 2017a). The system 

has two component surveys. The first component is a stratified multistage probability sample of 50,000 to 

60,000 police accident reports (PARs) from the universe of approximately 6 million annual PARs, where 

PARs from serious crashes are sampled with higher probabilities than PARs from crashes involving only 

minor property damage. Data elements from the sampled PARs are coded into the electronic database; no 

information external to the PAR is obtained. The second survey is a smaller probability sample of about 

5,000 PARs with much more labor-intensive data collection, where specially trained crash investigators 

visit the crash scene, inspect the vehicle(s) involved in the crash, get permission to access medical records, 

interview witnesses, and obtain other detailed information about the crash. The data from these two surveys 

are used to investigate time trends in vehicle crashes and effects of vehicle features on traffic safety (see, 

for example, NHTSA, 2017b), and are used in thousands of research papers.  

But suppose we were asked to design this data collection system afresh. I want to stress that these 

suggestions are my fantasy, and have no connection to any plans for the surveys, which are constrained by 

current practical considerations and budgetary limitations to have a multistage sampling structure. If the 

current system did not exist, would it not be desirable to design the first survey to take a census of PARs 

instead of a sample? This task would not necessarily be easy. Hetzel (1997) described the long and laborious 

process by which the United States established the Vital Statistics System, requiring cooperation from state 

and local government agencies, uniform data collection procedures, and intensive research to validate the 

accuracy and coverage of records. Obtaining a census of PARs would similarly take huge initial investments 

to develop infrastructure and to secure cooperation from states and police jurisdictions. After that 

investment, however, the data collection would be established and PARs could be transmitted electronically 

as they were collected or updated.  

The advantages of having a census of PARs instead of a sample would be numerous. One advantage 

would be that statistics would be available much more quickly, since one would not need to wait until the 

end of the data collection year to weight and publish the survey data: statistics could be updated as the data 

came in. The largest advantage of a census, however, would be the extra information on subpopulations. 

This would allow better monitoring of the data to detect potential safety hazards. In a sample of size 50,000, 

a particular make/model/year of vehicle may be represented by only a handful of observations (if any); the 

sample size would be much larger in the census. In some surveys, as Rao and Fuller point out, small area 

estimation methods can be used to model results for subpopulations with small sample sizes. But for crash 

data, often a subpopulation is of interest because it is suspected to be an outlier–it is suspected there are 

more crashes for a certain car make or vehicle feature than would be predicted by a model. These outliers 
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cannot be detected from a small area model. The only way to obtain information on potentially outlying 

subpopulations is to collect more data on them. 

With a census of PARs, though, where do survey research methods come in? There would inevitably be 

missing data that would need to be investigated and modeled, and a two-phase design might be used to 

obtain information from nonresponding states or police jurisdictions. But the main survey design problem 

would be for two aspects: first, sampling could be used to audit the census of accident reports, and second, 

sampling would be needed for the labor-intensive crash investigation part of the system. The census of PARs 

would provide a rich sampling frame for the crash investigation system and other investigations. That rich 

frame information could be exploited in the sample design, possibly by using balanced sampling or a 

sampling design that can be dynamically adapted to data needs and to the continuously updated frame.  

Of course, even a census of PARs might be outdated or insufficient for data needs in the future. As more 

vehicles are equipped with cameras and sensors, or as self-driving vehicles and surveillance systems become 

more prevalent, a sample or census of PARs may be replaced or supplemented with passively collected data. 

Increased use of large-scale passive data sources raises serious issues about privacy and data ownership, 

requiring much debate and research, and these issues are beyond the scope of this discussion. But, beyond 

the societal questions about the ethics of data collection, what new statistical methodology is needed to deal 

with the revolution in data availability? 

I see three major areas of interconnected research needed for the short-term future, and these are related 

to the research problems that faced Parten, Deming, and Hansen in the middle of the last century.  
 

 Better measures of uncertainty for survey estimates. When Hansen and Hurwitz (1949, page 365) 

wrote about the superiority of probability samples over judgment samples, they emphasized that 

the assumption-free nature of inference from probability samples depends on achieving high 

response rates: “In the Census Bureau it is usually assumed that if the required information is 

obtained from more than 95 per cent of the designated households one is entitled to feel fairly 

secure in assuming that the sample was taken in conformance with sampling theory, even though 

assumptions may be necessary for the remaining 5 per cent. It has been found that for some 

purposes trouble arises even when making assumptions for only 5 per cent.” Deming (1950, 

page 13) also used 95 percent as the lower bound for the validity of inference from probability 

samples: “A sample that is 95 or 98 percent a probability-sample and the other 5 or 2 percent a 

judgment-selection or judgment-adjustment for refusals, for people not at home, etc., may still be 

an excellent sample, although it is important to investigate the remaining 5 or even 2 percent as 

soon as possible.”  

Over the years, the 95 percent threshold for using probability sampling methods for inference has 

drifted downward, to the point that now the same weighting methods are used for a sample with 

a response rate of 10 percent as for one with a response rate of 95 percent. As response rates have 

decreased, increasingly strong model assumptions have been made about response mechanisms 

and the undercovered and nonresponding populations, but uncertainty about these assumptions is 

generally not reflected in the reported confidence intervals: these are still primarily based on the 

sampling error. Lohr and Brick (2017) ascribed recent polling failures to the systems used to 
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derive confidence or posterior prediction intervals, and argued that new statistical methods are 

needed for reporting interval estimates that better reflect uncertainty about the estimates. As 

Parten (1950, page 403) said: “It is not unusual to find very refined statistical techniques used to 

measure random errors in data which are so biased that all the corrective devices known would 

not enable the surveyor to determine what the correct results should be.”  
 

 Combining multiple sources of data. Methods such as record linkage, multiple frame surveys, 

and hierarchical models can facilitate combining data, and can also be used to evaluate data 

quality from different sources. Lohr and Raghunathan (2017) reviewed statistical methods for 

combining data from different sources, and argued that using multiple sources of information 

could also help with the problem of evaluating and incorporating bias errors into uncertainty 

estimates, although the statistical methods reviewed do not solve the problem of how to obtain 

estimates for subpopulations that may be missing from all sources. 

While probability sampling methods have served society well for the last 70 years, they may play 

a more limited role in the future, perhaps being used in some data collections to validate and 

check other data sources instead of serving as the primary data sources themselves. Hansen, 

Hurwitz and Pritzker (1953b) viewed the census post-enumeration surveys, in which intensive 

efforts were made to determine the most accurate information possible from an area sample, in 

this light. They also wrote about the need to weigh the costs of obtaining accurate statistics against 

the option of obtaining larger sample sizes or more variables. Hansen, Madow and Tepping 

(1983) argued that it is precisely at times of societal change that the unbiasedness guaranteed by 

probability sampling is essential, and targeted use of high-quality probability samples can provide 

assessments of the coverage and accuracy of information from other data sources. 
 

 Finally, there is a need for a renewed focus on design, which dominated much of the literature 

between 1920 and 1960. A modular data collection system, relying on different data sources for 

different information needs, could adapt to changing societal needs and new technology for data 

collection. Designs are needed that are robust to errors in individual sources and allow assessment 

of those errors, and are also robust to potential changes in the data sources.  

 

As Rao and Fuller pointed out, the statistical research community has repeatedly met the information 

needs of society through new innovations. The challenges of dealing with new data sources and missing 

data are great, but so were the problems faced in the past that led to the development of probability sampling, 

small area estimation, replication variance estimation, and imputation theory. The next revolution in 

sampling may be just around the corner.  
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This note by Chris Skinner presents a discussion of the paper “Sample survey theory and methods: Past, present, 
and future directions” where J.N.K. Rao and Wayne A. Fuller share their views regarding the developments in 
sample survey theory and methods covering the past 100 years.  
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This paper provides an outstanding account of sample survey theory and methods, distilling in a concise 

and elegant way a huge amount of wisdom about both the theory and practice of the field. I shall not 

comment on the past and present but, following the invitation I received, will present some thoughts on the 

future. I am fully in agreement with the final part of the paper regarding the future and see my thoughts as 

overlapping.  

This discussion will emphasise a National Statistics Institute (NSI) perspective, and I expect (and hope) 

that NSIs will play a key role in driving methodological developments, even though the statistical 

environment will change, e.g., with an increased range of bodies which supply data to NSIs and/or produce 

statistical outputs themselves. 

Inferential targets: I expect the same kinds of descriptive finite population targets (viewed 

methodologically) to remain of core interest. The importance of analytic needs will also continue but how 

these will be met will depend on how data access arrangements evolve, in the context e.g., of concerns about 

confidentiality, and the impact of developing data science practice, such as greater emphasis on predictive 

modelling.  

Sample surveys and other data sources: The nature and extent of relevant data sources will be a critical 

area of development. I do not believe that surveys will disappear – there will always be a huge number of 

variables of interest which require primary data collection. But I do expect the sample survey to be 

increasingly an integrated part of a wider set of data sources including census, administrative data and ‘big 

data’ sources (e.g., Lohr and Raghunathan, 2017; Zhang, 2012). The methodological challenge will be how 

to integrate such a range of sources effectively. The different sources may have multiple owners and access 

arrangements will have an important bearing on how sources can be integrated. I also do not believe that 

sampling will disappear – it will be needed not just for primary data collection but also for supplementary 

surveys (see below) and for managing big data sources. 

Supplementary surveys: the need for supplementary survey samples to check validity or to improve 

inference is likely to grow. ‘Reference surveys’ may augment non-probability samples (Elliot and Valliant, 

2017); coverage sample surveys may be needed to check for both under- or over-coverage, e.g., in 
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administrative data sources, and to correct for such errors (Zhang, 2015); surveys linked at the unit level 

may be needed to check for measurement error in data sources. 

Non-response and sampling: Unit nonresponse will become ever more problematic and it will invariably 

be necessary for inference to take account of both nonresponse error and sampling error. The key challenge 

will be to avoid (reduce) selection bias. The use of randomisation in sampling to achieve this goal and to 

justify certain modelling assumptions may become at least as prominent a property of probability sampling 

as its use for design-based inference. It may become sensible to consider protocols for sampling and 

managing nonresponse in a more integrated way and research into such options might allow for sampling 

protocols which include non-probability features, providing the goal of reducing selection bias remains 

central. Flexible multi-mode options for response seem likely to be natural candidate options to consider. 

The nature of auxiliary data sources and estimation considerations must also, of course, be considered 

carefully when evaluating options for sampling and nonresponse management in a combined way.  

Estimation methods and theory: estimation methods will evolve to exploit new kinds of statistical 

relationships within and between data sources, both to control for potential selection bias effects and to gain 

efficiency. Many estimation problems may be formulated in terms of outcome variables Y which can only 

be obtained on selective samples and predictor variables X for which large databases approximating 100% 

coverage can be achieved. Constructing such databases may be a key goal in both business and social 

statistics contexts in NSIs. In the latter case, this goal may be aligned to population census developments, 

involving for example administrative data sources (Skinner, 2017). In such settings, a broad approach to 

estimation may combine population-level X distributions with conditional distributions of Y given X from 

the selective sample sources under assumptions similar to missing at random. The importance of temporal 

considerations, such as the benefits of borrowing strength over time, seems likely to increase and may 

exploit opportunities afforded by administrative sources which are typically longitudinal. Existing methods 

of calibration and Fay-Herriot model-based small area estimation will continue to be used for sources linked 

in an aggregate way. Linkage at the level of the individual or GPS-based unit (e.g., building or address) may 

open up further methods (e.g., Lohr and Raghunathan, 2017). Survey sampling theory, including model-

based prediction methods and small area estimation methods, will continue to play a key role. Missing data 

theory provides a natural framework for handling integrated data sources and I would expect further 

confluence between sampling and missing data theory. The treatment of linkage errors and measurement 

errors, e.g., arising from measurement differences between sources and modes of data collection, will also 

be important. 

Quality assessment and accuracy estimation: in the face of likely continuing pressures on budgets, it 

will be essential that the importance of high standards of quality is promoted and recognised among users 

of statistical outputs if high quality sample surveys are not to be replaced by cheap, untrustworthy 

alternatives. This could benefit from a strengthening of the quality assessment role of national bodies set up 

to oversee and enhance public confidence in statistical outputs, especially if the number and diversity of 

suppliers of such outputs is to increase. More specifically, accuracy assessment will be critical. Traditional 

variance estimation methods can play a role and may be extended to capture wider sources of variation, e.g., 

by extending the definition of replicates in replication methods. But, with the increasing use of model-based 

inference, accuracy assessment will need also to embrace the assessment of the impact of departures from 
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assumptions on estimation methods. Approaches, such as model checking, diagnostics and sensitivity 

analysis will likely grow in importance.  
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In this paper the question is addressed how alternative data sources, such as administrative and social media data, 
can be used in the production of official statistics. Since most surveys at national statistical institutes are 
conducted repeatedly over time, a multivariate structural time series modelling approach is proposed to model 
the series observed by a repeated surveys with related series obtained from such alternative data sources. 
Generally, this improves the precision of the direct survey estimates by using sample information observed in 
preceding periods and information from related auxiliary series. This model also makes it possible to utilize the 
higher frequency of the social media to produce more precise estimates for the sample survey in real time at the 
moment that statistics for the social media become available but the sample data are not yet available. The concept 
of cointegration is applied to address the question to which extent the alternative series represent the same 
phenomena as the series observed with the repeated survey. The methodology is applied to the Dutch Consumer 
Confidence Survey and a sentiment index derived from social media. 
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1  Introduction 
 

National statistical institutes traditionally use probability sampling in combination with design-based or 

model-assisted inference for the production of official statistics. The concept of random probability 

sampling has been developed mainly on the basis of the work of Bowley (1926), Neyman (1934) and Hansen 

and Hurwitz (1943). See for example Cochran (1977) or Särndal, Swensson and Wretman (1992) for an 

extensive introduction in sampling theory. This is a widely accepted approach, since it is based on a sound 

mathematical theory that shows how under the right combination of a random sample design and estimator, 

valid statistical inference can be made about large finite populations based on relative small samples. In 

addition, the amount of uncertainty by relying on small samples can be quantified through the variance of 

the estimators. 

There is persistent pressure on national statistical institutes to reduce administration costs and response 

burden. In addition, declining response rates stimulate the search for alternative sources of statistical 

information. This could be accomplished by using administrative data like tax registers, or other large data 

sets – so called big data – that are generated as a by-product of processes not directly related to statistical 

production purposes. Examples of these include time and location of network activity available from mobile 

phone companies, social media messages from Twitter and Facebook and internet search behaviour from 

Google Trends. A common problem with this type of data sources is that the process that generates the data 

is unknown and likely selective with respect to the intended target population. A challenging problem in 

this context is to use this data for the production of official statistics that are representative of the target 

population. There is no randomized sampling design that facilitates the generalization of conclusions and 
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results obtained with the available data to an intended larger target population. Hence, extracting statistically 

relevant information from these sources is a challenging task (Daas and Puts, 2014a). 

Baker, Brick, Bates, Battaglia, Couper, Dever, Gile and Tourangeau (2013) address the problem of using 

non-probability samples and mention the possibility of applying design-based inference procedures to 

correct for selection bias. Buelens, Burger and van den Brakel (2015) explore the possibility of using 

statistical machine learning algorithms to correct for selection bias. Instead of replacing survey data for 

administrative data or big data, these sources can also be used to improve the accuracy of survey data in 

model-based inference procedures. Marchetti, Giusti, Pratesi, Salvati, Giannotti, Perdreschi, Rinzivillo, 

Pappalardo and Gabrielli (2015) and Blumenstock, Cadamuro and On (2015) used big data as a source of 

auxiliary information for cross-sectional small area estimation models. 

Many surveys conducted by national statistical institutes are conducted repeatedly. In this paper, a 

multivariate structural time series modelling approach is applied to combine the series obtained by a 

repeated survey with series from alternative data sources. This serves several purposes. First, a model based 

estimation procedure based on a time series model increases the precision of the direct estimates by using 

the temporal correlation between the direct estimates in the separate editions of the survey. The use of time 

series modelling with the aim of improving the precision of survey data has been considered by many 

authors dating back to Blight and Scott (1973). Second, extending the time series model with an auxiliary 

series allows to model the correlation between the unobserved components of the structural time series 

models, e.g., trend and seasonal components. Harvey and Chung (2000) propose a time series model for the 

Labour Force Survey in the UK extended with a series of claimant counts. If such a model detects strong 

positive correlations between these components, then this might further increase the precision of the time 

series estimates for the sample survey. Indicators derived from social media are generally available at a 

higher frequency than related series obtained with periodic surveys. This allows to use this time series 

modelling approach to make early predictions for the survey outcomes in real time at the moment that the 

outcomes for the social media are available, but the survey data not yet. In this case, the social media are 

used as a form of nowcasting. Third, the concept of cointegration in the context of multivariate state space 

models can be used to evaluate to which extent both series are identical. If the trend components of two 

observed series are cointegrated, then both series are driven by one underlying common trend. It can be 

argued that if an auxiliary series is cointegrated with the series of the survey, they represent the same 

underlying stochastic process. This could be used as an argument to motivate that a statistic measured with 

a big data source is representative for an intended target population. This is, however, more an empirical 

argument and not as strong as the theory underlying probability sampling, that proves that random sampling 

in combination with an (approximately) design-unbiased estimator results in representative statistics. 

The Dutch Consumer Confidence Survey (CCS) is a monthly survey based on approximately 1,000 

respondents with the purpose of measuring the sentiment of the Dutch population about the economic 

climate by means of the so-called Consumer Confidence Index (CCI). Daas and Puts (2014b) developed a 

sentiment index, independently of the CCS, that is derived from social media platforms that was found to 

mimic the CCI very well. This index is referred to as the Social Media Index (SMI). In this paper, the 

aforementioned multivariate structural time series modelling approach is applied to both series in an attempt 
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to improve the precision of the CCI. It is also illustrated how the SMI in this time series model can be used 

to make early predictions or nowcasts of the CCI.  

In Section 2, the survey design of the CCS and the estimation procedure for the CCI is described. The 

approach followed by Daas and Puts (2014b) to construct a sentiment index from social media platforms is 

also described. In Section 3, a structural time series model for the CCI series and SMI series is proposed. 

Results obtained with the model are presented in Section 4. The paper concludes with a discussion in 

Section 5. 

 
2  Data 
 
2.1  Dutch Consumer Confidence Survey 
 

The Consumer Confidence Index (CCI) is based on a monthly survey, called the Consumer Confidence 

Survey (CCS), and measures the opinion of households residing in the Netherlands about the economic 

climate in general and their own financial situation. The CCS is a continuous survey. Each month a self-

weighted sample of approximately 2,500 households is drawn by stratified two-stage sampling from a 

sample frame derived from the Dutch Municipal Register. Households for which a known telephone number 

is available are contacted by an interviewer who completes the questionnaire by computer assisted telephone 

interviewing during the first ten working days of the month. On average a net sample of about 1,000 

responding households is obtained, which comes down to a response rate of about 40%. A major part of the 

nonresponse are households for which no known telephone number of a land-line connection is available. 

The response among households for which a known telephone number is available is about 60%. 

The CCI is based on five questions that can be answered positively, neutral or negatively. The questions 

refer to the economic or financial situation in the last 12 month or the respondents expectations in the future 

12 months. Let 1, ,q
tP  2, ,q

tP  and 3, ,q
tP  denote the percentage of respondents that answered question 

1, , 5,q    in month t  positively, neutral or negatively, respectively. Now the CCI is defined as the 

difference between the percentage of positive and negative respondents, averaged over the five questions:  

  1, 3,
1

1
.

Q
q q

t t t
q

I P P
Q 

   (2.1) 

Since the sample is self-weighted, and no auxiliary information is used in the estimation procedure, the 

percentages are estimated with the sample mean, i.e., 

 , , ,
1

1
,

00 n
q q
j t i j t

it

P
n




   (2.2) 

for question 1, , 5,q    and answer category 1, 2, 3.j   In (2.2) tn  is the net sample size in month ,t  and 

, ,
q
i j t  is a dummy indicator that is equal to one if respondent i  chose category j  to question .q  Assuming 

simple random sampling without replacement for the households, it can be proved that the variance of (2.1) 

can be estimated by 
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Figure 2.1 shows the CCI with a 95% confidence interval calculated using the approach described in this 

section, observed during the period December 2000 through March 2015. In October 2013, the official 

publication of the CCI is missing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Consumer confidence index (CCI) with a 95% confidence interval. 

 
 

2.2  Social media sentiment 
 

In an attempt to reduce administration costs and response burden, Daas and Puts (2014b) developed a 

sentiment index from social media sources that could be used as an alternative indicator for the CCI. They 

used messages posted on the most popular social media platforms in the Netherlands, written in the Dutch 

language. These messages are classified as containing positive, neutral, or negative messages using a variant 

of sentence-level based classification (Pang and Lee, 2008). An index is calculated by taking the difference 

between the percentage of positive and negative messages.  

 CCI                   95% conf. Int. 
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Combinations of all Facebook and Twitter messages with and without certain filters on phrases were 

compared with the CCI. The combination of all publicly available Facebook messages together with filtered 

Twitter messages containing personal pronouns had the highest correlation with the CCI. The Twitter 

messages had to be filtered due to the fact that a lot of Twitter messages are not very informative. See Daas 

and Puts (2014b) for further details. In their research Daas and Puts (2014b) also found that major changes 

in the behaviour of the public on social media, such as those caused by huge events and changes in the 

number of messages posted on each platform, have a disturbing effect on the series. The final indicator 

proposed is the average of the sentiment in the Facebook and Twitter messages during each period. 

In Figure 2.2, the Social Media Index (SMI) is compared with the CCI for the period June 2010 until 

March 2015. Both series are clearly on a different level but show a more or less similar evolution. During 

the presented period, the CCI is always negative, while the SMI is always positive. The size or amplitude 

of the movements of the CCI are also considerably larger compared to the SMI. Many factors are responsible 

for this difference since the CCI is based on a survey where data collection is conducted by telephone and 

the SMI is based on classifying messages on Twitter and Facebook. The interesting question is to which 

extent the evolution of both series is similar.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Comparison of the Social media index (SMI, upper panel) with the Consumer confidence index 
(CCI, lower panel). 
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2.3  Quality aspects of the CCI and the SMI 
 

The accuracy of statistics are measured with its variance and bias. For simplicity we only distinguish 

between selection bias and measurement bias. The variance of survey sample statistics, like the CCI, 

depends on the sample size and will typically constitute a substantial part of the uncertainty of sample 

statistics. In big data sources the concept of sampling variance is meaningless since the data generating 

process is not a probability sample from a finite target population. Variance components of the model used 

to describe the assumed data generating process could be used as an accuracy measure instead. The model-

based variance of statistics obtained with time series models applied to series obtained from internet or 

social media will always be positive depending of the volatility of the series, which predominantly depends 

on the frequency of the observed series and the dynamics of the stochastic process instead of the volume of 

the data. 

The selection bias of sample survey statistics is approximately zero under complete response. In practice 

however, selection bias arises due to selective nonresponse, under coverage of the sample frame and to 

which extend with the field work strategy the target population is successfully reached. In the case of the 

CCI, only the population with a known telephone number of a land-line connection is reached and the 

response among this subpopulation is about 60%. The selection bias of big data sources is generally 

unknown. In this paper, we apply the concept of cointegration to evaluate to which extend the SMI measures 

the same concept as the CCI. Note, however, that in the case of cointegration, the SMI might reflect a similar 

nonresponse and coverage selection bias as the CCI. Baker et al. (2013) pointed out that there are similarities 

between selection bias in probability samples and the non-probabilistic approach followed with data sources 

like social media. 

The measurement bias in sample statistics typically depends on the extend that the conceptual variables 

to be measured, are implemented in the questionnaire, but also on data collection mode and the quality of 

the interviewers. Problems with measurement bias in surveys arises, since measurements of the variables of 

interest are indirect in that respondents are asked to report about their behaviour, introducing all kind of 

measurement errors. In the case of the CCI the question can be raised to which extend respondents are 

capable to express their long-term confidence in the economy and to which extend it is influenced by short-

term emotions. These problems do not arise with big data if they contain direct measurements of people 

behaviour. With an index derived from social media like the SMI the question can be raised to which extend 

it measures a similar concept as the CCI. In Subsection 2.2, it was already mentioned that major changes in 

the behaviour of the public on social media have a disturbing effect on the series. Particularly at the end of 

the series, a sudden change in behaviour on social media will be very hard to distinguish from a real turning 

point. For example, a Google-trend series on search related to vacancies might track an official series on 

unemployment. It does measure unemployment, however, search behaviour before the start of the financial 

crisis in 2009 might be completely different compared to the period directly after the financial crisis, 

invalidating the concept intended to be measured.  

 
3  Structural time series modelling of the CCI and the SMI 
 

In this section, univariate and bivariate structural time series models for the CCI and SMI are developed. 

With a structural time series model, a series is decomposed in a trend component, seasonal component, other 
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cyclic components, regression component and an irregular component. For each component a stochastic 

model is assumed. This allows the trend, seasonal, and cyclic component but also the regression coefficients 

to be time dependent. If necessary autoregressive-moving-average (ARMA) components can be added to 

capture the autocorrelation in the series beyond these structural components. See Harvey (1989) or Durbin 

and Koopman (2012) for details about structural time series modelling. 

The question addressed in this paper is to which extent the SMI follows a similar pattern as the CCI such 

that the SMI can be used in the estimation procedure of the CCI or, in the most extreme case, even can 

replace the CCI. This question is addressed by developing a bivariate structural time series model for the 

CCI and the SMI and modeling the correlation between the disturbance terms of the different components 

of the structural time series model for both series. The concept of cointegration is used to investigate to 

which extent the unobserved components of both series are driven by common factors. If e.g., the trends of 

both series are driven by one underlying common trend an argument can be made that the SMI represents 

similar evolution of sentiment feelings compared to the CCI. Alternatively, the SMI can be used as an 

auxiliary series in a model based estimation procedure for the CCI or in a nowcasting procedure to obtain 

more precise real time estimates. 

 

3.1  Univariate model CCI series 
 

As a first step, a univariate time series model for the CCI series is proposed. With the design-based 

approach described in Section 2.1, the sample information observed in each separate month is used to obtain 

an estimate for the CCI in that month. A drawback of this approach is that information observed in preceding 

periods is not used to obtain more accurate estimates for the CCI. In survey methodology, time series models 

are frequently applied to develop estimates for periodic surveys. Blight and Scott (1973) and Scott and 

Smith (1974) proposed to regard the unknown population parameters as a realization of a stochastic process 

that can be described with a time series model. This introduces relationships between the estimated 

population parameters at different time points in the case of non-overlapping as well as overlapping samples. 

The explicit modelling of this relationship between these survey estimates with a time series model can be 

used to combine sample information observed in the past to improve the precision of estimates obtained 

with periodic surveys. Some key references to authors that applied the time series approach to repeated 

survey data to improve the efficiency of survey estimates are Scott, Smith and Jones (1977), Tam (1987), 

Binder and Dick (1989, 1990), Bell and Hillmer (1990), Tiller (1992), Rao and Yu (1994), Pfeffermann and 

Burck (1990), Pfeffermann (1991), Pfeffermann and Rubin-Bleuer (1993), Pfeffermann, Feder and 

Signorelli (1998), Pfeffermann and Tiller (2006), Harvey and Chung (2000), Feder (2001), Lind (2005) and 

van den Brakel and Krieg (2009, 2015). 

Developing a time series model for survey estimates observed with a periodic survey starts with a model, 

which states that the survey estimate can be decomposed in the value of the population variable and a 

sampling error: 

 ,t t tI e   (3.1) 

where t  denote the real CCI in month t  under a complete enumeration of the target population and te  the 

sampling error.  
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The CCI is observed at a monthly frequency. Therefore, as a first step, the series of the finite population 

parameter can be decomposed in a stochastic trend, seasonal component to model systematic deviations 

from the trend within a year, and a white noise component for the remaining unexplained variation. These 

considerations lead to the following model for the series of the finite population parameter: 

 ,t t t tL S     (3.2) 

where tL  denotes a stochastic trend, tS  a stochastic seasonal component and t  the unexplained variation 

of the finite population parameter. Inserting (3.2) into measurement model (3.1) gives  

 .t t t t tI L S e     (3.3) 

In a cross-sectional survey it is difficult to separate the sampling error from the white noise of the population 

parameter. Therefore, both components are combined in one disturbance term 

 .t t te    (3.4) 

It is assumed that   0tE    and   2Var .t    To allow for nonhomogeneous variance in the 

sampling errors, Binder and Dick (1990) proposed a measurement error where the disturbance terms t  are 

proportional to the standard errors of ,tI  i.e., 

  ar ,Vt t tI    (3.5) 

with   0,tE      2Var ,t    and where  Var tI  is defined by (2.3) and is used as a priori information 

in the time series model. Such a model would be useful if the sampling error dominates the white noise in 

the population parameter. Initial analyses indicate that in this application the variance of the population 

white noise is substantial, invalidating (3.5) for this application. In addition, the variance of the sampling 

error in this application is constant over time. Therefore, it is decided to combine the sampling error with 

the population white noise and assume a constant variance over time. The question how to account for 

sampling variance is also an issue in seasonal adjustment variances (Pfeffermann and Sverchkov, 2014). 

Bell (2005) studied the contribution of the sampling variance in the variance of the estimation error of 

seasonally adjusted series and in the nonseasonal component. In the case of (rotating) panels, the sampling 

error can be separated from the population white noise. In cross-sectional repeated surveys, it is difficult to 

identify the separate components and therefore both terms are combined in one disturbance term that 

captures both the sampling variance and the unexplained variation of the population parameter. 

An extensive model selection showed that a smooth trend model is the most appropriate model to capture 

the trend and the economic cycle in the CCI series. The smooth trend model is defined as (Durbin and 

Koopman, 2012): 

 1 ,t t tL L R    
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  1 E 0, ,t t t tR R      (3.6) 

  
2 if

Cov ,
0 if

.t t

t t

t t

  

 


  

Adding a random component for the level in (3.6) improves the log-likelihood with five units but results 

in an overfit of the data in a sense that the smoothed signal almost exactly follows the observed series with 

a very small measurement error variance. A local level model (random level without a slope) improves the 

log-likelihood with three units but also intends to overfit the data.  

The seasonal component is modelled with a trigonometric model, which is defined as (Durbin and 

Koopman, 2012): 
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Here j  denotes the frequency of the different cycles in radians and is defined as 
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For the disturbance terms, it is assumed that 
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For reasons of parsimony, the same variance structure is assumed with the same hyperparameter for .jt  

Furthermore, it is assumed that t  and t  are uncorrelated.  

After including the stochastic trend component (3.6) and seasonal component (3.7), no additional cycle 

components are required. The model selection procedure indicated that two level interventions are needed 

to model sudden jumps in the series. The first one is due to the financial crisis in September 2008, and the 

second one is due to the economic downturn in September of 2011. Finally, an outlier is required for 

September 2007. Adding these three components increases the log-likelihood with 15 units. These 

considerations lead to the following model for the observed CCI series 

 07 07 08 08 11 11 ,t t t t t t tI L S              (3.8) 

with 
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and x  the corresponding regression coefficients. 

Finally, autoregressive (AR) and moving average (MA) components can be added to the structural time 

series model (3.8). In this application, there were no indications that such components are required, since 

there are no clear signs of remaining serial correlation in the standardized innovations. Adding an AR(1) or 

an MA(1) to (3.8) increases the log-likelihood with 5 and 4.5 units respectively. Adding second-order AR 

or MA models does not further improve the log-likelihood. Adding an ARMA(1,1) also does not further 

increases the log-likelihood. An AR(1) or MA(1) slightly improves the correlogram but also increases the 

standard error of the filtered smoothed signals. Therefore, model (3.8) was finally selected for the CCI 

series. 

State space models assume that the disturbance terms are normally and independently distributed. These 

assumptions translate into the assumption that the innovations are normally and independently distributed. 

Table A.1 in the appendix contains an overview of goodness of fit statistics applied to the standardized 

innovations. The values for skewness, kurtosis and the Bowman-Shenton test do not indicate deviations 

from normality of the standardized innovations. The values for the Ljung-Box test and Durban-Watson test 

do not indicate serial correlations in the standardized innovations. This is also confirmed by a correlogram 

(not shown). In conclusion, these diagnostics indicate that (3.8) fits the series of the CCI reasonably well. 

 
3.2  Bivariate model CCI and SMI series 
 

The next step is to combine the univariate model for the CCI with the series for the SMI. Before 

combining CCI and SMI in a bivariate model, a univariate model for the SMI is developed with the purpose 

to better understand the behaviour of this series. A model selection procedure, similar to the one conducted 

for the CCI series in Subsection 3.1, indicated that the observed series for the SMI can be modelled with a 

smooth trend model and a white noise component for the unexplained variation. No significant seasonal 

component or business cycle is established. There are no signs for outliers or level shifts. AR(1) and MA(1) 

components are not included since there is no serial correlation in the standardized innovations. These 

considerations led to a bivariate model for the CCI and SMI where the CCI contains a trend and a seasonal 

component and the SMI a trend component.  

Tables A.2 and A.3 in the appendix contain an overview of goodness of fit statistics for the standardized 

innovations of the CCI and SMI respectively. There are no indications that the standardized innovations of 

both series deviate from a normal distributions. The null hypothesis of no serial correlation in the 

standardized innovations could not be rejected. The correlogram of the innovations for the SMI, however, 

show a non-significant seasonal pattern (not shown). The innovations of the SMI, also contain 

heteroscedasticity. 

The disturbance terms of the trend of both series are correlated. Since the series for the SMI is available 

from June 2010, the model for the CCI also contains the last intervention for September 2011, but not the 
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outlier in September 2007 and the intervention in September 2008. As a result the following bivariate model 

is obtained: 
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 (3.9) 

with I
tL  and X

tL  the smooth trend model as defined in (3.6) with covariance structure 
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In the last expression   denotes the correlation between the slope disturbances of the CCI and SMI. 

Furthermore, I
tS  is the seasonal effect defined by (3.7) and 11

t  the intervention for September 2011 with 
11  the corresponding regression coefficient. Finally, I

t  and X
t  are the disturbance terms for the CCI 

and SMI series and are defined as: 
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If the model detects a strong correlation between the trends of the CCI and the SMI, then the trends of 

both series will develop into the same direction more or less simultaneously. In this case, the additional 

information from the SMI series will result in an increased precision of the estimates of the CCI figures. In 

the case of strong correlation between the disturbances of the trends, i.e., if 1,   the trends are said to 

be cointegrated. In that case, there is one underlying common trend that drives the evolution of the trends 

of the two observed series. To see this, it is noted that the covariance matrix of the slope disturbances is 

implemented as a singular value decomposition: 
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 (3.10) 

Instead of estimating 2 ,I  2 ,X  and ,  parameters 1 ,d  2 ,d  and a  are estimated. If 2 0,d   it 

follows that 1.   In that case, the covariance matrix of the slope disturbances is of reduced rank and 
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both trends are driven by one common trend. This implies that the slope disturbances of both series 

simultaneously move up or down and that the slope disturbances of the SMI can be perfectly predicted from 

slope disturbances of the CCI by .X I
t ta   Furthermore, the slope for the SMI series can be expressed as 

a linear combination of the slope for the CCI series as .X I
t tR aR R   Similarly, the trend for the SMI series 

can be expressed as a linear combination of the trend for the CCI series as .X I
t tL aL L Rt    Note that R  

and L  are constants that are derived from the estimated states at the last two time periods of the series.  

Cointegration increases the precision of the estimated trend and signal of the CCI series, allows for 

formulating more parsimonious models, but could also be seen as an argument to replace the CCI series by 

the SMI series since both series are driven by and represent the same common trend. For a more detailed 

discussion about cointegration in the context of state space modelling, see Koopman, Harvey, Shephard and 

Doornik (2009, Sections 6.4 and 9.1). 

 
3.3  Estimation of structural time series models 
 

The general way to analyse a structural time series model is to express it in the so-called state space 

representation and apply the Kalman filter to obtain optimal estimates for the state variables, see e.g., Durbin 

and Koopman (2012). The software for the analysis and estimation of the time series models is developed 

in Ox in combination with the subroutines of SsfPack 3.0, see Doornik (2009) and Koopman, Shephard and 

Doornik (2008). 

All state variables are non-stationary and initialised with a diffuse prior, i.e., the expectation of the initial 

states are equal to zero and the initial covariance matrix of the states is diagonal with large diagonal 

elements. In Ssfpack 3.0, an exact diffuse log-likelihood function is obtained with the procedure proposed 

by Koopman (1997). Maximum likelihood (ML) estimates for the hyperparameters, i.e., the variance 

components of the stochastic processes for the state variables are obtained using a numerical optimization 

procedure (Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, Doornik, 2009). To avoid negative 

variance estimates, the log-transformed variances are estimated. More technical details about the analysis 

of state space models can be found in Harvey (1989) or Durbin and Koopman (2012). 

Under the assumption of normally distributed disturbance terms, the Kalman filter can be applied to 

obtain optimal estimates for the state variables, see e.g., Durbin and Koopman (2012). The Kalman filter 

assumes that the variance and covariance terms are known in advance and are often referred to as 

hyperparameters. In practise, these hyperparameters are not known and are therefore substituted with their 

ML estimates. Estimates for state variables for period t  based on the information available up to and 

including period t  are referred to as the filtered estimates. They are obtained with the Kalman filter where 

the ML estimates for the hyperparameters are based on the complete time series. The filtered estimates of 

past state vectors can be updated, if new data become available. This procedure is referred to as smoothing 

and results in smoothed estimates that are based on the complete time series.  

Standard errors of the Kalman filter estimates do not reflect the additional uncertainty of using the ML 

estimates for the unknown hyperparameters. Therefore, the estimates of the standard errors are too 

optimistic. 
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4  Results 
 

4.1  Univariate model CCI series 
 

The univariate analysis is based on model (3.8) from Section 3.1 applied to the series of the CCI obtained 

from December 2000 until March 2015. In Table 4.1, the ML estimates for the hyperparameters of the model 

are specified. 

 

Table 4.1 
Maximum Likelihood estimates hyperparameters univariate model CCI 
 

Standard deviation ML estimate 

Trend    1.18 
Seasonal    0.0025 
Measurement equation    2.46 

 

The average of the standard errors of the direct estimates for the CCI equals 1.21. The standard deviation 

of the disturbance terms of the measurement equation equals 2.46, as follows from Table 4.1. This illustrates 

that the population white noise dominates the variance of the measurement disturbance terms as mentioned 

by the choice of the variance structure for (3.4) in Section 3.1. 

In the upper panel of Figure 4.1, the smoothed trend plus interventions are compared with the direct 

estimates for the CCI. In the lower panel of Figure 4.1, the smoothed signal, defined as trend plus 

interventions plus seasonals, are compared with the direct estimates for the CCI. In the series of the 

smoothed trend and interventions, the seasonal effect, the white noise of the population parameter and the 

sampling error are removed from the original series. It follows from Figure 4.1 that with the time series 

model a more stable estimate for the CCI can be obtained. The filtered trend plus interventions is compared 

with the smoothed estimates in Figure 4.2. This filtered series approximates what would be obtained in the 

production of official statistics if no revisions would be published. It follows that even in this case a 

considerable part of the high-frequency variation and seasonal fluctuations can be removed. Both figures 

illustrate that the Kalman filter provides plausible smoothed but also filtered imputations for the missing 

observation in October 2013. 

Figure 4.3 shows the smoothed seasonal pattern of the CCI series. Since the seasonal effects are almost 

time invariant, the effects are displayed for the 12 months of one year only. There are clear significant 

negative effects in October, November and December and clear positive effects in January and August. The 

intention of the CCI is to measure a long-term confidence of respondents, since all questions refer to the 

respondents financial and economic situation over the last 12 month or the expectations for the future 12 

months. The clear significant seasonal pattern, however, indicates that answers given by the respondents are 

clearly driven by a much shorter emotion, which is, among other things, subject to seasonal fluctuations. 

In Figure 4.4, the standard error of the direct estimates for the CCI are compared with the standard errors 

of the filtered and smoothed trend plus interventions. The spikes in the standard error of the filtered and 

smoothed estimates are the result of the intervention variables and the missing observation in 2013. If at a 

certain point in time an intervention variable is activated, a new regression coefficient has to be estimated. 

This results in additional uncertainty in the model estimates, and shows up as a sudden peak in the standard 
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error of the filtered and smoothed trend. In 2013, one observation is missing, which also results in additional 

uncertainty since the state space model produces a prediction for this missing value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 4.1 Smoothed trend plus interventions compared with direct estimates CCI (upper panel) and 

smoothed signal (trend plus intervention plus seasonal) compared with direct estimates CCI (lower 
panel). 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 Filtered trend plus interventions compared with smoothed trend plus interventions CCI. 
 

 

CCI direct                      CCI trend+interventions smoothed 

CCI direct                    CCI signal smoothed 

 CCI trend+interventions smoothed                   CCI trend+interventions filtered 
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Figure 4.3 Smoothed seasonal pattern CCI for 2014. 
 

 

 

 

 

 

 

 

 
 

Figure 4.4 Standard error smoothed and filtered trend plus interventions compared with direct 
estimates CCI. 

 
The standard errors of the smoothed estimates are slightly larger than the standard errors of the direct 

estimates. The standard errors of the filtered estimates are considerably larger than the standard errors of 

the direct estimates. This is a remarkable result. Filtered and smoothed estimates based on the time series 

model are based on a considerably larger set of information since sample information from preceding 

periods (in the case of filtered estimates) or the entire series (in the case of smoothed estimates) are used to 

obtain an optimal estimate for the monthly CCI. The direct estimates, on the other hand, are based on the 

observed sample in that particular month only. Most applications where structural time series models are 

applied as a form of small area estimation, result in substantive reductions of the standard error compared 

to the direct estimates, see e.g., van den Brakel and Krieg (2009, 2015) and Bollineni-Balabay, 

van den Brakel and Palm (2015, 2017). 

The reason that in this application a time series modelling approach results in standard errors for filtered 

and smoothed times series model estimates that are larger than the standard errors of the direct estimates is 

a result of a large white noise component in the real population value of the CCI. Recall from Section 3.1 

that the disturbance term of (3.8) contains two components; the sampling error and the unexplained high-

frequency variation of the real population value, as expressed by (3.4). Recall from Table 4.1 that   is 
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equal to 2.46 and is twice as large as the average value of the standard errors of the direct estimates. This is 

a strong indication that the variance of the white noise component in the true population variable is of the 

same order as the variance of the sampling error. The direct estimator for the CCI derived in Section 2 

considers the CCI in each particular month as a fixed but unknown variable. The variance of the direct 

estimator only measures the uncertainty since a small sample instead of the entire population is observed to 

estimate the CCI. It does not measure the high-frequency variation of the population value over time. This 

explains why the time series modelling approach does not result in a reduction of the standard error of the 

estimated CCI.  

Although the gain in precision of level estimates obtained with the time series model is limited, the 

estimates for the trend are more stable as follows from Figures 4.1 and 4.2. A time series model will 

therefore still be useful to filter a more stable long term trend from the high-frequency variation in the 

population parameter and the sampling error. Because the state variables of the trend component of 

subsequent periods will have a strong positive correlation, more gain from the time series modelling 

approach can be expected by focussing on month-to-month changes, see e.g., Harvey and Chung (2000). 

Filtered estimates for the month-to-month change of the CCI are defined as  

 
08 08 08 08 11 11 11 11

1 1 1 1 1 ,Δ t t t t t t t t t t t t t t t t t tL L                   (4.1) 

where the notation Θ t t   stands for the estimate for state variable Θ  for period t  given the data observed 

until period .t   The outlier in 2007(9) is, naturally, removed from the signal. Furthermore, the regression 

coefficients are time invariant. Therefore, 1

x x

t t t t    for x   08 and 11. Since t   2008(9) and 

t   2011(9) are the months that 
08

t  and 
11

t  change form value, expression (4.1) can be simplified to 

 
08 08 11 11

1Δ ,t t t t t t t t t t t tL L          (4.2) 

with 
08

1t   if t   2008(9) and 
08

0t   for all other periods and 
11

1t   if t   2011(9) and 
11

0t   

for all other periods. Smoothed estimates for the month-to-month change of the CCI are defined as 

   
08 08 11 11

1Δ .t T t T t T t T t t T tL L          (4.3) 

To compare the month-to-month changes based on (4.2) and (4.3) with the direct estimates, the smoothed 

seasonal effects in (3.8) are subtracted from the direct estimates. The standard errors of the direct estimates 

are not corrected for this adjustment. 

Figure 4.5 compares the direct estimates for the month-to-month change with the smoothed estimates 

(upper panel) and the filtered estimates (middle panel) obtained with the time series model. The lower panel 

compares the standard errors of the smoothed, filtered and direct estimates. The filtered and in particular 

the smoothed estimates for month-to-month change have a more stable pattern compared to the direct 

estimates. This is also reflected by the standard errors. The strong positive correlations of the states of the 

trend component between subsequent periods results in standard errors for filtered and smoothed estimates 

of the month-to-month change that are clearly smaller compared to the direct estimator. Exceptions are the 

two periods where a level intervention is required. Introducing a level shift results for a short period in an 

increased level of uncertainty. 
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Figure 4.5 Comparison month-to-month change univariate model and direct estimates. Upper panel: 

smoothed estimates, middle panel: filtered estimates, lower panel standard errors. 

 
The reduction in standard error is measured as the Mean Relative Difference in Standard Error (MRDSE), 

and is for filtered estimates defined as        MRDSE 100 * se Δ se Δ seˆ Δ ,ˆT

t t t tt t
T t


      

with  se Δ̂  t  the standard error for the direct estimate for the month-to-month change. The MRDSE for 

smoothed estimates is obtained by replacing  |se Δ t t  for  se Δ .t T  During the period observed from 

2003(1), the MRDSE for smoothed estimates equals 47% and for the filtered estimates 17%. 
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4.2  Bivariate model for CCI and SMI series 
 

In this section, the bivariate model (3.9) proposed in Section 3.2 is applied to the series of the CCI and 

SMI, which are available from June 2010 until March 2015. Note that the time series components for the 

CCI are re-estimated using the shorter series. Maximum likelihood estimates for the hyperparameters are 

specified in Table 4.2. The model detects a strong positive correlation of about 0.92 between the slope 

disturbances of the CCI and the SMI. There is, however, no indication that both trends are cointegrated and 

share one common trend. A likelihood ratio test is applied to further investigate the significance of the 

correlation between the slope disturbances in the bivariate model. If the correlation parameter is set to zero, 

the log likelihood drops from -229.9 to -233.9. The p  value of the corresponding likelihood ratio test 

equals 0.0047, indicating that the correlation between the trends of both series is clearly significantly 

different from zero and should not be removed from the bivariate model. If the correlation parameter is set 

equal to one (by choosing 2d  in (3.10) equal to zero), the log likelihood drops from -229.9 to -242.1. The 

p  value of the corresponding likelihood ratio test with one degree of freedom equals zero, indicating that 

the trends are not cointegrated.  
 

Table 4.2 
Maximum Likelihood estimates hyperparameters bivariate model CCI and SMI 
 

Standard deviation ML estimate 

Trend CCI  I  1.25 
Seasonal CCI    7.5E-6 
Trend SMI  X  0.25 
Measurement equation CCI  I  2.68 
Measurement equation SMI  X  0.84 
Correlation trend CCI and SMI    0.92 

 

Figure 4.6 compares the smoothed estimates for the slope of the CCI (x-axis) and SMI (y-axis) under 

the model without correlation, the model with an ML estimate for the correlation  0.92   and the 

common trend model with 1.0.   The model with uncorrelated slopes shows a clearly positive 

correlation between the slopes if both series are estimated independently (left panel Figure 4.6). This is 

picked up by the model that allows for correlation (mid panel Figure 4.6). There is however a clear deviation 

between the slopes of both series, which can be seen if the cross-plot of the model with a correlation 

estimated with ML (mid panel Figure 4.6) is compared with the cross-plot of a common factor model (right-

panel Figure 4.6). 

 

 

 

 

 

 

Figure 4.6 Cross-plot smoothed slopes CCI (x-axis) and SMI (y-axis) for a model without correlation (left 
panel), correlation estimated with ML (mid panel) and correlation set equal to one (right panel). 
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Figure 4.7 compares the observed SMI series with the smoothed trend obtained under the bivariate 

model. Figure 4.8 compares the direct estimates for the CCI series with the smoothed trend plus intervention 

under the univariate model and the bivariate model. As follows from Figure 4.8, the level and evolution of 

the smoothed estimates for the CCI series are almost identical under the univariate and bivariate models. 

Figure 4.9 compares the standard errors of the direct estimates for the CCI series with the smoothed 

trend plus intervention under the univariate model and the bivariate model. For a fair comparison, the results 

for the univariate model and bivariate model are based on series of equal length. Therefore, the univariate 

model is re-estimated with the series from June 2010 until March 2015. As follows from Figure 4.9, the 

standard error under the bivariate model is slightly smaller compared to the standard error under the 

univariate model if both models are applied to series of equal length, as expected given the strong and 

significant positive correlation between the trend disturbance terms of both series. If, however, the 

univariate model is applied to the series available from December 2000, then the standard errors for the 

smoothed estimates under the univariate model are slightly smaller compared to the bivariate model as 

follows from Figure 4.10.  

In conclusion, it follows that the bivariate model detects a strong correlation between the CCI and SMI 

series. Using the SMI series as an auxiliary series slightly improves the precision of the model based 

estimates for the CCI. Since the series of the CCI is nine years longer than the SMI series, the increased 

precision obtained with the auxiliary series is compensated in the univariate model with the additional 

information in the CCI series available before 2010. 

 

 

 

 

 

 

 
 

Figure 4.7 Observed series and smoothed trend SMI. 
 

 

 

 

 

 

 

 
 
Figure 4.8 CCI comparison of the direct estimates and smoothed trend plus intervention under the bivariate 

and univariate models for CCI. 

SMI trend                   SMI observed

 CCI trend+int. biv.                 CCI direct               CCI trend+int. univ.
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Figure 4.9 CCI comparison of standard errors direct estimates and smoothed trend plus intervention under 

the bivariate and univariate models for CCI if both models are applied to a series of equal length 
(June 2010-March 2015). 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 CCI comparison of standard errors direct estimates and smoothed trend plus intervention under 

the bivariate and univariate models for CCI if the univariate model is applied to the complete CCI 
series (December 2000). 

 
The upper panel of Figure 4.11 compares the direct estimates for the month-to-month change with the 

smoothed estimates obtained with the univariate and bivariate time series models (both based on the series 

observed from June 2010). The lower panel compares the standard errors of these estimates. During the 

period observed from 2011(1), the MRDSE for smoothed estimates under the univariate model equals 39% 

and under the bivariate model 43%. The MRDSE for filtered estimates under the univariate model equals 

7% and under the bivariate model 14%. As in the case of the univariate model, the time series modelling 

approach results in more stable and more precise estimates for the month-to-month change. The use of the 

SMI series slightly improves the precision of the month-to-month changes compared to the univariate 

model. 
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Once the direct estimate for the CCI for month t  becomes available, the additional value of the SMI 

series is limited to improve a time series estimate for the CCI for month .t  A drawback of sample surveys, 

however, is that they generally are less timely compared to social media sources. The additional value of 

the SMI becomes more clear when the higher frequency of this series is used to produce early predictions 

or nowcasts for the CCI with the bivariate state space model. If during month t  or directly at the end of 

month t  a first early prediction for the CCI is required, the univariate model can only produce a one-step-

ahead prediction. As soon as during month t  or at the end of month t  results for the SMI series become 

available, the bivariate model exploits the strong correlation between the series to make a more precise 

prediction for the CCI, already before the direct estimate for month t  becomes available.  

To illustrate the additional value of the SMI in a nowcast procedure for the CCI, we compare in the upper 

panel of Figure 4.12, the one-step-ahead predictions for the trend plus intervention of the CCI series 

obtained with the univariate model with the estimate obtained with the bivariate model if the SMI for month 

t  is available but the direct estimate of the CCI is still missing. The smoothed estimates for the trend plus 

intervention of the CCI obtained with the univariate model are included as a benchmark. In the lower panel 

the standard errors of these three estimates are compared. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11 Comparison month-to-month change bivariate model, univariate model and direct estimates. 

Upper panel: smoothed estimates, lower panel standard errors. 
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Figure 4.12 Comparison estimates for trend plus intervention CCI series; one-step-ahead prediction univariate 

model (CCI uni. nowcast), bivariate model if the SMI for month t is available but the direct estimate 
of the CCI is missing (CCI biv. nowcast) and smoothed estimates with the univariate model (CCI 
uni. smoothed). Upper panel compares point estimates. Lower panel compares standard errors. 

 
 

If the smoothed estimates obtained with the univariate model are used as a benchmark, the Mean 

Absolute Relative Difference (MARD) between nowcasts and smoothed estimates is used as a measure for 

the size of the revision and is defined as   1MARD 100 * ,
T

t T t t t Tt t
T t   

    where 
11 11

t t tL     denotes the trend plus intervention of the CCI series. Based on the months observed 

from t   2013(1) the MARD for nowcasts obtained with the univariate model equals 35% and for the 

bivariate model 31%. This shows that the size of the revisions is a bit smaller and thus more stable with 

nowcasts for the CCI with the bivariate model. The difference in precision between the nowcasts obtained 

with the univariate model and the bivariate model are measured with the MRDSE and is in this case defined 

as        uni biv biv

1 1 1MRDSE 100 * se se se .
T

t t t t t tt t
T t     

      Based on the months observed 

from t   2013(1) the difference in precision of both nowcasts based on this MRDSE equals 17%. 

Figure 4.12 as well as the MARD and the MRDSE illustrate that the SMI improves the stability and 

precision of nowcasts for the CCI. 
 

 CCI biv. nowcast                         CCI uni. nowcast                       CCI uni. smoothed

 CCI biv. nowcast                         CCI uni. nowcast                       CCI uni. smoothed
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5  Discussion 
 

For decades, national statistical institutes relied on probability sampling in the production of official 

statistics. This approach is based on a sound theory to draw valid statistical inference for large finite target 

populations based on relatively small random samples. Over the last decades, more and more alternative 

data sources, such as administrative and big data, have become available and the question is raised how to 

use these data sources in the production of official statistics. An important question is how results obtained 

with these sources can be generalized to an intended finite target population. Since the data generating 

process is generally unknown, it is not obvious how to draw valid inference with such data sources.  

In this paper, the question is addressed how administrative and big data sources can be used in the 

production of official statistics. In the most extreme approach, survey data are replaced by related alternative 

data sources, running the risk of introducing e.g., selection bias. Since most surveys are conducted 

repeatedly, a time series modelling approach is proposed to investigate to which extent related alternative 

data sources reflect a similar evolution compared to the series obtained with a repeated survey. With a 

multivariate state space model, the correlation between the underlying unobserved components of both 

series can be modelled. In the case that components of the time series model are cointegrated, there are 

strong indications that both data sources are driven by the same underlying factor. This could be used as an 

argument that an alternative source can replace existing surveys since they reflect the same evolution of a 

process, generally at a different level.  

The theory underlying probability sampling for finite population inference is stronger than reliance on 

the concept of cointegration. Series obtained from social media or Google Trends are selected by 

maximizing the correlation with the series from the sample survey and does not necessarily measure the 

same concept as the survey. There is no guarantee that this correlation is based on true causality and that 

the correlation will remain to exist in the future. Sampling theory, in contrast, provides a rigid mathematical 

theory showing that under a correct sampling strategy, i.e., the right combination of a probability sample 

with an approximately design-unbiased estimator, results in valid statistical inference for intended target 

populations.  

Even in the case of cointegrated series, an extensive model evaluation, e.g., by some form of cross 

validation, will be required to assure that the alternative data source is a valid replacement. See in this 

context also Eichler (2013) for a discussion about the use of Granger causality for causal inference in 

multiple time series data. Instead of replacing a periodic survey for related data sources, they can be used in 

a multivariate time series modelling approach as an auxiliary series to improve the precision of the direct 

estimates or period-to-period change of the direct estimates obtained with a periodic survey. Another 

important benefit with big data sources is to use the higher frequency of these data sources to make more 

precise early predictions or nowcasts if in real time the survey estimate is not yet available but the covariate 

is already available. The time series model applied in this paper, initially proposed by Harvey and Chung 

(2000), is a generic approach for a model-based estimation procedure for periodic surveys. There are of 

course also issues with survey sampling. For example, continuously declining response rates and data 



206 van den Brakel et al.: Social media as a data source for official statistics; the Dutch Consumer Confidence Index 
 

 
Statistics Canada, Catalogue No. 12-001-X 

collection modes that does not reach the intended target population result in selection bias either. In this 

case, cointegration with a related series derived from social media might be indication that there are 

similarities between the selection bias in the non-probabilistic big data sources and the non-response 

selection and coverage bias in a survey sample as pointed out by Baker et al. (2013). 

In the application to the CCI, the time series modelling approach does not decrease the variance of the 

direct estimator if it is used for making level estimates. The reason is that the standard error of the time 

series model reflects the sampling error and the white noise of the population parameter. The standard error 

of the direct estimator only reflects the sampling error. In the case of the CCI, the variance component of 

the white noise of the population parameter is as large as the variance of the sampling error. The state space 

approach is still useful for producing official figures of the CCI, since it filters a more stable trend of the 

respondents opinion about the economic climate from the observed series of direct estimates. The situation, 

however, becomes different if the time series model is used to estimate month-to-month change. The stable 

trend estimates are the result of a strong positive correlation between the trend estimates between subsequent 

periods. As a result the standard errors of month-to-month change obtained with the time series model are 

clearly smaller than those of the direct estimates. Standard errors of smoothed month-to-month changes are 

about 47% smaller than those of the direct estimates. Standard errors of the filtered estimates are about 17% 

smaller than the standard errors of the direct estimates. 

Using the SMI as an auxiliary series in a bivariate state space model slightly reduces the standard error 

of the model estimates of the CCI. However, since the available series of the SMI is relative short, the 

reduction obtained with this auxiliary series does not outweigh the loss of information in the CCI series that 

is observed in the period before the SMI became available. However, since both series reflect a similar 

evolution and social media is rapidly available, the SMI proved to be useful as an auxiliary series in the 

bivariate model to produce more reliable nowcasts for the CCI in real time at the moment that the SMI 

becomes available but the CCI is not available yet. In this application the SMI reduces the standard errors 

of the CCI in a nowcasting procedure with about 17%. 

The question can be raised whether the SMI in its current operationalization measures the same concept 

as the CCI attempts and how the full potentials of social media or other big data sources can be used to 

measure consumer confidence better than the current CCI and SMI. Instead of constructing a social media 

index by taking the difference between positive and negative classified messages, an SMI could be 

constructed by looking at the concepts of the questions used for the CCI. If for example consumer 

confidence is measured by the amount of purchases of expensive goods during the last 12 months, or with 

the tendency of households to buy expensive goods, social media indices should be constructed that measure 

internet search for such goods (cars, houses, white goods, etc.) as well as actual purchases of such goods 

during the previous months. The strong advantage of this approach is that now actual behaviour of 

households is measured directly, while a survey measures it indirectly inducing more measurement error. 

This might eventually result in cointegrated series that measure similar concepts and further improves or 

even replaces the CCI. 
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Appendix A  
 
Model diagnostics 
 
Table A.1 
Univariate model (3.8) for CCI 172-24 obs 
 

Diagnostic Value p  value 95% conf. int. 
L U 

Log-likelihood -464    

Mean std. innovations 0.0152    

Variance std. innovations 1.0851    

Skewness std. innovations 0.0276    

Kurtosis std. innovations 2.8901    

Bowman-Shenton test1 on normality in the std. innovations 0.0926 0.955   

Ljung-Box test2 on serial correlation in std. innovations 24.108 0.287   

Durban-Watson test3 on serial correlation of std. innovations  148T   2.082  1.68 2.32 

F test4 on heteroscedasticity of std. innovations  num denom 60df df   0.913  0.60 1.67 

 
 
Table A.2 
Bivariate model (3.9) for CCI 57-24 obs 
 

Diagnostic Value p  value 95% conf. int. 
L U 

Log-likelihood -230    

Mean std. innovations -0.0872    

Variance std. innovations 0.9777    

Skewness std. innovations 0.0982    

Kurtosis std. innovations 2.545    

Bowman-Shenton test1 on normality in the std. innovations  0.3382 0.844   

Ljung-Box test2 on serial correlation in std. innovations 18.060 0.645   

Durban-Watson test3 on serial correlation of std. innovations  33T   2.133  1.32 2.68 

F test4 on heteroscedasticity of std. innovations  num denom 15df df   0.783  0.35 2.86 

1) Bowman-Shenton statistic: 
2
2  distribution. 

2) Ljung-Box test statistic for serial correlation in the first 24 lags: 
2
21  distribution. 

3) Durban-Watson test statistic approximated with  2, 4 .N T  
4) F statistic: num

denom

df
dfF  distribution. 
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Table A.3 
Bivariate model (3.9) for SMI 57 -12 obs 
 

Diagnostic Value p  value 95% conf. int. 
L U 

Log-likelihood -230    

Mean std. innovations 0.0954    

Variance std. innovations 1.0437    

Skewness std. innovations -0.1311    

Kurtosis std. innovations 2.5331    

Bowman-Shenton test1 on normality in the std. innovations 0.5377 0.764   

Ljung-Box test2 on serial correlation in std. innovations 24.208 0.283   

Durban-Watson test3 on serial correlation of std. innovations  45T   2.028  1.42 2.58 

F test4 on heteroscedasticity of std. innovations  num denom 20df df   0.329  0.41 2.46 
 

1) Bowman-Shenton statistic: 
2
2  distribution. 

2) Ljung-Box test statistic for serial correlation in the first 24 lags: 
2
21  distribution. 

3) Durban-Watson test statistic approximated with  2, 4 .N T  
4) F statistic: num

denom

df
dfF  distribution. 
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Decomposition of gender wage inequalities through 
calibration: Application to the Swiss structure of earnings 
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Abstract 

This paper proposes a new approach to decompose the wage difference between men and women that is based 
on a calibration procedure. This approach generalizes two current decomposition methods that are re-expressed 
using survey weights. The first one is the Blinder-Oaxaca method and the second one is a reweighting method 
proposed by DiNardo, Fortin and Lemieux. The new approach provides a weighting system that enables us to 
estimate such parameters of interest like quantiles. An application to data from the Swiss Structure of Earnings 
Survey shows the interest of this method. 
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1  Introduction 
 

Wage discrimination can be based on different criteria, such as gender, race or religion. Gender wage 

discrimination occurs when a man and a woman receive different remuneration for a job that requires the 

same qualifications or which implies identical productivity (see, for instance Neumark, 1988; Gardeazabal 

and Ugidos, 2005). Since a quantification of discrimination is required in order to assess its magnitude, the 

topic has awakened the interest of statisticians. The original technique proposed by Blinder (1973) and 

Oaxaca (1973) estimates how much of the difference between the average wages of men and the average 

wages of women is due to discrimination. However, in general, there is an uneven allocation of women and 

men among jobs (see, for instance Bielby and Baron, 1986). If the members of one of these two groups, 

usually women, are concentrated in lower paying jobs, the difference in average wages might not be of great 

relevance. So instead of analysing the discrimination level in average wages, it might be interesting to see 

if discrimination occurs uniformly in all types of jobs. A detailed reference of the different statistical papers 

devoted to the estimation of discrimination can be found in Fortin, Lemieux, and Firpo (2011). 

While there are many decomposition methods available in the literature, only two of them will be 

discussed in this paper. These two methods are not presented in their original forms, but by taking into 

account survey weights. They are the Blinder-Oaxaca method (hereafter, BO) and the semi-parametric 

method developed by DiNardo, Fortin, and Lemieux (1996) (hereafter, DFL). Originally, the BO method 

analysed the difference between the average wages of men and the average wages of women. However, it 

does not allow for an analysis of the wage differences for other parameters, such as quantiles. The original 

DFL method addresses this issue. Its starting point is a logistic model where, for each observation, the 

probability of being a man or a woman is modelled as a function of the observed characteristics. The ratio 

of these probabilities is used to construct a reweighting factor. Its aim is to approach the distribution of the 

characteristics of women to the distribution of characteristics of men. By having similar distributions of the 



212 Anastasiade and Tillé: Decomposition of gender wage inequalities through calibration 
 

 
Statistics Canada, Catalogue No. 12-001-X 

characteristics, an estimation of the discrimination level at parameters other than the mean is achievable. 

However, the reweighting factor may have a large variance in cases where one or more characteristics are 

good predictors of the gender. Moreover, the reweighted distribution of characteristics of women may not 

match the distribution of characteristics of men. We address the problems related to the two methods through 

a calibration approach. The idea behind calibration is the same as that of the DFL method. It consists of 

approaching the distribution of characteristics of women to that of men, in order to estimate the 

discrimination level along the entire wage distributions. 

The paper is structured as follows: after the definition of the notation in Section 2, the BO decomposition 

is re-expressed with the use of survey data in Section 3. Sampling weights are taken into account in order 

to correct for the difference between the sample and the population of interest. Therefore, the decomposition 

will be termed “weighted BO”. The key concept of women’s counterfactual wage distribution is also 

presented. It is defined as the wage distribution of women if they had the same characteristics as men. Next, 

we discuss the use of the counterfactual wage distribution in the wage difference decomposition. In 

Section 4, the DFL method is developed, again using survey weights. Since the original method does not 

include survey weights, it will be termed “weighted DFL”. Next in Section 5, a new approach to compute 

the counterfactual wage distribution is proposed, using the calibration method (Deville and Särndal, 1992). 

The use of two particular cases of calibration are discussed. These are the linear calibration and the raking-

ratio calibration. The first case yields the same result as the weighted BO method for average wages. The 

second case has a similar approach to the weighted DFL method, but without assuming a logistic model. In 

other words, the proposed technique can be regarded as a generalization of the two methods discussed above. 

Section 6 includes an overview of the dataset used as well as descriptive statistics on the observed wages. 

A brief description of the model used and the results obtained using the discussed methods are presented. 

Finally, Section 7 summarizes the conclusions and in Appendix B, the computation of the variance of the 

counterfactual wage is shown. 

 
2  Problem and notation 
 

The question of interest is the estimation of the wage differences between women and men, more 

specifically, how much of this difference is attributable to discrimination. Assume there is a finite population 

U  of size N  that can be divided into two subpopulations, women and men, denoted by  , , ,hU h F M  

of size .hN  Additionally, a random sample S  is drawn from ,U  which contains both women and men. 

Sample S  is selected by means of a sampling design    = Prp s S s  for any ,s U  where  

    0 and = 1.
s U

p s p s


    

Sample S  can be split into two subsamples,  , , ,hS h F M  women and men, such that = .hS S  The 

variable of interest, denoted by ,y  is in this case the logarithm of the wage. The totals of the variable of 

interest in the two subpopulations are given by  

  = , , ,
h

h k
k U

Y y h F M
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where ky  is the logarithm of the wage of the thk  individual. Since not all units in the subpopulations are 

observed, the totals can be estimated by  

  ˆ = , , ,
h

h k k
k S

Y d y h F M


   

where kd  is a sampling weight assigned to the thk  unit of the sample. Sampling weights are obtained after 

several statistical treatments (for example, adjustment for non-response). 

The population means of the logarithms of the wages are given by  

     
1

= , , ,
h

h k
k Uh

Y y h F M
N 

   

and can be estimated by  

        ˆ
= , , .h

h

k kk S

h
kk S

d y
Y h F M

d








  

Moreover, assume that for each thk  individual in either of the two subsamples, there is a vector of p  

auxiliary variables denoted by  

            1= , , , , .p
k k kj kpx x x x   ㄒ    

This vector is supposed to be known for each unit selected in the sample. The auxiliary variables contain 

some characteristics of the individual, for instance the age, the education level or the seniority level. They 

can be quantitative or qualitative variables, thus kjx  can be a categorical variable or a quantity. Also assume 

that the first auxiliary variable is a constant, i.e., 1 = 1,kx  for all .k U  

The totals of these auxiliary variables at the subpopulation level are given by  

                    = , , .
h

h k
k U

x h F M


X   

Using the weights kd  defined above, these two totals can be estimated by  

                    ˆ = , , .
h

h k k
k S

d h F M


X x   

Vectors of average values can be analogously estimated. The average values at the subpopulation levels 

are given by  

                    
1

= , , ,
h

h k
k Uh

h F M
N 

X x   

and estimated by  

                                                               ˆ
= , , .h

h

k kk S
h

kk S

d
h F M

d








x
X             (2.1) 
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3  The weighted BO decomposition 
 

3.1  The decomposition 
 

Using the setup in Section 2, the findings of Blinder (1973) and Oaxaca (1973) are summarized in the 

context of sampling theory, namely by using sampling weights. Assume that in each sample, a linear 

relationship is suitable between the p  characteristics that are available and the logarithm of the wage. A 

regression is done separately in each subpopulation  , = , .hU h M F  At the subpopulation level, the values 

of the regression coefficients are given by  

               
1

= .
h h

h k k k k
k U k U

y


 




 
 β x x xㄒ   

They can be estimated from the sample by 

  
1

ˆ = ,
h h

h k k k k k k
k S k S

d d y


 




 
 β x x xㄒ  (3.1) 

where kd  are the sampling weights. The regression coefficients ˆ
hβ  are called the group wage structure or 

the returns on characteristics and they represent the contribution of each characteristic to the wage. 
 

Result 1 A sufficient condition to obtain the following equalities  

 
ˆ ˆ ˆ= =h h h h h hY and YX β X βㄒ ㄒ   

is that there exists a vector ,pς   such that = 1,kς xㄒ  for all .hk U  
 

Since it is assumed that 1 = 1kx  for all ,k U  with  = 1 0 0 ,ς ㄒ  the equality is always fulfilled. 

The proof of Result 1 can be found in Appendix A. Putting together the result above, equations (2.1) and 

(3.1), the average difference between the wages of two groups can be written as  

    ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ= = .M F M F F M M FY Y    X X β X β β
ㄒ

ㄒ  (3.2) 

The difference between average wages of the groups contains two elements: an explained part, also 

called the composition effect  ˆ ˆ ˆ
M F FX X β

ㄒ
 and an unexplained part, or the structure effect 

 ˆ ˆ ˆ .M M FX β βㄒ  The former encompasses differences in characteristics between the two groups. The latter 

is the difference in the returns on characteristics between the two groups, the part that is not attributable to 

objective factors (Oaxaca, 1973; Blinder, 1973). It is obtained using characteristics as a proxy for 

productivity. The estimation of the structure effect is the central element of this paper. Equation (3.2) has 

the same elements as the one proposed by Oaxaca (1973) and Blinder (1973). The methodology applied to 

obtain the estimated average values and coefficients differs from the traditional regression technique. The 

BO method uses the estimated regression coefficients obtained through ordinary least squares (OLS) and 

the vectors of average values of the observed explanatory variables. The proposed approach takes into 
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account the survey weights. However, the weighted BO method is the same as the original BO method if 

the sampling weights are all equal to 1. 

 
3.2  A note on the structure effect 
 

The two elements in equation 3.2 have different names across the literature. The first one, whose 

denomination we retained as composition effect is also termed endowments effect. The second one, which 

we call structure effect is also found in the literature as unexplained residual, price effect, sex effect, 

calculated effect or unequal treatment (Weichselbaumer and Winter-Ebmer, 2006). Using the BO method, 

the structure effect is an estimation of the discrimination level. However, discrimination is an intricate 

phenomenon that might not be always fully observed. Unobserved variables, selection bias or some 

mechanisms on the labour market can help to increase the explained part of the wage difference. Moreover, 

Weichselbaumer and Winter-Ebmer (2005) note two potential issues regarding the chosen model. First, if 

the characteristics chosen in the linear model are themselves subject to discrimination, then the resulting 

structure effect will be over-estimated. Second, if the characteristics are not a proper measure of the 

productivity, then again, the structure effect might be under- or over-estimated. Weichselbaumer and 

Winter-Ebmer (2006) warn about the legitimacy of the characteristics as productivity indicators, since 

“wages may also be determined by bargaining power, compensating differentials or efficiency wages”. 

However, for simplicity, in what follows, we will assume that there are no such issues and that the estimated 

structure effect is the result of discrimination on the labor market. Moreover, we do not examine sample 

selection bias or other mechanisms underlying the distribution of men and women in certain jobs. 

 
3.3  The counterfactual wage distribution 
 

In general, the counterfactual wage distribution is an artificial distribution obtained by using the 

characteristics of a group to estimate the wages of another group (see, for instance Bourguignon, Ferreira, 

and Leite, 2002). Examples of counterfactual distributions are found in DiNardo et al. (1996) or DiNardo 

(2002). The term 
ˆ ˆ

M FX β  that appears in equation (3.2) is called the women’s counterfactual average wage. 

It is interpreted as the estimated average wage of women if they had the same average characteristics as men 

and if their return on characteristics remained unchanged. Women’s counterfactual wage distribution is 

obtained by using the characteristics of men  MX  and the wage structure of women   .Fβ  In terms of 

interpretation, it is the wage distribution of women, if they had the same characteristics as men. 

Using Result 1 from the previous section, women’s counterfactual mean wage equals  

 = ,F M M FY X βㄒ   

and is estimated from the sample by  

 
ˆ ˆ ˆ= ,F M M FY X βㄒ   

where 
ˆ

MX  are estimated in equation (2.1) and ˆ
Fβ  are the coefficients estimated by means of equation (3.1). 

With this notation, the BO decomposition given in (3.2) is re-expressed as  
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        ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ= = = .M F M F F M M F F M F M F MY Y Y Y Y Y       X X β X β β
ㄒ

ㄒ  (3.3) 

 
3.4 Using the counterfactual distribution to estimate the composition and the 

structure effects 
 

Building the counterfactual average wage allows for the estimation of the two effects that make up the 

wage difference at the average levels. From equation (3.3), the composition effect is equal to  

    ˆ ˆ ˆ ˆˆ = .M F F F M FY Y X X β
ㄒ

  

The composition effect can be interpreted as the difference between what women would earn on average if 

they had the characteristics of men and what they actually earn. Thus, it reflects the inequality due to the 

differences in characteristics. The structure effect in equation (3.3) is equal to  

        ˆ ˆ ˆˆ ˆ .M M F M F MY Y  X β βㄒ   

The structure effect is the difference between the actual average wage of men and what women would earn 

if they had the average characteristics of men and their wage own structure. The equations above express 

the composition and structure effects at the average levels, since this is the limitation of the BO method. 

The next section presents a method that allows for the construction of the entire counterfactual distribution. 

This in turn results in the ability of estimating the composition and structure effects along the entire wage 

distribution. 

 

4  The weighted DFL method 
 
4.1  The method 
 

The method proposed by DiNardo et al. (1996) uses a reweighting function by which women’s 

distribution of characteristics is rendered similar to men’s distribution of characteristics. The reweighted 

distribution is the women’s counterfactual distribution of characteristics. The DFL method is presented 

through the use of survey weights in order to take the sampling design into account. 

The reweighting function is equal to  

  
   
   

Pr = 1 Pr = 1
= ,

Pr = 0 Pr = 0
Mk k Mk

k
Mk k Mk

D D

D D


x
x

x
  

where = 1MkD  if individual k  is a man and = 0MkD  otherwise and kx  is the vector of observed 

characteristics for individual .k  Obviously,  Pr = 1Mk kD x  and  Pr = 0Mk kD x  must be estimated. 

For this type of estimation, DiNardo et al. (1996) suggested the use of a logit or a probit model. Using the 

information from the sample,  
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Pr = 1 Pr = 1

ˆ = .
Pr = 0 Pr = 0

Mk k Mk
k

Mk k Mk

D D

D D


x
x

x
 (4.1) 

Using the reweighting factor, women’s counterfactual wage mean is estimated by  

                                                             
 

 
DFL

ˆˆ
= ,

ˆ
F

F

k k kk S
F M

k kk S

d y
Y

d











x

x
                     (4.2) 

and women’s counterfactual means of characteristics by  

                                                            
 

 
DFL

ˆˆ
= .

ˆ
F

F

k k kk S
F M

k kk S

d

d











x x
X

x
                    (4.3) 

The estimated reweighting factor defined in equation (4.1) will be equal to  

    ˆ ˆˆ= exp ,k ka x x γㄒ   

where γ̂  is the estimation of γ  from the sample using empirical likelihood and â  is the ratio of estimated 

proportions of women and men. It is given by:  

 
  
  
Pr = 0

ˆ = = .
Pr = 1

F

M

kk SMk

kMk k S

dD
a

dD








  

Since the DFL method is presented taking the survey weights into account, the reweighting factor k  

will be multiplied by , .k Fd k S  This resulting factor will be termed “weighted DFL factor”. Women’s 

estimated counterfactual wage mean can be re-expressed as  

 
 

 
 
 

DFL
ˆ ˆexpˆ

= .
ˆ ˆexp

F F

F F

k k k k kk S k S
F M

k k kk S k S

d y d y
Y

d d




 

 


 
 

x x γ

x x γ

ㄒ

ㄒ  (4.4) 

Women’s counterfactual means of characteristics are estimated as  

 
 

 
 
 

DFL
ˆ ˆexpˆ

= .
ˆ ˆexp

F F

F F

k k k k kk S k S
F M

k k kk S k S

d d

d d




 

 


 
 

x x x γ x
X

x x γ

ㄒ

ㄒ   

Through the use of the reweighting factor, the counterfactual coefficients in the women’s sample are 

given by  

    
1

DFL = ,
F F

F k k k k k k
k U k U

y 


 




 
 β x x x x xㄒ   

and estimated by  

           
1

DFLˆ ˆ ˆ= .
F F

F k k k k k k k k
k S k S

d d y 


 




 
 β x x x x xㄒ  (4.5) 

The coefficients above have to be computed, because under the same condition as in Result 1, women’s 

counterfactual wage mean defined in (4.2) is given by  
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 DFL DFL DFLˆ ˆ ˆ= .F M F M FY X β
ㄒ

  

The BO decomposition formula can now be expressed as  

             
   
   

DFL DFL

DFL DFL DFL DFL

ˆ ˆ ˆ ˆ ˆ ˆ
=

ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ= ,

M F F M F M F M

F M F F F M M F M F

Y Y Y Y Y Y   

  X β X β X β X β
ㄒ ㄒㄒ ㄒ

 

(4.6)

 

where ˆ
Mβ  and ˆ

Fβ  are defined in (3.1). The first term of equation (4.6) is the composition effect and the 

second one the structure effect. 
 

4.2  Further decomposition of the structure effect 
 

As Fortin et al. (2011) note, the purpose of the DFL reweighting factor is to render the distribution of 

women’s characteristics identical to that of men. This implies that the means of the auxiliary variables in 

the two groups should be equal. However, with the DFL method, it is not the case. Indeed,  

 DFLˆ ˆ
F M MX X  (4.7) 

(see, for instance, Fortin et al. 2011; Donzé, 2013). The reweighting factor thus fails to match the two 

distributions perfectly. 

The structure effect in equation (4.6) can be further divided in the following elements  

      DFL DFL DFL DFL DFLˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ= ,M M F M F M M F M F M F   X β X β X β β X X β
ㄒㄒ ㄒ  (4.8) 

where DFLˆ
F MX  and DFLˆ

Fβ  are defined in equations (4.3) and (4.5), respectively (Fortin et al. 2011). The first 

element of the right-hand side of equation (4.8) is the pure effect and the second the residual effect or the 

total reweighting error (Fortin et al. 2011). The pure effect is the actual unexplained part of the wage 

difference. The residual effect contains the misfit of the model, in other words, what the reweighting factor 

fails to match between men’s and women’s distribution of characteristics. This method allows for the 

construction of a counterfactual wage distribution. This in turn allows for the comparison between this new 

distribution and the observed wage distributions of women and men. The drawback of the method is that it 

may happen that at least one characteristic is a good predictor of the gender (for instance, the economic 

sector). This implies that  Pr = 1Mk kD x  may get close to 1 and that the reweighting factor will take take 

on a large value (Fortin et al. 2011). This obviously leads to a large variance of the factor. This will be 

shown in Section 8. 

 
5  The calibration approach 
 

5.1  The calibration method 
 

The calibration method was introduced by Deville and Särndal (1992). The idea behind the technique is 

to make use of the information known at the population level on some auxiliary variables to estimate a 
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function of a variable of interest. Usually, the auxiliary variables and the variable of interest are correlated. 

The resulting estimates are consistent and efficient. 

Assuming that the sampling weights kd  are available and that the totals of auxiliary information at the 

population level given by  

 = ,k
k U
X x   

are known, new weights ,kw k S  should be constructed, such that the following constraint (or calibration 

equation) is respected  

 = .k k k
k S k U

w
 
 x x  (5.1) 

The weights are determined by solving in λ  the calibration equations that become  

  = = ,k k k k k k k
k S k S k U

w d F
  
  x x λ x xㄒ   

where  k kF x λㄒ  is the calibration function. The resulting calibration estimation of Y  is  

  ˆ = .k k k k
k S

Y d y F

 x λㄒ  (5.2) 

In what follows, we will use the linear case, where the pseudo-distance function is the chi-square distance 

and the calibration function is given by   = 1 .k k kF x λ x λㄒ ㄒ  In the second case, we will use the raking-

ratio, which uses the Entropy pseudo-distance and where the calibration function is given by 

   = exp .k k kF x λ x λㄒ ㄒ  

 
5.2  Calibration of women’s characteristics on the men’s characteristics 
 

Suppose that for all the units of the sample, there is a given sampling weight .kd  In the current context, 

the auxiliary variables that are used in the calibration process are some selected characteristics measured for 

every individual. The aim is to ‘divert’ the calibration technique in order to compute a weighting system 

that adjusts the totals of the auxiliary variables of women on the totals of men. The variable of interest is 

the logarithm of the wage. 

In the women sample, new weights kw  close to kd  are computed, such that  ,
F

k kk S
G w d

  is 

minimized. The following calibration equation is satisfied  

 
ˆ

= ,
F

k k M
k S

w

 x X  (5.3) 

where the vector 
ˆ

MX  stores the totals of men’s characteristics adjusted on the total of the weights of the 

women over the total of the weights of the men.  

 
ˆ

= .F

M
M

kk S
M k k

k Skk S

d
d

d







X x   
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Dividing the calibration equation (5.3) by 
F

kk S
d

  yields  

 
ˆ

ˆ
= = .F

F F

k kk S M
M

k kk S k S

w

d d


 


 

x X
X


 (5.4) 

So with the new weights ,kw  the new women’s means of characteristics are equal to those of men. Another 

interesting equality is  

 = ,
F F

k k
k S k S

w d
 
   (5.5) 

which holds because 1 = 1,k Mx k S  and calibration is performed on it. If  

 
ˆ

= ,F

F

k kk S
M

kk S

w

w







x
X   

by putting together equations (5.4) and (5.5), this means that  

 
ˆ ˆ

= .M MX X  (5.6) 

Women’s counterfactual wage mean estimator is thus  

 
ˆ

= = .F F

F F

k k k kk S k S
F M

k kk S k S

w y w y
Y

d w
 

 

 
 

  

 

5.3  Linear calibration 
 

Result 2 Women’s counterfactual wage mean obtained using linear calibration is equal to the 

counterfactual wage mean obtained using the weighted BO method, i.e., 
ˆ ˆ ˆ= .F M FY X βㄒ   

 

Proof 
 

In order to determine the vector λ  in the case when the chi-squared pseudo-distance is used, the following 

equation must be solved  

   ˆ
= 1

= .

F F

F F

M k k k k k k
k S k S

k k k k k
k S k S

d F d

d d

 

 

 

 
 

 

 

X x x λ x x λ

x x x λ

 ㄒ ㄒ

ㄒ

  

Thus,  

                          
1

1ˆ ˆ ˆ= = ,
F F

k k k M k k M F
k S k S

d d




 

      
  
 λ x x X x T X X ㄒ   
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where  

 = .
F

k k k
k S

d

T x xㄒ   

Thus  

                    1 ˆ ˆ= = 1 .k k k k k M Fw d F d  x λ x T X Xㄒ ㄒ   

Using the result from the previous equation, the numerator of expression (5.2) becomes  

                                                  

 

 

LC

1

ˆ =

ˆ ˆ= ,

F

F F

F M k k k
k S

k k M F k k k
k S k S

Y d F y

d y d y





 
 



 

x λ

X X T x

ㄒ

ㄒ  

(5.7)

 

where LCˆ
F MY  denotes the total of the logarithm of the wage in the women sample, when the total is 

constructed using the chi-squared pseudo-distance. Let  

 1ˆ = .
F

F k k k
k S

d y


β T x   

Vector ˆ
Fβ  has already been defined in the same way in equation (3.1) for the weighted BO method. 

Equation (5.7) is rewritten as  

                                                  

 
 

LC ˆ ˆˆ ˆ=

ˆ ˆˆ ˆ=

ˆ ˆ= ,

F

F M k k M F F
k S

F M F F

M F

Y d y

Y



 

 

 X X β

X X β

X β







ㄒ

ㄒ

ㄒ

                                 

(5.8)

 

because under the condition of Result 1, ˆˆ ˆ= .F F FYX βㄒ  By dividing (5.8) by ,
F

kk S
w

  Result 2 is obtained. 

Using the chi-squared pseudo-distance, the resulting weights have no bounds. This means that the 

calibration weights might be negative. Even though this calibration instance yields the same results as the 

BO method for average wages, we advocate for the use of an instance that gives nonnegative weights. 

 
5.4  Raking-ratio calibration 
 

The second instance of calibration uses the entropy pseudo-distance. It is also known as “raking-ratio” 

calibration. Using the entropy pseudo-distance, equation (5.3) becomes  

    ˆ
= = exp .

F F

M k k k k k k
k S k S

d F d
 
 X x x λ x x λ ㄒ ㄒ  (5.9) 
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This resulting system of equations cannot be solved analytically. However, the value of λ  can be found 

through the Newton-Raphson algorithm. 

The equation (5.2) can be now written as  

  RRCˆ = exp ,
F

F M k k k
k S

Y d y

 x λㄒ   

where RRCˆ
F MY  denotes the total of the logarithm of the wage in the women sample, when the total is 

constructed using the raking-ratio calibration. The counterfactual wage mean of women is written as  

      
 
 

RRC
expˆ

= .
exp

F

F

k k kk S
F M

k kk S

d y
Y

d







x λ

x λ

ㄒ

ㄒ   

The equation above is very similar to equation (4.4). The only difference lies in the estimation of the 

parameters λ  and .γ  The vector λ  contains the Lagrangian multipliers solving equation 5.9 under 

constraint (5.1), while the vector γ  is found through maximum likelihood. 

After computing the calibration weights kw  defined in (5.3) and by using the information in 

equation (5.6), it results that  

    RRCˆ ˆ
= = ,F

F

k kk S
M F M

kk S

w

w







x
X X   

which ensures that the residual part of the structure effect defined in equation (4.8) will equal 0. This is a 

solution to the problem shown in Section 4.3. This instance of calibration also remedies the issue of the 

negative weights that may arise when using the chi-squared pseudo-distance. 

 

6  Application to the Swiss Structure of Earnings Survey 
 
6.1  Data description 
 

The dataset used contains information collected in 2008 by the Swiss Federal Statistical Office from a 

survey called Survey on Earnings Structure. A questionnaire was sent to public and private organizations 

from the secondary and tertiary sectors to collect information on particular aspects. These aspects include 

the size of the organization, employment contract types and employee remuneration within the organization. 

The questionnaire was filled in by an authorized member of the organization and not by employees. This 

enhances data reliability and makes it less prone to approximations. The analyses that follow were restricted 

to the private sector. The valid observations that were included were the individuals with no missing values, 

who worked more than one hour per week and whose difference between the age and the work experience 

was greater than or equal to 15 (according to the Swiss employment laws, this represents the legal minimum 
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age to be eligible to work). Thus, 29,048 cases were excluded from the original dataset. The final dataset 

contains 647,139 men and 435,507 women. The sampling weights are also provided in the dataset by the 

Swiss Federal Statistical Office, therefore no treatment or computation of these weights were done in this 

application. 

In the next tables, the values expressed in Swiss francs are given in parentheses. However, the figures 

are plotted using the logarithms of the wages. The values are obtained taking the survey weights into 

consideration. 

Table 6.1 contains the median and wage averages for the entire sample and for women and men. 

 
Table 6.1 
Wage mean and median computed for the entire dataset, women and men, in Swiss francs 
 

 Mean Median 
Entire dataset  6,977 5,905 
Women  5,843 5,220 
Men  7,725 6,346 

 

Both the wage mean and the median values of men are above the values in the entire dataset, while those 

of women are below. Table 6.2 shows the distribution of women and men in low and high paying jobs. The 

weighted quantiles of the wage of the entire dataset are computed on the first row. The following two lines 

show the cumulative proportions of women and men who earn less than the value of the quantile. 

 
Table 6.2 
Weighted quantiles of the logarithm of the wage and proportions of women and men who earn less than the 
value that represents a particular quantile of the wage computed for the entire dataset (values in Swiss francs 
are given in parantheses)  
 

 Quantile
 1% 10% 20% 30% 40% 50% 60% 70% 80% 90% 99%
Logarithm of wage   7.89  8.27  8.39  8.50  8.59  8.68  8.78  8.89  9.03  9.27  10.09
  (2,683)  (3,897)  (4,412)  (4,905)  (5,400)  (5,905)  (6,488)  (7,233)  (8,380)  (10,667)  (24,202)

Cumulative proportion of women  0.02 0.17  0.32  0.43  0.53  0.63  0.72  0.81  0.89  0.96  1

Cumulative proportion of men  0.006  0.06  0.12  0.21  0.31  0.42  0.52  0.63  0.74  0.86  0.99

 

While 43% of women have a wage of under CHF 4,905 (as opposed to only 21% of men), there are only 

11% of women who earn between CHF 8,380 and CHF 24,202 (compared to 25% of men). Moreover, 63% 

of women earn below the median value of the wage of the entire dataset, compared to only 42% of men. 

The potential generating mechanisms of this allocation should be investigated. Nevertheless, it is not the 

purpose of this paper. For a closer insight into the distribution of the wages in each sample, Table 6.3 

displays the weighted quantiles of the logarithms of the wages of women and men, as well as the difference 

between them. A surprising value of the difference between the wages is observed at the quantile of order 

1%. It is expected that these jobs fall into the type of jobs that do not require extensive qualifications or high 
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education levels. While only 0.6% of men occupy such positions (see Table 6.3), they earn more than the 

2% of women who have similar jobs. Figure 6.1 shows the data presented in Table 6.3 below in a graphical 

form.  
 

Table 6.3 
Wages of women and men and the difference between wages of men and women, in terms of logarithms (values 
in Swiss francs are given in parantheses) 
 

 Quantile 
  1%  10%  20%  30%  40%  50%  60%  70%  80%  90%  99%
Women   7.80  8.19  8.30  8.38  8.47  8.56  8.66  8.76  8.88  9.06  9.67 
  (2,432)  (3,602)  (4,005)  (4,344)  (4,756)  (5,220)  (5,743)  (6,353)  (7,154)  (8,577)  (15,761)

Men   8.01  8.36  8.49  8.58  8.67  8.76  8.86  8.98  9.14  9.38  10.26
  (3,000)  (4,259)  (4,850)  (5,344)  (5,820)  (6,346)  (7,012) (7,908)  (9,291) (11,905)  (28,571) 

Difference  0.21  0.17  0.19  0.21  0.20  0.20  0.20  0.22  0.26  0.33  0.59 
  (568)  (657)  (845)  (1,000)  (1,064)  (1,126)  (1,269)  (1,555)  (2,137)  (3,328)  (12,810) 

 

The distance between the two sets of points increases toward the higher-level quantiles, which means 

that the differences between the wages become higher. It has to be established how much of these differences 

are not attributable to differing characteristics of women and men. As a final graphical evidence of wage 

inequalities, Figure 6.2 shows the distributions of the logarithm of the wages of women and men.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6.1 Weighted quantiles of the logarithm of the wages of women and men. 
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Figure 6.2 Estimated densities of the logarithms of wages of women and men. 
 
6.2  The model 
 

The regression model includes eight explanatory variables: 

• education level : nominal variable with 9 categories indicating the highest educational degree 

attained;  

• number of years of service in the current position (proxy for work experience);  

• qualification requirements : ordinal variable with 4 levels indicating the level of qualification 

required for the position;  

• region of the institution: nominal variable with 7 categories;  

• economic sector: nominal variable with 10 categories;  

• degree of occupation - the occupation rate of the employee (if the value is 1, then the employee 

works full-time);  

• age: the actual age;  

• the square of the age: the square of the age is also included, because it has been observed that the 

wage increases until a certain age and decreases afterwards (see, for instance Williams, 2010). 
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The model was selected from a number of models with several variables using the minimum AIC 

criterion. The dependent variable is the logarithm of the standardized wage. By standardized wage of an 

individual, we mean the wage computed for that individual if they worked full-time. This variable is 

provided by the Swiss Federal Statistical Office in the dataset, therefore no computation was done by the 

authors.  

 
6.3  Weights and counterfactual distributions 
 

This section only includes results in terms of logarithms. When using the BO method, the difference 

between average wages of men and women is 0.23, out of which only 0.09 represent the explained part and 

0.14 the unexplained part. The results obtained through the methods presented above are compared. The 

calibration method through the chi-squared pseudo-distance is denoted as “linear”, the calibration through 

the Kullback-Leibler divergence as “raking-ratio” and the method proposed by DiNardo et al. (1996) 

adjusted to take the survey weights into consideration as “DFL”. First, Table 6.4 shows the minimum and 

the maximum values of the weights, as well as the standard deviations, obtained using the linear calibration, 

the raking-ratio calibration and the weighted DFL method. 
 

Table 6.4 
Weights minimum, maximum and standard deviation 
 

Method Minimum Maximum Standard deviation 
Linear  -39.06 319.8 4.97 
Raking-ratio 0.0011 904.7 6.79 
Weighted DFL  0.0022 804.4 6.16 

 
The linear case yields the same results as the weighted BO method. However, as seen in Table 6.4, this 

particular case yields negative weights. There were 69,553 such weights (14.59%). The raking-ratio 

alternative always yields positive weights, however, the standard deviation of the weights is higher. The 

weighted DFL factor has a smaller standard deviation than the weights obtained by the raking-ratio 

calibration method. There are 1,319 cases where the conditional probability of being a man is larger than 

0.98. Originally, the DFL factor is multiplied by the ratio between the sum of sampling weights of women 

and the sum of sampling weights of men. Since â  is smaller than one, the reweighting factor will shrink. If 

on the other hand, â  is larger than one (for instance, for sectors such as the public sector), the reweighting 

factor might be larger. Table 6.5 shows the structure effect estimated at the average levels of the wages. The 

two calibration approaches yield equal structure and composition effects. Using the DFL reweighting factor, 

results in a slightly lower structure effect and a higher composition effect than the other two methods. 

 
Table 6.5 
Estimated composition and structure effects in the difference in mean averages 
 

Method Composition effect Structure effect Total 
Linear  0.09 0.14 0.23 
Raking-ratio 0.09 0.14 0.23 
Weighted DFL 0.10 0.13 0.23 
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Given that negative weights are obtained in the first case of calibration, the corresponding estimated 

density can not be graphically represented. Only women’s counterfactual wage distributions constructed 

using the raking-ratio and the DFL reweighting factor are constructed. They are presented in Figure 6.3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.3 Estimated densities of the logarithm of the wage of women and men and the counterfactual 
distributions of the logarithm of the wage of women constructed using the raking-ratio and the 
reweighted DFL factor, respectively. 

 

 

Figure 6.3 shows that the two counterfactual wage distributions are very close to each other around the 

tails. However, toward the middle, the two methods do not yield the same results. As previously mentioned, 

using DFL reweighting and calibration methods allow the estimation the composition and structure effects 

not only at the average levels, but also along the entire distribution. Table 6.6 displays the estimated 

structure and composition effects of the wage differences between men and women computed using the 

three methods at some selected quantiles. 
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Table 6.6 
Estimated composition and structure effects of the wage difference at selected quantiles 
 

Quantile Method Composition effect Structure effect Total 
  (%) (%)  
1% Linear 0.01 0.20 0.21 

 (3%) (97%)  
Raking -0.01 0.22 0.21 
 (-3.5%) (103.5%)  
Weighted DFL -0.01 0.22 0.21 
 (-3.4%) (103.4%)  

10% Linear 0.05 0.12 0.17 
 (28.8%) (71.2%)  
Raking 0.04 0.13 0.17 
 (22.4%) (77.6%)  
Weighted DFL 0.03 0.14 0.17 
 (19.4%) (80.6%)  

20% Linear 0.07 0.13 0.20 
 (34.2%) (65.8%)  
Raking 0.06 0.13 0.19 
 (29.7%) (70.3%)  
Weighted DFL 0.05 0.14 0.19 
 (28.2%) (71.8%)  

50% Linear 0.09 0.10 0.19 
 (46.3%) (53.7%)  
Raking 0.09 0.11 0.20 
 (44.7%) (55.3%)  
Weighted DFL 0.09 0.11 0.20 
 (45.7%) (54.3%)  

80% Linear 0.11 0.15 0.26 
 (43.9%) (56.1%)  
Raking 0.12 0.14 0.26 
 (46.5%) (53.5%)  
Weighted DFL 0.13 0.13 0.26 
 (50.8%) (49.2%)  

90% Linear 0.15 0.18 0.33 
 (46.0%) (54.0%)  
Raking 0.17 0.16 0.33 
 (51.6%) (48.4%)  
Weighted DFL 0.19 0.14 0.33 
 (58.0%) (42.0%)  

99% Linear 0.24 0.36 0.60 
 (40.0%) (60.0%)  
Raking 0.27 0.33 0.60 
 (45.3%) (54.7%)  
Weighted DFL 0.29 0.30 0.59 
 (49.4%) (50.6%)  

 

The proportion of the structure effect of the entire wage difference between men and women decreases 

as the order of the quantile increases. This means that for jobs with higher salaries, more of the wage 

differences can be explained by differences in group characteristics than for jobs with lower salaries. The 

raking-ratio and the DFL reweighting factor yield similar results up to the quantile of order 90%. The 

composition effect at the first percentile is estimated to be negative, meaning that at this point, the 

differences in wages are due solely to discrimination. 
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Figure 6.4 shows the weighted quantiles of the logarithms of the wage of men, those of women and 

contrast the counterfactual distributions obtained through the raking-ratio calibration and the DFL 

reweighting factor. Because the linear calibration yielded negative weights, the same graph is not 

reproduced for it. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 6.4 Weighted quantiles of the logarithms of the wage of women and men and the weighted quantiles of 

the counterfactual distribution of the logarithm of the wage of women constructed using the raking-
ratio calibration and the weighted DFL factor. 

 
6.4  Further decomposition of the structure effect 
 

A logistic model for the probability of being a man yields estimated values between 0.002 and 0.99. For 

the variables “years in the current position”, “age” and “square of the age” the difference between the 

average values of men and the reweighted averages of women computed using the reweighting factor are 

the largest. In equation (4.8), the structure effect is composed of the pure effect and the residual effect. Using 

the DFL reweighting factor, the residual effect equals -0.00474. In contrast, by using either one of the 

calibration techniques, in both cases, it equals 0. Moreover, the calibration approach allows overriding the 
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computation of the counterfactual regression coefficients. This is because the technique ensures the equality 

between the means 
ˆ

MX  and 
ˆ

.F MX  Calibration thus represents a generalization of the DFL reweighting 

factor technique, because it allows for a more precise estimation of the structure effect, since the resulting 

value only includes the pure part. 
 

7  Conclusion 
 

The phenomenon of discrimination has multiple facets and there are many mechanisms that can generate 

it. However, this paper only examines its estimation from a methodological point of view. The two 

calibration cases taken into consideration represent a generalization of two existing decomposition methods, 

the technique of Blinder (1973) and Oaxaca (1973) and the semi-parametric method of DiNardo et al. 

(1996), both expressed using sampling weights. The original methods can also be obtained, if all the 

sampling weights are considered to be equal to 1. The linear case yields the same result as the BO method. 

However, since the resulting weights are unbounded, negative values might be observed. Just as the DFL 

method, the calibration approach allows for the decomposition of wage differences at other points other than 

the mean, such as quantiles. However, the raking-ratio calibration is an improvement of the DFL method, 

in that the estimation of the structure effect will always include a residual effect equal to 0. Therefore, the 

structure effect will only be composed of the pure effect. Decomposing wage differences along quantiles 

enables the conclusion that in low-paying jobs, the inequalities are due solely to discrimination. In this 

article, the emphasis was placed on the generalization of two well-established decomposition methods 

through the calibration approach. 
 

Acknowledgements 
 

The authors are grateful to the Swiss federal statistical office for the financial support and the LOHN 

department for providing the data. However, the opinions expressed in this paper do not necessarily reflect 

those of the Swiss federal statistical office. 
 

Appendix A 
 

Proof of Result 1 
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By dividing this equation by ,
h

kk S
d

  Result 1 is obtained. 
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Appendix B 
 

B.1 Linearization of the means 
 

In order to compute the variance of the average means and of the counterfactual means we have used the 

linearization method proposed by Graf (2011). The author proposes to compute the partial derivative of the 

estimator with respect to the sample indicator. This derivative provides the linearized variable that can be 

plugged in the variance estimator. The average means are defined by: 
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For the two average wages, we obtain the linearized variables: 
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B.2 Linearization of the counterfactual 
 

In order to compute the counterfactual mean, we compute the weights kv  defined by the system 
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For the linearized variables, we have to consider two cases: 

- If Fj S  
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Since we have supposed that there exists a vector γ  such that 1k γ xㄒ  for all ,k U  then, we have 
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Again, two cases must be considered: 

- If Fj S  
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Thus the linearized variable is 

              

 

 

ˆ ˆ

if

ˆ

if .

F

M

j j j F M j j M F

F
kk S

k

j j M F

M
ll S

d v y Y v
j S

d
z

d
j S

d





        
 
 








x X B

x X B

ㄒ

ㄒ
  

The linearized variable must only be plugged in the variance estimator corresponding to the sampling 

design. Note that the variance of the counterfactual depends on the variance computed for the sample of 

men for the part that is explained by the regression and the variance computed for the sample of women for 

the part that remains unexplained. 
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A note on Wilson coverage intervals for proportions 
estimated from complex samples 
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Abstract 

This note discusses the theoretical foundations for the extension of the Wilson two-sided coverage interval to an 
estimated proportion computed from complex survey data. The interval is shown to be asymptotically equivalent 
to an interval derived from a logistic transformation. A mildly better version is discussed, but users may prefer 
constructing a one-sided interval already in the literature. 
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1  Introduction 
 

Brown, Cai and Dasgupta (2001) show that a method proposed by Wilson (1927) can produce reasonably 

well-behaved two-sided coverage intervals for a proportion under simple random sampling with 

replacement. Section 2 of this note discusses the theoretical foundations for extending this interval-

construction method to estimated proportions computed from a complex survey. Section 3 shows that such 

a Wilson-type interval can be asymptotically equivalent to an interval derived from a logistic transformation. 

Section 4 offers some concluding remarks.  

The term “coverage interval” is used here in place of the more common “confidence interval” because a 

95% Wilson coverage interval does not attempt to cover the true proportion at least 95% of the time no 

matter what that proportion is. Instead, it merely tries to cover the true proportion 95% of the time for 

reasonable values of the true proportion. For some values it overcovers, for others it undercovers as shown 

in Brown et al. (2001). By limiting its applicability to two-sided coverage intervals, the Wilson methodology 

is (mostly) able to ignore the asymmetry of the distribution of an estimated proportion.  

 
2  The extension 
 

It is not hard to generalize Wilson coverage intervals (also called “score intervals”) to complex survey 

data. See, for example, Kott and Carr (1997). As with the Wilson itself, one simply solves this equation for 

the true proportion :P  

 
  2

2
1 2 ,

(1 )
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p P
z

P P

n
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where p  is a consistent estimator for P  under probability-sampling theory, and 1 2z   is the Normal z 
score for  1 2  given the goal is to produce a  1 %  coverage interval (  is often set at 0.05). The 

missing piece to equation (2.1) is *,n  the so-called “effective sample size”, which in the standard Wilson 

formulation is the sample size .n  In our more general context,    * 1 var ,n p p p   where  var p  is 

a consistent estimator for the variance of  , Var .p p  

In order to calculate *,n  we need both  1 ,p p  and  var p  to be positive. In addition, let us assume 

that  1 * 1 a
Pn O n  for some positive 1,a    1 * ,Pp P O n      0 Var 1 * ,p O n   and 

   var Varp p  is  1 1 * .PO n  Note that the last three are always true under simple random 

sampling with replacement so long as  1 0.P P B     

Dropping   3 21 *PO n  terms, but allowing  1p p  to be small (effectively (1)),po  one can derive 

this Wilson-like interval for P  from equation (2.1): 
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(2.2)

 

We can call this the “complex-sampling Wilson coverage interval”. WesVar (2007) computes a variant 

of this interval that does not drop   3 21 *PO n  terms. It is dropped here because other terms of that size 

will be dropped later in this note.  

If it is reasonable to drop   3 21 *PO n  terms in deriving equation (2.2), one can also safely ignore 

the difference between 1 n  and  1 1 .n   Under simple random sampling without replacement, 

      * 1 or 1 1n n f n f     where f  is the sampling fraction. When f  is very small, the 

distinction between with and without replacement sampling can be ignored.  

Observe that under simple random sampling with replacement, the denominator of the pivotal appearing 

on the left-hand side of equation (2.1) has no variance at all. By contrast, the denominator in the traditional 

Wald pivotal,      var 1 1 ,p p p n    can have considerable variance, especially when p  or 1 p  is 

small. That is why Wilson intervals have superior performance under simple random sampling, whether 

with or without replacement.  

That superiority carries over to complex sampling (see, for example, Kott, Andersson and Nerman, 

2001), where the pivotal’s denominator is  

 

 
 

 
 

 
   

 

 
     

 

      

2 2

2

1 1
var var 1

* 1 1

var 1
1

1 2
var O 1 * ,

* P

P P P P p P p P
p p

n p p p p

p P p P p P
p

p p

P
p p P n

n

     
     

    
   


   

  



Survey Methodology, December 2017 237 
 

 
Statistics Canada, Catalogue No. 12-001-X 

which is likely to have less variance than  var p  in most applications. For an intuition into why this is so, 

observe that a putative variance estimator of the form      1var varp p b p P    is minimized when 

    Cov var , Var .b p p p  Under simple random sampling, whether with or without replacement, b  

is exactly  1 2 *.P n  

Although the minimizing b  is not exactly equal to  1 2 *,P n  under more complex sampling designs, 

the optimal b  is likely to be closer to  1 2 *P n  than to 0. It is thus not surprising that the variance of 

      var 1 2 *p P n p P    will usually be less than the variance of  var .p  Nevertheless, a slight 

improvement on the complex-sampling Wilson coverage interval can be made by replacing *n  in equation 

(2.2) by  

        1 2 var cov var ,n p p p p    

when   cov var , ,p p  a consistent estimator for   Cov var , ,p p  exists (see Kott et al., 2001).  

As with the standard Wilson, the center of the complex-sample Wilson interval in equation (2.2) is 

slightly different from p  when p  is not 1
2 :   

 1 21 2
.

* 2

zp
C p

n


    

Its length L  appears longer than the Wald’s: 
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When  1 0,P P B    however,  
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(2.3)

 

 
3  The logistic transformation 
 

The complex-sampling Wilson coverage interval turns out to be very similar to this two-sided coverage 

interval derived using a logistic transformation (see Brown et al., 2001): 

            1 1
1 2 1 2var var ,f f p z f p P f f p z f p 

 
      (3.1) 

where      log log 1 ,f p p p    and            
2 2var var 1 1 1 1 *f p f p p p p p p n          

  1 * 1 .n p p  The original rationale for this interval appears to be that it has this desirable property: it 

cannot contain values less than 0 or greater than 1, which would be nonsensical for a proportion.  
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The left-hand side of equation (3.1) can be rewritten as   ,g x h  where 

         11 1 exp , log ,
1

p
g y f y y x f p

p
         

  

and 
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z
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n p p



 

The first and second derivatives of  g y  are       1 ,g y g y g y    and  g" y   

       1 1 2 .g y g y g y   Invoking the mean value theorem, there is an *h  between 0 and h  such 

that  

 

       

 
 

 

 
 

   
     

 

2

1 2

1 1 1 2
1 2* * *

1 2

*

*

1
*

2

1
* 1

1 1 1 1
1 1 1 1 2 1

2 * 1

1
* 1

1 1 1 1

2 1 1 1 1 1

h h h

h

h

g x h g x g x h g" x h h

z
p p p

n p p

zp p p
e e e

p p p n p p

z
p p p

n p p

p p p e

p e p









  






    

  


                                                     

  


   


      
     

     

2*
1 2

* *

1 2 1 1
,

1 1 1 1 * 1

h

h h

zp p e

e p e n p p
   

    

  

using  

   

1

*
*

1
 1 .

1 1 1
h

h

p p
e

p p e

           
 

An analogous derivation can be made for the right-hand side of equation (3.1).  

Consequently, 
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After invoking the asymptotic equality in equation (2.3) and dropping  1 *Po n  terms, the last set of 

inequalities is equivalent to Wilson interval in equation (2.2) so long as *n  is sufficiently large and 

 1 0,P P   the latter meaning that the true proportion is neither 0 or 1. 
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4  Some concluding remarks  
 

The asymptotic equivalence of a coverage interval based on a logistic transformation to the theoretically 

grounded Wilson interval is the main contribution of this paper. Although in the asymptotic framework, 

 1P P  is fixed and positive as *n  grows large, in practice it is the size of  1 *p p n  that matters 

when comparing the Wilson-type and logistic-transformation intervals. This requires that  1P P  not be 

too small.  

Brown et al. (2001) show empirically that under simple random sampling (with 50),n   coverage 

intervals derived from the logistic transformation tend to be larger than corresponding Wilson intervals for 

small values of  1 .P P  Kott and Liu (2009) make the same observation for one-sided intervals based on 

complex samples, supporting the notion that it is a better choice.  

The asymptotic equivalence of the logistic-transformation interval with the Wilson interval explains the 

former’s empirical superiority in the literature (e.g., in Brown et al., 2001) to an analogous interval 

constructed using an arcsine transformation. Because  arcsin p  has a constant large-sample variance under 

simple random sampling no matter the true value of P  (so long as  1 0),P P   it has been hoped that 

the arcsine transformation would be ideal for interval construction.  

Better than a Wilson interval, but not yet incorporated into any software package I know of, is the one-

sided coverage intervals for P  derived using an Edgeworth expansion on p P  in Kott and Liu (2009). 

That method produces this two-sided interval:  
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where        1 2 var cov var , ,n p p p p   and   cov var , ,p p  a consistent estimator for 

  Cov var , ,p p  exists and equals a consistent estimator for the third moment of .p  Note that 

  cov var ,p p  doesn’t exist for designs with only two primary sampling units per stratum. Moreover, it 

is not a consistent estimator for the third moment of p  when finite population correction matters. 

Observe that n  again replaces * .n  In addition, 1 21 6 3z   replaces 1 2 2 ,z   which means that 

the center will often be closer to the p  using this interval rather than the Wilson. The good coverage 

properties of this interval, like the Wilson, breaks down when the skewness coefficient of 

     3 23E Varp p P p    gets too large in absolute value, how large has yet to be determined.  

Finally, SAS/STAT (SAS Institute Inc., 2010) offers a Wilson coverage interval for estimated 

proportions in its SURVEYFREQ procedure. The procedure’s method of adjusting the effective sample 

size, which can – and should – be turned off, is not related to the n  discussed here. Instead, it is based on 

an ad-hoc t  adjustment that sadly is not related to the variance of the denominator variance of the Wilson 

pivotal.  
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