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Preface
Overview of the Special Issue on Respondent Burden

1. Introduction

In an era of increasing nonresponse and attrition rates (Brick and Williams 2013), a better

understanding of how to measure and reduce respondent burden is crucial. Respondent

burden can contribute to lower response rates, increase attrition in panel surveys (Rolstad

et al. 2011), and increase survey nonresponse and nonresponse bias (Crawford et al. 2001).

Respondent burden can also affect data quality by increasing item nonresponse (Fricker

et al. 2014), breakoffs (Galesic 2006), or satisficing (Krosnick 1999). Despite the negative

impact of respondent burden on survey outcomes, few surveys include direct measures of

burden, asking respondents to self-report their level of burden or other burden-related

constructs such as sensitivity, difficulty, or effort level, and researchers and survey

organizations often have different conceptualizations of respondent burden. This lack of

common or standardized definition of burden poses challenges for understanding the

impact of respondent burden on survey response and how to mitigate burden in the future.

In this special issue on respondent burden, we highlight recent innovations in research

on respondent burden, including how burden is conceptualized and measured, survey and

respondent characteristics that contribute to burden, and the consequences of burden (for

example, impact on response rates, survey attrition, and data quality). To help organize the

12 articles in this issue into a common framework, Table 1 shows the type of burden

measured, respondent and survey characteristics contributing to burden, and the outcomes

and consequences of burden in each of the 12 articles.

2. Conceptualization and Measurement

As the diverse articles in this special issue demonstrate, there are differences amongst

survey organizations and researchers in how burden is conceptualized and measured.

Many countries require the monitoring of response burden for official surveys (e.g.,

European Commission 2017). However, these regulations typically focus on objective

burden (for example, time needed to complete a questionnaire) and may allow for

considerable freedom in how burden is assessed (e.g., expert estimate, direct

measurement). In the U.S., the dominant measure of respondent burden relies on

objective metrics such as the survey duration, as well as the time spent reading

instructions, gathering and entering data, and reviewing it (Paperwork Reduction Act

Guide 2011). In a classic paper on the topic, Bradburn (1978) posited that burden can also
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be thought of as a multidimensional concept that includes respondents’ subjective

perceptions of how effortful the survey is, how sensitive or invasive the questions are, and

how long the survey takes to complete. The level of burden can also vary by the mode of

data collection, survey topic, demographic characteristics of respondents, and frequency

with which individuals or businesses are sampled: a 30 minute in-person survey may seem

less burdensome than a 30-minute web survey.

In the nearly 45 years since Bradburn’s paper was published, objective measures of

respondent burden have remained dominant; little research has assessed both objective and

subjective sources of respondent burden to better understand the unique contributions each

may have. Based on extensive qualitative research with establishment (business) surveys,

Dale et al. (2007) argue that National Statistical Institutes should directly measure and

monitor four aspects of burden: (1) Perceived response burden (measured as perception of

time, perception of burden); (2) Actual response burden (measured as time to collect

information, time to complete the questionnaire); (3) Perceived causes of response burden

(measured as reasons for time consumption, conditions for burden) and (4) Motivation

(measured as perceived usefulness to business and society). However, these standards

have not been implemented widely.

The work of the late Scott Fricker and colleagues (e.g., Fricker et al. 2012, 2014) was

amongst the first to use direct measures of respondent burden in a series of models for a

U.S. Federal government survey. They asked respondents to report the amount of burden

they experienced in the Consumer Expenditure Quarterly Interview Survey, a survey

sponsored by the U.S. Bureau of Labor Statistics. This work used the dimensions

developed by Bradburn (1978), including effort, survey length, and frequency, to explore

respondent burden and its impact on data quality, survey costs, and response rates.

Findings from this research showed that burden is a multidimensional construct; some of

the objective measures of burden such as length did not impact burden, but subjective

factors such as respondents’ perception of the survey task and motivation had a significant

effect on burden and survey outcomes. Scott Fricker and colleagues advocated for

inclusion of subjective burden measures such as these on U.S. Federal surveys and for

examining respondents’ subjective perceptions of burden rather than just objective

measures; this work treated respondent burden as a function of the respondent and the

survey and not just the survey alone. This work inspired other survey methodologists at the

U.S. Bureau of Labor Statistics, U.S. Census Bureau, and other organizations to pursue

research on how to conceptualize respondent burden using subjective measures and

strategies to mitigate respondent burden in the future, including the Guest Editors’ desire

to work on this special issue.

Several articles in this special issue discuss or use subjective burden measures as an

important component of burden. Yan and Williams included subjective perceptions of

burden as an important part of their overall framework in conceptualizing respondent

burden. Yang and Toth leveraged questions on overall burden, difficulty, sensitivity, and

length that Fricker et al. worked diligently to include in the Consumer Expenditure Survey

to analyze the relationship between objective and subjective burden. Holzberg and Katz

also used Consumer Expenditure Survey questions as part of focus group discussions with

American Community Survey respondents to learn more about the influence of different

survey features on burden. Other papers also incorporated different measures of subjective
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burden as a key part of their analyses. Roberts et al. asked respondents completing an

online survey to self-report whether they thought the questionnaire was interesting, the

length was adequate, the questions were comprehensive, and that filling in the

questionnaire presented no difficulty. Differences in these measures were examined by

survey mode and device. Cartensen et. al. directly asked respondents who completed a life

history questionnaire, “how difficult was it for you to provide the information on your

background that we asked you about in this survey?” and used responses as a measure of

whether treatments increased response burden.

Overall, there seems to be no consensus on if and how burden should be assessed in

surveys. This lack of consensus has led to differences in the purpose of studying burden;

for example, studies may focus on accumulated burden on panel respondents over time,

the burden of being repeatedly sampled, or the burden of a particular item. These

differences are also partly caused by data availability. If no direct measures of burden are

available, questionnaire characteristics, such as an assessment of question difficulty, may

be taken as indicator of burden. However, an important drawback of this approach is that it

does not allow researchers to disentangle causes of burden and burden itself. For example,

difficult survey questions may lead to item nonresponse and increased survey response

times, but it may be challenging to determine whether the difficult question had a causal

impact on these survey outcomes without more direct measures of question difficulty from

the respondents’ perspective. In addition, as seen in Table 1, there is often overlap between

survey characteristics that contribute to burden (such as survey duration) and burden

measures, hence sometimes the type of burden measured is also a characteristic of the

survey. In the following sections, we outline the measures of burden and the respondent

and survey characteristics that were used by each article in this special issue to help

determine the outcomes and consequences of burden.

3. Respondent Characteristics

The articles in this issue draw on multiple respondent and survey characteristics that

contribute to burden. In their theoretical article, Yan and Williams argue that respondent

factors such as interest, motivation, attitudes, and cognitive ability can affect the level of

burden experienced. Other respondent characteristics, such as demographics and

socioeconomic factors of a household or establishment, can be treated as direct measures

or used as controls in investigating respondent burden. For example, Earp, Kaplan, and

Toth used respondent characteristics such as employment, marital status, and prior survey

participation to predict level of burden and response rates. Several papers used respondent

choice of survey mode (as opposed to assignment of mode) as a respondent characteristic

that may contribute to burden. For example, Carstensen et al. found that participants who

chose to use a mobile response mode showed increased breakoffs and reported fewer life

history episodes than non-mobile users, suggesting more burden. Turning to establishment

surveys, Bavdaž et al. used the respondent’s business sector as a respondent characteristic

that may affect level of burden. These and other articles in this issue highlight the types

and diversity of respondent characteristics that may play a role in the level of burden

experienced and can be used when direct measures (e.g., asking respondents to self-report

their level of burden) are not available.
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4. Survey Characteristics

Features of surveys such as the survey frequency, mode, question features, or contact

strategies were also examined for their impact on respondent burden. For example,

Phillips and Stenger investigated question order and placement of burdensome questions

to determine if order effects impact level of burden. Carstensen et al. looked at the impact

of a long reference period in collection of detailed life history information within a survey

module and how the length of the period impacts respondent burden. Brenner et al.

investigated whether a planned missing design to reduce survey duration would lead to

differences in survey completion and breakoffs. Turning to differences in survey

administration, Timbrook et al. looked at the impact of interviewers instructing

respondents to allow for estimated answers on reduction of burden.

Several articles also looked at the relationship between survey mode and respondent burden.

For example, Roberts et al. showed that respondents using an app were more likely to

participate in future survey waves than those using a mobile browser, suggesting less burden

when using an app. Yang and Toth assessed survey mode used in the Consumer Expenditure

Survey (personal visit versus telephone) and its relationship to objective and subjective burden.

Features of individual questions are also an important survey characteristic that can

affect burden. Several articles assessed the impact of survey items that are difficult or

sensitive in nature, including Holzberg and Katz, and Earp et al. In addition, several

articles leveraged previous knowledge of questions respondents tend to find difficult or

sensitive would lead to differences in burden outcomes when more direct measures of

burden were not available (e.g., Timbrook et al.; Earp et al.; Phillips and Stenger) as well

as survey frequency and participation over time (e.g., Jin and Kapteyn; Earp et al.). These

and other articles in this issue highlight the types of survey characteristics that are likely to

impact respondent burden.

5. Consequences of Burden

All papers in the special issue were interested in how respondent factors and survey

characteristics would ultimately contribute to respondent burden and survey outcomes,

including response rates, attrition, breakoffs, and data quality. Survey breakoffs were

assessed in several articles as a consequence of burden (e.g., Brenner et al.; Carstensen et al.;

Roberts et al.; Ong et al.). The impact of survey frequency and participation in panel

surveys, as measured through survey attrition and refusal to participate in future waves, was

also assessed in several articles, including Jin and Kapteyn, Earp et al., Roberts et al., and

Carstensen et al. Data quality was examined and operationalized in a wide variety of ways

across papers, including item nonresponse (e.g., Phillips and Stenger; Timbrook et al.),

acquiescence (Phillips and Stenger), satisficing, heaping, and rounding (Carstensen et al.;

Timbrook et al.), whether respondents provided codeable answers (Timbrook et al.), and

survey response time and future participation (Brenner et al.; Hargraves et al.; Ong et al.).

6. Conclusion

Declining response rates and rising survey costs will likely make the study of burden more

important and more common in the future. If survey nonresponse is caused in part by
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respondent burden, it is critical to collect direct, self-report measures of respondent burden

whenever possible to quantify its effects and help to increase response rates. We anticipate

further research into how subjective perceptions of burden are measured, particularly for

household surveys. We also envision increased reliance on objective and subjective

burden measurements in monitoring efforts and quality assessments. Ideally, researchers

will continue to add measures of subjective burden when possible, especially since

subjective and objective measures do not always correlate. Because changes to the

methodology of a survey can impact respondent burden, it is critical to continuously

measure burden to capture these changes.

Burden should also be considered in applications beyond survey data. Many advocates of

using administrative records, wearables, and other less traditional forms of data assert that

these new methodologies are less burdensome for respondents. We argue that this is an

assumption to be further scrutinized. Requests for consent to link data sources may

contribute to a different form of respondent burden, for example. Finally, we underscore the

importance of assessing burden from all angles, including examination of final survey data.

Approaches like the one undertaken by Ong et al. illuminate the importance of

systematically re-considering whether respondents need to be asked certain questions at all.

Ultimately, while the articles in this special issue approach the study of burden in diverse

ways, all serve as examples of leveraging whatever data is available to study burden. It is

important that researchers make it clear how burden is defined and measured, given the

myriad of ways it can be operationalized. We look forward to seeing what is next.

Robin L. Kaplan

Jessica Holzberg

Stephanie Eckman

Deirdre Giesen

Guest Editors
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Response Burden – Review and Conceptual Framework

Ting Yan1 and Douglas Williams2

Concerns about the burden that surveys place on respondents have a long history in the survey
field. This article reviews existing conceptualizations and measurements of response burden
in the survey literature. Instead of conceptualizing response burden as a one-time overall
outcome, we expand the conceptual framework of response burden by positing response
burden as reflecting a continuous evaluation of the requirements imposed on respondents
throughout the survey process. We specifically distinguish response burden at three time
points: initial burden at the time of the survey request, cumulative burden that respondents
experience after starting the interview, and continuous burden for those asked to participate in
a later round of interviews in a longitudinal setting. At each time point, survey and question
features affect response burden. In addition, respondent characteristics can affect response
burden directly, or they can moderate or mediate the relationship between survey and question
characteristics and the end perception of burden. Our conceptual framework reflects the
dynamic and complex interactive nature of response burden at different time points over the
course of a survey. We show how this framework can be used to explain conflicting empirical
findings and guide methodological research.

Key words: Response burden; initial burden; cumulative burden; continuous burden.

1. Introduction

Concerns about the burden that surveys place on respondents have a long history in the

survey field. As early as the 1920s, survey researchers and organizations were warned that

lengthy interviews would impose excessive burden for respondents (Chapin 1920; Sharp

and Frankel 1983). In one of the most influential papers on burden, Bradburn (1977, 49)

stated that “the topic of respondent burden is not a neat, clearly defined topic about which

there is an abundance of literature”. More than four decades later, falling response rates

and the establishment of regulations to reduce the time and effort required of respondents

to government surveys have contributed to a growing empirical literature on this topic.

However, the term “burden” is loosely defined and it is conceptualized and measured in

various ways.

As a matter of fact, burden is used as a blanket term throughout the literature referring to

both actual or objective burden and subjective or perceived burden. Researchers in the last

four decades have used burden (e.g., Groves et al. 1999), respondent burden (e.g.,

Bradburn 1977), response burden (e.g., Filion 1981), perceived burden (e.g., Hedlin et al.

2008) and reporting burden (e.g., Eurostat 2011) in their work.
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While these terms are sometimes used interchangeably, researchers vary in the extent to

which they use these terms to refer to actual burden imposed on respondents (e.g., the

number of pages in a mail questionnaire) or perceived burden felt by respondents (e.g., the

feeling of burdened out). In this article, we define response burden as negative feelings or

hardships experienced by survey respondents (Graf 2008; Frankel 1980; Sharp and

Frankel 1983). It is subjective burden perceived by respondents. The focus of the article is

on factors contributing to, mediating, or moderating subjective burden. Actual or objective

burden will be discussed as a cause of subjective burden.

To guide future research on response burden, this article has two goals. First, we review

the many ways response burden or components of response burden have been

conceptualized and summarize the state of the literature on the measurement of response

burden for household surveys. (For business surveys, we refer readers to the Total

Business Survey Burden Model described in Haraldsen et al. 2013.) Second, we propose a

dynamic conceptual framework of response burden that builds on earlier conceptual

frameworks and consolidates and synthesizes empirical research on response burden. Our

conceptual framework allows survey researchers to have a comprehensive understanding

of factors contributing to survey respondents’ perception of response burden as well as the

consequences of response burden through a survey fielding cycle. The conceptual

framework we propose is an important contribution, providing a foundation for planning

and designing future research around a topic that has thus far eluded a clear

conceptualization. With this framework, we provide survey researchers a tool for

identifying gaps in the existing literature to guide new research designs. Survey

practitioners, on the other hand, can use the framework to inform the design of their survey

protocols to identify and reduce response burden.

2. A Review of Conceptualization of Response Burden

As one of the earliest conceptualizers of response burden, Bradburn envisioned burden as

the product of “an interaction between the nature of the task and the way in which it is

perceived by the respondent” (Bradburn 1977, 49). Although he used the term “respondent

burden” in his article, his conceptualization of burden is the same as our definition of

response burden. Bradburn identified four factors influencing response burden: interview

length, the effort required of respondents, the frequency of interviewing, and the amount

of stress on respondents. The first three factors are objective burden whereas the fourth one

is subjective burden. Bradburn concluded with his conceptualization that response burden

is largely mediated by the importance (to the respondent) of the survey data, implying a

simplified conceptualization of burden. That is, if only we can convey the importance of

the survey, respondents will willingly accept greater burden.

Haraldsen (2004) outlines a model where the subjective perception of burden is shown

as a mediating variable explaining the relationship between the various causes of survey

burden and data quality (Figure 2). Causes of response burden are further divided into

survey properties reflecting objective burden and respondent characteristics (Figure 3).

Haraldsen (2004) then expanded the model to serve as a toolbox to decompose and test

burden properties of Internet business surveys (Figure 4) and presented qualitative test

results to shed light on survey properties and their impact on data quality. However, these
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tests were unable to shed light on the interaction between the survey properties and

respondent characteristics.

Read (2019) proposes seven factors contributing to response burden: length, effort,

emotional stress, frequency, availability/opportunity, ability/competence, and motivation/

interest. The seven factors are a combination of objective burden, subjective burden and

moderators of burden. In addition, Read (2019) makes a distinction between discrete

burden and cumulative burden in the setting of an app use study. Discrete objective burden

is the amount of actual burden placed by each individual task whereas cumulative burden

is the sum of discrete objective burden across all tasks. Similarly, discrete subjective

burden is the respondents’ perception of burden for each task or for the same task at a

different time point. Cumulative subjective burden refers to the trend of discrete burden

over a period of time. Using data from an app use study, he then empirically examined the

relationship between objective burden and subjective burden. He found that measures of

objective burden (that is, the number of app uses completed, total time spent completing

these app uses, average time per app use, and the durations of each app use) are not closely

related to measures of subjective burden (likelihood of participation, time/effort well

spent, interest in the survey, and perceived difficulty of the survey). Furthermore, there

was no consistent change in subjective burden throughout the four weeks of data

collection, failing to support his definition of cumulative subjective burden and calling for

an updated framework.

Yan et al. (2020) combined Bradburn’s and Haraldsen’s work and posited a path model

in an attempt to quantify the joint impact of survey properties and respondent

characteristics on respondents’ perception of response burden. They are the first to present

empirical results for their conceptual model. They showed, through observational data,

that low motivation, difficult tasks, challenging survey effort, and negative perceptions of

the survey all contribute to the perception of response burden. Specifically, respondents

with lower motivation, harder recall tasks, challenging survey effort, and negative

attitudes towards the survey are more likely to experience (or report the perception of)

burden than those with higher motivation, easier reporting tasks, and positive perceptions.

In addition, a negative perception of the survey mediates the effects of motivation, task

difficulty, and survey effort on response burden.

A common weakness with three of the four conceptual models of response burden

(Bradburn 1977; Haraldsen 2004; Yan et al. 2020) is that response burden is envisioned as

a one-time overall outcome. In reality, the level of perceived burden is likely to fluctuate

throughout a survey cycle and may be affected by different factors at different time points.

For instance, when faced with a new survey request, respondents may have an initial

expectation about the likely level of burden associated with the survey request, which

affects their decision to participate in the survey. However, once they start the survey and

as they continue progressing through the survey, an extremely difficult or sensitive survey

item may sharply increase the level of the perceived burden, causing them to reconsider

their decision to stay on or to quit (compare the “sample-decide-reconsider” model of

breakoffs proposed in by Tourangeau et al. 2013). Furthermore, when respondents are

invited back by the same survey for another interview, experience with the prior interview

affects the level of perceived burden about this new survey request. A conceptual
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framework that considers response burden at different time points through a survey cycle

is much needed to understand the dynamic change of perceived burden.

3. A Review of Measurement of Response Burden

A review of empirical literature shows that researchers have used four different

approaches to measure response burden throughout four decades of research (see Table 1

in Yan et al. (2020) for a summary of measurements of and uses of burden in empirical

research). The first approach follows the meaning of the term “perceived burden” by

directly asking respondents how burdensome the survey was (Bottone et al. 2018; Galesic

2006; Hedlin et al. 2008; Yan et al. 2020). This single measurement of burden is found to

be related to respondents’ decision to break off a web survey (Galesic 2006), difficulty of

contacting and recruiting respondents to take part in a survey (Yan et al. 2020), the amount

of item missingness (Yan et al. 2020), and the level of respondents’ concerns with a survey

request (Yan et al. 2020).

The second approach measures properties of surveys or tasks that are believed to impose

response burden. This is primarily the length of an interview, in terms of time spent

completing the interview, or number of pages or questions required of the survey,

difficulty of the response task and the number of survey requests (Filion 1981; Warriner

1981; Hoogendoorn and Sikkel 1998; Groves et al. 1999; Singer et al. 1999; Hoogendoorn

2004; Rostald et al. 2011; Read 2019; Kleinert et al. 2021). This method identifies likely

sources of response burden rather than measuring response burden as experienced by

respondents. They are essentially “actual burden” or “objective burden”. This

measurement of burden is typically used in understanding unit nonresponse and attrition

(e.g., Groves et al. 1999; Hoogendoorn and Sikkel 1998).

The third approach measures respondents’ attitudes and beliefs toward surveys, such as

their interest in the survey topic, their views about the importance of the survey, and their

perception of the time and effort spent (Sharp and Frankel 1983; Hoogendoorn 2004;

Stocke and Langfeldt 2004; Galesic 2006; Fricker et al. 2011, 2012; Geisen 2012; Read

2019; Atkinson et al. 2019). Sometimes, response burden is inferred or extracted from

respondents’ doorstep concerns, complaints, and verbatim answers (Giesen et al. 2018;

Wenemark et al. 2010). These respondent attitudes are potential mediators of the

perception of response burden, resulting in differential perceptions of burden for the same

survey across respondents, but they are not direct measures of response burden

themselves.

The last approach measures response burden through the consequence of ‘feeling

burdened’ such as respondents’ willingness to be re-interviewed and their feeling of

exhaustion, and so on (Sharp and Frankel 1983; Stocke and Langfeldt 2004).

Although these very different measurements of response burden inform our

understanding of the concept of response burden, only the first approach measures

subjective burden directly.

4. A Dynamic Conceptual Framework of Response Burden

We expand the conceptual framework of response burden to incorporate and reflect the

dynamic and complex interactive nature of response burden at different time points over
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the course of a survey. Instead of conceptualizing burden as a static outcome at one point

in time, we propose a framework positing burden as reflecting a continuous evaluation of

the requirements imposed on respondents throughout the survey process. We specifically

distinguish burden at three time points: (1) the initial perception of response burden at the

time of a new survey request (or with mail surveys, at the initial receipt of the

questionnaire); (2) cumulative subjective burden that respondents experience after starting

the interview; and (3) continued burden for those who are asked to participate in a later

round of interviews in a longitudinal setting. At each time point, response burden has

different causes, moderators or mediators, and outcomes and consequences. We show this

in our expanded conceptual framework in Figure 1. (Please note that Figure 1 is not a path

diagram as in structural equation modeling. Instead, it is a figure aimed to show perceived

burden as well as contributing factors at three time points of a survey cycle.) In addition, at

each time point, response burden can be measured continuously, once, or at a few

meaningful time points, and directly or indirectly.

Initial burden refers to response burden perceived at the time of a brand new survey

request. The survey request could be an advance postcard or an invitation letter sent to a

respondent’s address, a voice mail left by an interviewer, or an introduction made by an

interviewer at the door step. Initial burden changes as respondents learn more about the

survey request, when their concerns are addressed, or when the interviewer offers an

incentive. The consequence of initial burden is sampled members’ decision to participate;

those who anticipate response burden to be high are less likely to take part in the survey

request and, even if they finally decide to participate, require more contacts and

recruitment effort (Yan et al. 2020). Typical outcomes influenced by initial burden include

unit nonresponse rates at the survey level and response propensity at the individual level.

Respondent Factors

Survey Characteristics

Initial Burden

Respondent
Motivation

(Outcome: response rate,
response propensity)

Survey
Characteristics

Question
Characteristics

New Survey Characteristics

Cumulative Burden

(Outcome: breakoff,
missing data, measurement

error, response time)

Continued Burden

(Outcome: panel attrition)

Respondent
Ability Prior Survey Experience

Fig. 1. Conceptual framework of response burden.
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Initial burden is rarely measured directly but is often measured indirectly through proxies

such as the number of contact attempts required to complete an interview, the number of

times a respondent expresses unwillingness to participate in a survey request, and whether

additional mailings are needed and so on.

Cumulative burden refers to response burden experienced by respondents as they

progress through (i.e., answer) the survey. It is closely associated with the amount of effort

exerted by respondents in answering the survey. Cumulative burden changes as respondents

progress through different types of survey items in a survey questionnaire. For instance, a

complex grid on a web screen or a difficult question asking about the number of doctor visits

in the last five years could potentially increase cumulative burden felt by respondents. By

contrast, a running tally feature that sums up numbers entered by respondents may decrease

the level of cumulative burden perceived by respondents. The outcomes of cumulative

burden include breakoffs and satisficing response behaviors. Specifically, those who feel

burdened are more likely to break off the interview, as predicted by the “sample-decide-

reconsider” model of breakoffs (Tourangeau et al. 2013) and demonstrated empirically by

Galesic (2006). They are also more likely to skip questions (Yan et al. 2020), to satisfice by

taking mental shortcuts, and to provide lower quality data (Warriner 1981). In countries

where respondents are asked explicitly for consent to be contacted for the next round of

interviews, consent is another outcome of cumulative burden. Cumulative burden can be

measured directly by asking respondents how burdened they are; Galesic (2006) provides a

great example of gauging cumulative burden experienced by respondents throughout a web

interview. Indirect measurements of cumulative burden include time taken to answer survey

questions (e.g., Yan et al. 2015), the amount of pupil dilation (e.g., Neuert 2020; Yan 2021)

and the number and duration of fixations (e.g., Lenzner et al. 2010) captured by eye-

tracking, the number of times respondents asked for definitions or clarification, and so on.

Continued burden pertains to longitudinal surveys that ask respondents to participate in

more than one round of interviews. We specifically define this in the context of

longitudinal surveys, where subsequent requests are built upon prior survey request and

participation. The outcome of continued burden is panel attrition; that is, panel

respondents’ decision to participate in multiple rounds of surveying. Although multiple

survey requests of farm establishments were not found to have an effect on future survey

participation, those who experience a higher level of continuous burden are less likely to

participate in the later rounds of interviews (Hoogendoorn and Sikkel 1998; Kleinert et al.

2021; McCarthy et al. 2006). Continued burden can be measured directly (e.g., Yan et al.

2020) or indirectly through similar proxy measurements for initial burden (e.g., the

number of contact attempts needed to complete a subsequent interview round).

At each stage or time point, factors external to the survey and question features of the

survey affect response burden as the sources or causes of response burden; they can be

considered as objective or actual burden. In addition, respondent characteristics may

contribute to response burden directly, or they may moderate or mediate the relationship

between the external survey and question characteristics (i.e., objective burden) and the

perception of response burden at that assessment. As shown in Figure 1 (and further

elaborated below and summarized in Table 1), different factors come into play at different

time points in the continuum influencing the perception of response burden, leading to

different decisions and perceptions on the respondents’ part.
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Furthermore, initial burden is expected to influence cumulative burden; respondents

with a higher level of initial burden are more likely to experience a higher level of

cumulative burden than those feeling less burdened at the initial survey request. The

response continuum model postulated by Yan and Curtin (2010) provides support to the

impact of initial burden on cumulative burden. The response continuum model predicts

that reluctant respondents who are more likely to not respond to a survey request are also

more likely to not answer survey items. The model also predicts that respondents who have

more missing data are more likely to not respond to the next wave of interviews,

suggesting that cumulative burden also influences continued burden. Once respondents

agree to participate in the next round of an interview, the perception of continued burden

will affect the cumulative burden of this new interview round.

This conceptual framework applies to surveys of all topics and of all modes of data

collection. That is, survey and question features as well as respondent characteristics are

expected to separately and jointly influence response burden across different survey

designs. However, specific characteristics influencing response burden could vary by

survey and by mode of data collection (Yan et al. 2020).

We draw on existing conceptual models of response burden and empirical literature to

identify factors contributing to response burden as well as factors moderating or mediating

the perception of response burden. Previous research demonstrates that these factors have

either direct relation with response burden or have indirect effects on behavioral outcomes

as a result of response burden (e.g., decision to participate in the survey, decision to

optimize, and/or decision to take part in the later rounds of the interview). We expand our

conceptualization to include and discuss these additional influences below.

4.1. Factors Contributing to Initial Burden

There are three survey characteristics that we identify as the major contributors to

respondents’ perception of initial burden about the survey request, which directly affects the

decision to participate in a survey and are shown in Figure 2. While Figure 1 also recognizes

the possible influence of question characteristics, these are only relevant for surveys where

respondents can view the questions ahead of time (e.g., mail surveys) and require processing

or an investment of effort on the part of respondents. Because of these, we focus on survey

design features that are often made available to respondents.

Research demonstrates that the advertised interview length is negatively associated with

response rates to web surveys (Crawford et al. 2001; Heerwegh and Loosveldt 2006;

Marcus et al. 2007; Galesic and Bosnjak 2009; Yan et al. 2011) and to telephone surveys

(Collins et al. 1988; Hansen 2007). In addition, advertised interview length is positively

associated with breakoffs in the web surveys (Galesic 2006; Galesic and Bosnjak 2009),

even though it did not directly affect perceived burden in one non-probability Web study

(Galesic 2006). Yu et al. (2015) manipulated the framing of a main study after a screener

questionnaire was completed. A random third of respondents were told that they were

selected into a long survey and would need to complete more questions. Another random

third were told the opposite – they were selected into a short survey and would need to

complete fewer questions, whereas the last third were not told anything about the length of

the main interview. Not surprisingly, those who were told that they would answer more
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items found the survey more burdensome than those who were not told about the length of

the main interview and those who were told to complete fewer items (Yu et al. 2015).

Actual interview length (in terms of number of pages in a paper questionnaire, number

of survey items, or actual time spent on the task) is negatively related to response rates to

mail surveys (Burchell and Marsh 1992; Dillman et al. 1993; Bogen 1996; Edwards et al.

2002; Burdein 2013) and positively related to breakoffs in the web surveys (Yan et al.

2011). The number of pages of a questionnaire and the number of survey items is found to

be significantly related to respondents’ perception of burden (Bottone et al. 2018). But

actual time spent is only weakly related to data quality in a business survey (Lund and

Haradelsen 2015) and unrelated to subjective burden (Yu et al. 2015; Read 2019).

By contrast, better survey presentation and design (e.g., how a mail survey looks in

terms of color, spacing, and layout) has been shown to have a positive impact on response

rates (e.g., Diaz de Rada 2005; Dillman et al. 2014).

Two survey design features do not necessarily directly lead to initial burden, but we

recognize their impact on initial burden through their impact on respondent motivation and

ability. Incentives are found to successfully increase respondent motivation to participate in

a survey request (Mercer et al. 2015). Mode of data collection could also affect a

respondents’ motivation to participate by changing the saliency of the perceived initial

burden. For instance, respondents may exhibit differential motivation toward participating

in a web survey. The inability to review the survey content (versus a paper survey) requires

the respondent to rely on the practitioners’ assessment of the survey length or relevance to

the survey topic. The lack of being able to preview content in advance may also be

beneficial, as the survey content may be unappealing or viewed as not relevant to the survey

topic. For interviewer-administered modes, the interviewer may overcome barriers to

motivation. However, in both circumstances, mode potentially affects motivation, but does

not directly change initial burden. Mode could affect response burden through their

interaction with respondent ability. For instance, older respondents who are less

comfortable with advanced technology such as smartphone apps; as a result, they are less

likely to participate in a survey involving the use of a smartphone app (Jäckle et al. 2019).

Figure 2 shows three respondent level motivation-related characteristics that are

hypothesized to affect the perception of the initial burden. Again, Figure 1 recognizes the

influence of respondent ability on the initial stages of survey participation (as described in

Incentives

Initial Burden

Survey Mode

Generalized Attitudes
Toward Surveys

Attitude Toward
the Sponsor

Interest in Topic

(Outcome: response rate,
response propensity)

Survey
Characteristics

Advertised Length

Actual Length

Presentation/Design

Respondent
Motivation

Fig. 2. Survey features and respondent characteristics influencing initial burden.
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the prior paragraph). Here, we focus on motivation-related variables that may have a main

effect on response burden and interact with advertised interview length, actual survey

length, and survey presentation and design in affecting response burden. Interest in a

survey topic is a significant contributor to sample members’ decision to take part in the

survey (Baumgartner and Rathbun 1997; Groves et al. 2004; Groves et al. 2006) and is

associated with fewer breakoffs in web surveys (Galesic 2006). It may also reduce the

impact of actual survey length on the perception of burden. Similarly, a positive

attitude toward the sponsor of a survey affects respondents’ initial decision to participate in

the survey; surveys sponsored by government agencies have higher response rates than

surveys sponsored by non-government agencies (Heberlein and Baumgartner 1978; Presser

et al. 1992). Again, respondents who have a positive view of the survey sponsor may tolerate

longer surveys better than those with a negative view. Furthermore, respondents are more

likely to respond to surveys when they support the sponsor of the survey (Groves et al.

2012). Generalized attitudes toward surveys (such as views about the usefulness and values

of surveys, legitimacy of surveys, invasiveness of surveys, and trust in survey organizations

and so on) affect potential respondents’ likelihood to participate in surveys; those

respondents with a positive attitude toward surveys, compared with those who have a more

critical position, have been found to have participated more often in surveys in the past

(Sharp and Frankel 1983; Goyder 1986; Bergman and Brage 2008; Giesen 2012) and to have

a lower level of response burden (Yan et al. 2020). Again, these attitudes may interact with

survey characteristics like length and design to affect response burden.

4.2. Factors Contributing to Cumulative Burden

The middle part of Figure 1 represents cumulative burden, which influences respondents’

decisions to break off, to skip a question, to satisfice or optimize, or to provide poor quality

data (Galesic 2006; Yan et al. 2014; Yan et al. 2020). Outcomes of cumulative burden

include breakoffs, missing data, measurement error, quality of data, and response times.

Cumulative burden is affected by three question characteristics, two survey

characteristics, and two respondent characteristics related to ability. These characteristics

are shown in Figure 3.

Survey Mode

Attitude Toward
Current Survey

Cognitive Ability

(Outcome: breakoff,
missing data, measurement

error, response time)

Respondent
Ability

Question
Characteristics

Item Difficulty

Relevance

Item Sensitivity

Presentation/Design

Cumulative Burden

Fig. 3. Question and respondent characteristics influencing cumulative burden.
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Item difficulty is measured in many different ways. Longer questions in terms of the

number of words, the number of clauses or sentences, and the number of response options

take longer to answer (Yan and Tourangeau 2008; Couper and Kreuter 2013), are more

prone to response order effects (Schuman and Presser 1996; Holbrook et al. 2007), and are

more likely to induce breakoffs (Peytchev 2009). Question text features making a question

difficult to understand lead to an increase in cognitive burden (Lenzner et al. 2010).

Questions requiring extensive retrieval and integration are subject to longer processing

time (Yan and Tourangeau 2008) and more item nonresponse (e.g., Yan et al. 2010). In

addition, open-ended questions requiring verbal input are associated with higher breakoffs

(Galesic 2006; Peytchev 2009). The difficulty of recall also increases response burden

(Yan et al. 2020). On the other hand, psychological studies of task complexity have often

found that people are more motivated to complete tasks when they are intricate,

challenging, and enriching (e.g., Taylor 1981; Campbell 1988; Maynard and Hakel 1997).

Malhotra (2009) demonstrated that a complex ranking task is less prone to response order

effects than a simple rating task. Item sensitivity tends to increase missing data (Yan et al.

2010; Tourangeau et al. 2000) and measurement error (Tourangeau et al. 2000;

Tourangeau and Yan 2007; Kreuter et al. 2008; Sakshaug et al. 2010). Apparent relevance

of the survey items refers to how strongly the survey items are related to the stated survey

topic. Williams and colleagues found that respondents did not mind more survey items in a

screener questionnaire when the additional items are clearly relevant to the survey topic

(Williams et al. 2016). Apart from their main effects on response burden and other survey

outcomes, these variables may interact with the characteristics of the survey to affect

response burden.

For self-administered surveys (such as web and mail surveys), poor survey presentation

and design (e.g., a complex grid on a web screen) has been shown to induce breakoffs

(e.g., Peytchev 2009).

We recognize the role that mode of data collection has on data quality, but this is not a

direct effect on cumulative burden. The effect on data quality is through influencing other

direct factors (e.g., respondents’ motivation, attitudes about the survey and so on). For

instance, a self-administered mode of data collection reduces social desirability reporting

than an interviewer-administered survey (Tourangeau and Yan 2007). Further, there is less

differentiation in responses in a web survey than a telephone survey (Fricker et al. 2005).

In terms of respondent characteristics related to respondent ability, cognitive ability is

found to be associated with the level of response burden in answering survey questions

(Krosnick 1991; 1999). Everything else being equal, people with a lower level of cognitive

ability are more likely to feel burdened than those with a higher level of cognitive ability

(Atkinson et al. 2019); they are more likely to take cognitive shortcuts (Krosnick 1991;

1999), take more time to come up with answers (Yan and Tourangeau 2008), are more

likely to provide missing data (Yan and Curtin 2010), and are more likely to exhibit

response order effects (Holbrook et al. 2007; Malhotra 2008). Age and education are

commonly used as measures of cognitive ability (see Salthouse 1991) in the survey

literature. Attitudes toward the current survey (e.g., perceived difficulty of the survey,

perceived effort required, perceived length, and so on) are thought to affect response

burden, with more negative attitudes leading to higher levels of response burden

(Bradburn 1977; Giesen 2012; Yan et al. 2020). For instance, Yan et al. (2020) showed
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that respondents with a negative perception of a survey (e.g., those who found the survey

to be less interesting, more difficult, too long, and were asked to do multiple rounds of

interviews) are more likely to be “burdened out” than those with less negative perception.

In addition, these attitudes mediate the relationship between survey effort and response

burden. Furthermore, those with positive attitudes about the current survey tend to have

less missing data than those with negative attitudes (Stocke 2006).

4.3. Factors Contributing to Continued Burden

The rightmost part of Figure 1 pertains to longitudinal surveys when respondents are

invited back to participate in additional rounds of interviews (e.g., panel surveys).

Continued burden affects respondents’ decision to agree to future survey requests, leading

to panel attrition. We hypothesize that two characteristics of the current survey request

(comparative length and framing of the survey request) contribute to continued burden,

shown in Figure 4.

For many panel surveys, the initial interview is the most burdensome because more

information is gathered in that interview. Subsequent interviews may be shorter because

the respondent is only requested to update his or her status on many variables since the

prior interview. Other information collected such as demographic or household

characteristics are unlikely to have changed or can be confirmed in the interview. We

suspect that the length of the current round’s interview is usually compared with that of the

first round (comparative length). If respondents’ experience with the first round is pleasant

(i.e., the first round is short and easy), participation in subsequent requests is more likely,

even if the rounds are longer than the initial request. On the other hand, if respondents are

told that the length of the new survey is shorter, they may be more likely to participate.

Message framing has been used to emphasize the potential losses from not acting to

encourage participation. Largely based on prospect theory (Kahneman and Tversky 1979),

it has been used to encourage parents to increase physical activity in their children (Drouin

et al. 2018 ), and to participate in additional survey request. Tourangeau and Ye (2009)

used this theory to emphasize the loss (versus the gain) in value of the information that the

respondent had already provided if the respondent stopped participating to increase the

Recalled Attitudes

Recalled Burden

Continued Burden

New Survey
Characteristics

Framing of Survey
Request

Comparative Length

(Outcome: panel attrition)

Prior Survey
Experience

Fig. 4. Survey and respondent characteristics influencing continued burden.
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likelihood that the respondent would complete a second interview. Emphasizing these

sunk costs may reduce the impact of the anticipated effort in the next round on decisions to

take part or not.

The left part of Figure 4 shows that recalled burden and recalled attitudes to the survey,

which are consequences of respondents’ prior experience with the survey, affect how they

react to a new or subsequent interview request. For instance, respondents who feel

overburdened have been shown to be less likely to participate in a new survey request

(Hoogendoorn and Sikkel 1998; Martin et al. 2001; Bergman and Brage 2008). In

addition, those who were burdened at the previous interview were found to develop more

negative attitudes to the survey (Stocke and Langfeldt 2004), which subsequently

influences respondents’ perception of the level of burden associated with the next round of

interviews (Fricker et al. 2012; Yan et al. 2020). Respondents who had a bad experience

with the prior interview (such as a bad test score in the last round of interview) were less

likely to participate and take the test again in the next interview round (Kleintert et al.

2021).

The peak-end theory explains how recalled burden and recalled attitudes are formed and

how they can influence response burden and continued participation in longitudinal

surveys. According to peak-end theory, the evaluation of an experience is based on the

most extreme moment and the final moments of that experience (Redelmeier and

Kahneman 1996). The peak-end theory has been used to explain how the perception of the

final moments of the experience can color the entire experience and lead people to prefer

longer periods of discomfort that end on a more positive note to shorter periods of

discomfort (see Kahneman 2000, for a review). A key component of this theory is that the

sheer duration of the event is discounted in the evaluation. This peak-end model is

pertinent to the recall of the cumulative burden from an earlier interview round in a

longitudinal survey context. Applied to our burden framework, we believe that a persons’

evaluation of response burden is constructed based on easily recalled features of the survey

experience such as the duration of the survey and the difficulty of the survey items and so

on. The final (that is, the most recent) experience and the peak (worst or best) experience

with these features in the prior wave of a longitudinal survey affects response burden. As a

result, the theory hypothesizes that if the earlier survey begins with the most burdensome

questions and ends with relatively easy or interesting questions, that earlier survey will be

recalled as less burdensome than if the questions exhibit the opposite organization

(starting with easy and ending with more burdensome questions). That difference in

recalled burden may affect respondents’ perception and the decision to continue with the

survey request. As mentioned earlier, Yu et al. (2015) provided some evidence to this

model by manipulating, at the end of a short screener interview, how the main study was

described. Some were told that they would complete a long survey (“screen in” condition)

whereas others told that they would experience a short survey (“screen out” condition).

Respondents in the “screen in” condition rated the survey as longer and more burdensome

than those in the “screen out” condition, regardless of the actual length of the survey and

the actual time spent on the survey. In addition, those in the “screen in” condition were

also more likely to breakoff at the main interview than those in the “screen out” condition.

Apparently, the negative experience from the ending message of a short screener interview

affected how respondents perceived the main interview.
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5. Using the Dynamic Conceptual Framework of Response Burden to Unify

Existing Research and to Motivate Future Research

Prior research on response burden has relied on incomplete conceptualizations and

unsystematic measures of response burden. Consequently, it is not surprising that

empirical research on response burden sometimes produces equivocal findings, further

making it difficult to draw firm predictions about survey features or respondent

characteristics that are most likely to give rise to response burden. For instance,

researchers and practitioners too often believe that longer surveys (one of the most

frequently used indicators of actual burden) impose greater response burden and yield

lower response rates. However, the evidence is at best mixed on the relationship between

interview length and response rates. When length is measured in terms of number of pages,

only six (out of the 25) empirical studies included in a meta-analysis supported the

speculation that longer surveys yield lower response rates (Rolstad et al. 2011). The rest of

the 19 surveys failed to bear evidence for the assumed negative impact of survey length on

response rates. Survey length is a common measure of actual burden used by regulatory

agencies, however, from these findings it is not clear whether or not survey length actually

does lead to response burden and lower response rates and what the survey field (and

regulators) should do with regard to survey length.

The mixed evidence results from the fact that researchers only looked at the bivariate

relationship between interview length as a measure of response burden and response rate

(as an outcome of response burden), overlooking the many factors that could mediate and

moderate the relationships between interview length (a measure of actual burden),

response burden, and response rate as a consequence of response burden. To advance the

research on the relationship between response burden and survey participation, our

conceptual framework calls for attention to the moderators and mediators and provides

suggestions for the additional factors that a researcher could look into in multivariate

analyses. Factors displayed in Figure 2 are great candidates. For instance, it is not enough

to focus on the bivariate relationships between, for example, interview length and response

rates, or survey interest and response rates. The moderators and mediators (such as

respondents’ motivation, generalized attitudes towards surveys, attitudes towards the

sponsor and the survey topic) all need to be taken into consideration. Predictions could be

drawn using the conceptual framework. A long survey would be more unbearable to those

with negative attitudes towards surveys, lower trust of sponsors, and disinterest in the topic

than those with positive attitudes and higher regard of sponsors.

Yan et al. (2020) empirically demonstrated that, although the objective burden (e.g.,

interview length) has a significant direct impact on response burden, this direct effect is

canceled out by the indirect effect of respondents’ perception of the survey, producing

small and non-significant overall effects on response burden. The seemingly contradictory

empirical evidence that a longer questionnaire sometimes leads to a lower response rate

and sometimes has no impact on response rate can be accounted for and unified under our

dynamic conceptual framework of response burden, which examines the relationship

between survey features and respondent characteristics.

The conceptual framework is useful in explaining existing research evidence. More

importantly, it is useful in motivating future research. Researchers can choose to focus on
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one part of the framework (e.g., what can be done to reduce panel attrition?) or look at the

dynamic nature of response burden (e.g., how offering an incentive affects initial burden

and continued burden at the next survey request?).

6. Conclusions and Discussion

This article reviews the state of the literature on conceptualization and measurement of

response burden in the four decades of research. The review reveals that response burden

is under-conceptualized and is measured in various ways, indicating the need for an

updated framework. Our theoretical framework builds on the concept of burden as a

subjective phenomenon, affected by respondents’ psychological responses to various

elements of the survey.

Our model has several innovative features. First, it distinguishes three forms of response

burden: initial burden; cumulative burden within a survey; and continued burden across

waves of a longitudinal survey. Each has distinctive causes, moderators, and mediators,

and consequences.

Second, it attempts to synthesize empirical research to more completely account for a

full range of variables thought to affect response burden. The impact of these variables on

response burden is summarized in Table 1 and can be used to inform new survey designs

and to encourage new research.

Third, despite its elaboration and comprehensiveness, the gist of the framework applies

to all modes of data collection, all topics, and all samples. Yan et al. (2020) demonstrate

that the modes of data collection did not affect the relationship between the underlying

factors and perception of response burden; the same set of factors have the same impact on

response burden regardless of whether respondents were attempted mostly by phone or in

person. Of course, indicators of the latent factors will differ by the nature of the survey.

Fourth, due to its wide application across different contexts, our framework can be used

to derive specific testable hypotheses on the impact of various design features and

respondent characteristics on response burden. The framework can also be used to

summarize and consolidate apparent inconsistent empirical findings.

Finally, the framework also provides practical guidance and generates strategies to

reduce response burden. For instance, our model postulates the mediating and moderating

effects of respondent perceptions on response burden at different stages, suggesting the

importance of paying attention to strategies or methods that are able to improve

respondents’ perception of the survey, of the sponsor, and of surveys in general, for instance.

Yan et al. (2020) advocates for including an evaluation of respondents’ perceptions about

surveys in the question testing and evaluation stage. Our model provides theoretical support

to their suggestion. Another example is to the placement of survey items in a longitudinal

setting. Questionnaire design textbooks recommend starting with easy and interesting

questions and placing more difficult and sensitive questions at the end of a questionnaire to

avoid breakoffs (e.g., Bradburn et al. 2004). However, this recommendation may not be

beneficial for longitudinal surveys as predicted by peak-end theory. There may be benefit to

manipulating the placement of survey items in order to influence recalled burden.

Our conceptual framework also draws upon psychological theory to understand and

form predictions for how response burden is driven by perceptions. However, more
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Table I. Summary of impact of variables on response burden.

Variable Impact on response burden

Survey design
features

Advertised interview
length

Announcement of a long interview is
shown to increase perception of initial
burden

Actual interview length Longer interview is shown to increase
perception of initial burden

Survey presentation
and design

Better survey presentation and design is
shown to reduce initial burden and
cumulative burden

Incentive Incentives are shown to reduce initial
burden through motivation

Mode Mode is shown to affect initial burden
and cumulative burden through
interaction with respondent ability and
motivation

Comparative length Shorter interview in the earlier round or
announced in the new round is expected
to reduce continued burden

Framing of survey
request

Loss framing is shown to reduce continued
burden

Question
characteristics

Item difficulty Difficult items are shown to increase
cumulative burden

Item sensitivity Sensitive items are shown to increase
cumulative burden

Item relevance Relevant items are shown to reduce impact
of survey length on cumulative burden

Respondent
characteristics

Interest Interest in survey is shown to reduce initial
burden and shown to reduce negative
impact of survey characteristics (e.g.,
survey length) on initial burden and
cumulative burden

Attitude toward the
sponsor

Positive attitude toward sponsor is shown
to reduce initial burden and is expected
to reduce negative impact of survey
characteristics (e.g., survey length) on
initial burden and cumulative burden

Generalized attitudes
toward surveys

Positive attitudes toward surveys are
shown to reduce initial burden and are
expected to reduce impact of announced
and actual survey length on initial and
cumulative burden

Cognitive ability Cognitive ability is shown to reduce
cumulative burden and shown to interact
with mode on initial burden

Attitudes toward the
current survey

Positive attitudes toward the current survey
is shown to reduce cumulative burden
and shown to mediate the relationship
between survey features and cumulative
burden

Recalled burden Recalled burden is shown to increase
continued burden

Recalled attitudes Recalled negative attitudes are shown to
increase continued burden
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research is needed to better understand the limitations of these theories. For instance, in

the context of peak-end theory, placing the least cognitively demanding, or the most

interesting questions at the end of a survey just to end with a positive experience benefits

the recalled burden of a prior survey. But when respondents start a subsequent interview

and encounter questions where the burden is now greater than what the recalled

experience from the prior interview, will it result in an increase in breakoffs or satisficing

strategies? In other words, does influencing a positive evaluation to possibly increase

subsequent cooperation simply result in breakoffs or poor data quality? Prospect theory

may have broader applications, for instance, influencing initial burden. Using the

conceptual framework to structure testable hypothesis will do much to inform the survey

field.

Finally, our model assumes that response burden is a measurable subjective

phenomenon, supporting the direct question approach that asks people how burdensome

the survey is to them. This direct question approach is used in several studies (e.g., Galesic

2006; Yan et al. 2020) and is found to be a useful and promising measure of burden. When

direct questioning is not feasible, we encourage researchers to use auxiliary information

such as paradata to measure response burden indirectly, and examine correlates and

moderators of response burden. However, in that case, researchers need to be explicit as to

their exact measurement and conceptualization of response burden.
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Testing a Planned Missing Design to Reduce Respondent
Burden in Web and SMS Administrations of the CAHPS

Clinician and Group Survey (CG-CAHPS)

Philip S. Brenner1, J. Lee Hargraves2, and Carol Cosenza2

We test a planned missing design to reduce respondent burden in Web and SMS
administrations of the CAHPS Clinician and Group Survey (CG-CAHPS), a survey of patient
experiences widely used by health care providers. Members of an online nonprobability panel
were randomly assigned to one of three invitation and data collection mode protocols: email
invitation to a Web survey, SMS invitation to a Web survey, or SMS invitation to an SMS
survey. Within these three mode protocols, respondents were randomly assigned to a planned
missing design, which shortened the survey by about 40%, or to a control group that received
the survey in its entirety. We compare survey duration, breakoff and completion rates, and five
key patient experience measures across conditions to assess the effect of the planned missing
design across the three modes. We found that a planned missing design worked well with our
Web survey, reducing survey duration and breakoff without changing estimates relative to the
full-survey control condition. However, mixed findings in the SMS survey suggest that even
shortened, 15-item surveys may be too long to substantially reduce respondent burden. We
conclude with recommendations for future research.

Key words: Online data collection; text messaging; health.

1. Introduction

The high demand for cost-effective survey designs has been an impetus for methodological

innovation (Schonlau and Couper 2017; De Leeuw 2018). Modes that contact, recruit, and

measure electronically, such as Web surveys and text message surveys, fit this bill,

allowing cost-effective designs that can leverage institutional resources (e.g., licenses for

Web and text survey applications) to dramatically reduce costs (Dillman et al. 2014). Yet,

taking advantage of these innovations to reduce costs may encounter an unintended

consequence: high respondent burden (Crawford et al. 2001; Mavletova et al. 2018).

Although respondent burden lacks a clear conceptualization, it likely results from multiple

factors, including, but not limited to, survey length, complexity, and the effort required for

completion (Crawford et al. 2001; Mavletova et al. 2018; Yan et al. 2020). These factors,

however, do not determine respondent burden as they may be balanced or even outweighed

by the positive characteristics of the survey, such as the respondent’s interest in or

perceived importance of the topic (Bradburn 1978; Sharp and Frankel 1983).
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High respondent burden generated by long and complex self-administered surveys such

as those conducted on the Web or by short message service (SMS), may cause fatigue and

resultant breakoffs that potentially harm data quality (Galesic and Bosnjak 2009; Revilla

and Ochoa 2017). While cutting questions, condensing questionnaires, and curtailing

complexity may help to reduce respondent burden in this case (Mavletova and Couper

2015; Toepoel and Lugtig 2018), this remedy may cause a side-effect. Even in a shortened

and simplified survey questionnaire, important and complex concepts must be adequately

measured for the survey to accomplish its goals (Keller et al. 2005). If too many questions

are cut or if cuts are made haphazardly and without consideration of their effect on

resulting data quality, reliability and validity, especially concurrent and discriminant

validities, may be harmed (Ng et al. 2016). A promising solution – a planned missing

design – randomly assigns respondents to answer only a subset of questions to shorten the

survey and reduce respondent burden (Johnson et al. 2013).

Patient surveys provide an illustrative example of these cross-cutting demands that may

be met with a planned missing design. Data from patient surveys are used by government

agencies and insurance companies in reimbursement and pay-for-performance

computations and are made available to consumers for their medical decision-making

(Elliott et al. 2016; Holt 2019; Spranca et al. 2000). However, many healthcare providers

and professionals view patient surveys as tertiary to providing care and see high data

collection costs as an unnecessary burden on their already strained budgets (Alemi and

Jasper 2014). As a result, many hospitals and clinics are demanding shorter self-

administered patient surveys that take advantage of methodological and technological

innovations to improve cost-effectiveness and allow increased flexibility and

customizability (Keller et al. 2005; Lee et al. 2013; Stucky et al. 2016).

Therefore, we test the use of a planned missing design with the CAHPS Clinician and

Group Survey (CG-CAHPS), a survey of patient experiences widely used by healthcare

providers. We invite members of an online panel by email or SMS to complete a survey

administered in one of two modes, by Web or SMS. Panelists who have had a visit with a

physician in the past six months are assigned to one of three shortened modules or to the

full version of the survey. Comparisons are made between the different invitation and data

collection mode conditions and planned missing modules of the survey to assess the

effects of these designs on respondent burden, operationalized as survey duration and

completion and breakoff rates, and key patient experience outcomes.

2. Background

2.1. Respondent Burden and Web Surveys

Web surveys can be designed to reduce respondent burden (Mavletova and Couper 2015;

Toepoel and Lugtig 2018). As a computerized data collection method, Web surveys can be

programmed to simplify the respondent’s task by streamlining their path through the

questionnaire, using survey software to hide complex routing generated by filter questions

and skip patterns (Dillman et al. 2014). However, respondent burden is not necessarily

alleviated by computerization and the potential for problems remains (Crawford et al.

2001). If questions are too many or too complex, respondents may cope with the high
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cognitive demands by engaging in counterproductive behaviors that reduce data quality,

such as straight-lining, satisficing, skipping questions, or breaking off from the survey

before completion (Conrad et al. 2017; Kim et al. 2019; Zhang and Conrad 2018).

Thus, keeping Web surveys short and simple helps to reduce respondent burden and

improve data quality (Mavletova and Couper 2015; Toepoel and Lugtig 2018). A planned

missing design fits this need well as an effective way to reduce survey length and

complexity (Peytchev and Peytcheva 2017). This approach reduces survey length by

randomly assigning respondents to answer only subsets of questions (Enders 2010;

Johnson et al. 2013; Graham et al. 2006). Given random assignment, unasked and

unanswered questions generate nonresponse patterns in data sets that are known to be

missing completely at random (Johnson et al. 2013). As a result, planned missing designs

do not bias results, although they may reduce statistical efficiency for some types of

analyses as they can shrink analytic sample sizes (Rhemtulla et al. 2016) – the price paid

to shorten survey length, relieve respondent burden, and prevent resultant breakoffs. Thus,

this study applies a planned missing design to reduce respondent burden in a Web survey.

2.2. Respondent Burden in SMS Surveys

An innovative extension to Web survey methods allows recruitment and data collection to

be shifted to SMS. This approach takes advantage of many Web survey platforms’

capabilities to recruit and measure using text messaging. SMS shows promise during

recruitment to a Web survey, improving response when used as a pre-notification contact

preceding an email invitation (Bosnjak et al. 2008) and yielding higher response than

emailed invitations when used as a recruitment mode (Mavletova and Couper 2014).

Importantly, using SMS as a recruitment or invitation mode in the United States requires an

appropriate sampling frame that includes a cell number and permission to contact via text.

SMS also offers some potential benefits as a data collection mode including respondents’

increased willingness to disclose sensitive information and a higher response rate compared

to interviewer administration (Schober et al. 2015; West et al. 2015). However, SMS data

collection also extends the duration of the survey due to the asynchronous nature and norms

of texting, which may increase respondent burden and the potential for breakoffs (West et al.

2015). Much like for Web surveys, best practices suggest keeping SMS surveys short and

simple to prevent breakoffs and errors resulting from respondent fatigue and high

respondent burden (Lau et al. 2019). Therefore, SMS surveys may also benefit from a

planned missing design to reduce survey length and respondent burden. Thus, this study

novelly tests a planned missing design in an SMS survey.

2.3. Respondent Burden and Patient Surveys

Surveys of patients are well-positioned to benefit from innovations in recruitment and data

collection, such as planned missing designs in Web and SMS surveys. One such survey,

the CAHPS Clinician and Group Survey (CG-CAHPS), is used by general practitioners

and specialists to assess patient experiences after office visits and outpatient procedures.

CG-CAHPS collects information about patients’ experiences with their provider and other

medical and clinic staff to make comparisons across medical practices, giving providers a

report card and patients the insights they need to make informed choices (Dyer et al. 2012;

Brenner et al.: Respondent Burden in Web and SMS patient Surveys 965



Elliott et al. 2016; Holt 2019; Spranca et al. 2000). Data are commonly, though not

exclusively, collected using mail surveys as a primary data collection mode, with

telephone interviewers following up with nonrespondents (Elliott et al. 2009; Stucky et al.

2016). However, technological and methodological innovation may change how CG-

CAHPS and other surveys of patients recruit and measure (Lee et al. 2013) in our

increasingly online and cell-only society (Blumberg and Luke 2020; Pew Research Center

2019). Many medical practices request patients’ email addresses and cell numbers to

interact with them via medical portals and send them appointment reminders and

confirmations (Garrido et al. 2016). Given the multiple types of contact information on

patient lists, they provide rich sampling frames that offer multiple options for recruitment

and measurement. Using this contact information to shift survey recruitment and data

collection to Web and SMS may reduce costs and increase timeliness of response for CG-

CAHPS surveys relative to mail and telephone data collection. Yet, without simplification

and abbreviation of the questionnaire, respondent burden may yield relatively high rates of

breakoffs, lower rates of completion, and other negative effects on data quality.

Therefore, we test the use of a planned missing design in a survey of patient

experiences. Members of an online panel were invited by email or text message to

complete a Web survey or an SMS survey. We assess and compare evidence of respondent

burden across four versions of the questionnaire: three abbreviated questionnaires

applying a planned missing design and a control group that includes the full survey

instrument. We operationalize respondent burden in three ways: more burdensome

modules will take longer to complete, yield more breakoffs, and, accordingly, lower

completion rates. We also compare survey progress at interim stages of the recruitment

process – click (on URL), screening, and eligibility rates – to assess differences in

recruitment and survey progress between modes and modules given the negative effect of

respondent burden (Galesic and Bosnjak 2009; Revilla and Ochoa 2017). We then assess

the effect of respondent burden and the planned missing design on patient experience

outcomes in the CG-CAHPS survey in both Web and SMS survey modes. A lack of

differences in patient experience outcomes from the shortened questionnaires and the full-

survey control condition would provide evidence for the effectiveness and appropriateness

of using a planned missing design to reduce respondent burden with CG-CAHPS in these

modes. To our knowledge, this is the first study using a planned missing design to examine

the differential effects of respondent burden in Web and SMS modes.

3. Methods

3.1. Sample Design and Justification

Although the intended outcome of the planned missing design is higher quality data

(Peytchev and Peytcheva 2017), removing questions may potentially cause unintended

errors. Omitted questions may change the context in which subsequent questions are

asked, introducing artifactual differences between questionnaire versions (Morgan and

Poppe 2015; Swain 2015). These artifactual differences generated by methodological

experiments could expose healthcare providers to negative outcomes by invalidating

comparisons between providers and reducing the usefulness of CG-CAHPS data which are

Journal of Official Statistics966



used by government agencies and insurance companies in reimbursement and pay-for-

performance computations and by consumers for their medical decision-making (Elliott

et al. 2016; Holt 2019; Spranca et al. 2000). Thus, it is critical that if alternative methods of

data collection are employed, such as planned missing designs in Web and SMS surveys,

they not differentially affect CG-CAHPS estimates. Therefore, we test this design using a

sample from a nonprobability online panel rather than nesting it within a production

survey using a clinic’s patient list as a sampling frame. Fifty-thousand members of

Qualtrics’ online nonprobability panel were invited to participate in a survey using their

standard, generic invitation message. Panelists were offered an incentive given their pre-

stated preferences (e.g., frequent flyer program miles, hotel brand loyalty points).

3.2. Invitation and Data Collection Modes

Combining the mode of invitation (email or SMS) with the mode of data collection (Web

or SMS) resulted in three conditions: email invitation to a Web survey, SMS invitation to a

Web survey, and SMS invitation to an SMS survey. Note that a fourth combination, an

email invitation to an SMS survey, is possible. However, this design would require an

additional step not required by the other designs. An invitation to a Web survey, either by

email or by SMS, only requires clicking a link to open a browser. An SMS invitation to an

SMS survey can simply be responded to. These approaches seem to us to be relatively

seamless. An email invitation to an SMS survey would require a more active switch on the

part of the respondent, moving from an email application to a texting application, entering

a telephone number or shortcode, and sending a message to this new number. While

shifting from email recruitment to SMS data collection is possible and has been used

previously (Brenner and DeLamater 2013), we did not foresee it being a useful design for a

CAHPS survey and did not test it in this study.

Email invitations were sent to 20,000 panelists that included a URL that forwarded to

the survey. Another 20,000 panelists were invited by SMS to complete a Web survey and

received a link identical to those sent via email. The remaining 10,000 panelists were

invited by SMS to complete an SMS survey. These panelists received questions

sequentially by SMS after agreeing to participate by responding to the initial message. The

difference in sample sizes is partially due to the number of panelists available and partially

due to cost. SMS surveys encounter extra costs in addition to the Web survey platform

license, including an additional cost for SMS survey capabilities and per-message

transmission costs for both outgoing questions and incoming answers. Data collection

began in August 2019 and was completed in September 2019.

3.3. Planned Missing Experiment and Respondent Burden

In each mode, panelists were randomly assigned to one of four survey modules. Three of

these modules used a planned missing design to reduce the length of the survey. Each of

the first three survey modules included a subset of questions. Module A included questions

assessing access to the provider; module B assessed communication with the provider; and

module C assessed coordination of care. All three of these survey modules also included

two questions about their provider’s office staff, an overall provider rating, patient

demographic questions, and self-rated health. These shortened modules included 14, 15, or
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16 questions; shorter if the respondent answered “no” to one or more filter questions. The

final module, module D, served as a control group and included all questions asked in each

of the first three modules; a total of 25 questions, shorter if the respondent answered “no”

to one or more filter questions.

The planned missing design is used to manipulate respondent burden as the shortened

questionnaire modules are hypothesized to relieve respondent burden relative to the full-

length questionnaire module. Following previous theory and research, respondent burden

is operationalized as survey duration, and reflected in breakoff rates and, accordingly,

completion rates (Antoun and Cernat 2020; Bradburn 1978; Mavletova and Couper 2015;

Peytchev 2009; Sharp and Frankel 1983; Steinbrecher et al. 2015). Breakoff rates are

computed as the percentage of eligible respondents who started the survey but did not

complete it. Completion rates are computed as the percent of invited panelists who

complete the survey.

3.4. Dependent Variables

Panelists were first screened for a doctor’s visit in the past six months to be eligible for the

survey. Subsequent questions refer to the provider identified in the screening question.

Five dependent variables, created by combining question responses into composites, are

measured and analyzed. The first is a composite combining three items, each measuring

the patient’s perception of the accessibility of their provider. The second combines four

items, assessing how often the provider communicated effectively with the patient. The

third combines three items, each assessing coordination of patient care. The fourth

combines two items, measuring the patient’s assessment of the courteousness of the

medical office staff. The final dependent variable is a single item measure of the patient’s

assessment of his or her provider.

The four composites use scales demonstrated to have good internal consistency (Dyer

et al. 2012). Each measured variable was recoded following common practice with

CAHPS measures (never (0), sometimes (3.33), usually (6.67), and always (10)). For each

scale, these values were then averaged and rounded to the nearest integer to create 11-

point (0–10) composite measures (AHRQ n.d.). For scales with embedded filter questions,

values for unasked follow-up items were missing if respondents responded “no” to the

filter question. Scales values were computed using remaining answered scale items. This

procedure puts these first four dependent variables on a scale similar to that of the fifth

dependent variable, a 0 to 10 overall rating of the provider. See Table 1 for the full

question text, response options, question order, and use across planned missing modules.

The survey was optimized for mobile devices, including only item specific scales and

using no question grids, drop down menus, or sliders. Nearly all of the questions were

successfully adapted for SMS, shortened to 160 characters or fewer, a US-based limit

for text messages. Unfortunately, five questions could not be shortened enough without

changing their meaning or excluding important information and, thus, exceeded this

character limit. Note that most smartphones and carriers reassemble messages exceeding

this limit before they appear on the device, and therefore we do not expect that this

small subset of longer questions caused a problem for SMS respondents (Ayers et al.

2014).
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Table 1. Question order, wordings, and response options for each CAHPS scale, by module.

Scale Question Response
options

In
modules

Screening
question

In the last six months, did you get medical
care from a health care provider (phys-
ician, nurse practitioner, or physician’s
assistant)? Do not include dental care or
overnight stays in a hospital.

YN A B C D

Is this the provider you usually see if you
need medical care? If you saw more than
one provider, think about the one you saw
the most.

YN A B C D

Provider
accessibility

In the last six months, did you contact this
provider’s office to get an appointment for
an illness, injury, or condition that needed
care right away?

YN A D

Provider
accessibility

In the last six months, when you contacted
this provider’s office to get an appoint-
ment for care you needed right away, how
often did you get an appointment as soon
as you needed?

NSUA A D

Provider
accessibility

In the last six months, did you make any
appointments for a check-up or routine
care with this provider?

YN A D

Provider
accessibility

In the last six months, when you made an
appointment for a check-up or routine care
with this provider, how often did you get an
appointment as soon as you needed?

NSUA A D

Provider
accessibility

In the last six months, did you contact this
provider’s office with a medical question
during regular office hours?

YN A D

Provider
accessibility

In the last six months, when you contacted
this provider’s office during regular office
hours, how often did you get an answer to
your medical question that same day?

NSUA A D

Effective
communication

In the last six months, how often did this
provider explain things in a way that was
easy to understand?

NSUA B D

Effective
communication

In the last six months, how often did this
provider listen carefully to you?

NSUA B D

Care
coordination

In the last six months, how often did this
provider seem to know the important
information about your medical history?

NSUA C D

Effective
communication

In the last six months, how often did this
provider show respect for what you had to
say?

NSUA B D

Effective
communication

In the last six months, how often did this
provider spend enough time with you?

NSUA B D

Care
coordination

In the last six months, did this provider
order a blood test, x-ray, or other test for
you?

YN C D
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3.5. Control Variables

Self-rated health was included as a standard question that asked “In general, how would

you rate your overall health?” using a five-point scale: excellent, very good, good, fair, or

poor. Self-rated health is included in these analyses as it is predictive of patient

experiences and healthcare utilization and is used as a patient-mix adjustment variable for

comparing healthcare organizations (DeSalvo et al. 2004; Elliott et al. 2009; Paddison et al.

2013). Mental health was also measured using a question that asked: “In general, how

would you rate your overall mental or emotional health?” and used the same response

scale as the general health question. This measure of mental health is included as it is

predictive of patient experiences and healthcare utilization (Ahmad et al. 2014). Both

health variables have been recoded so that higher values reflect better health.

A series of demographic controls, including education (less than a high school degree,

high school degree or GED, some college or two-year degree, four-year college degree, or

more than a college degree), sex (male or female), and age (18–24, 25–34, 35–44,

45–54, 55–64, and 65 or older) are also included as categorical variables. Descriptive

statistics for these independent variables and significance tests comparing across modes

and modules are available in Table 2.

Table 1. Continued

Scale Question Response
options

In
modules

Care
coordination

In the last six months, when this provider
ordered a blood test, x-ray, or other test
for you, how often did someone from this
provider’s office follow up to give you
those results?

NSUA C D

Provider
rating

Using any number from 0 to 10, where
0 is the worst provider possible and
10 is the best provider possible, what
number would you use to rate this
provider?

0-10 A B C D

Care
coordination

In the last six months, did you take any
prescription medicine?

YN C D

Care
coordination

In the last six months, how often did you
and someone from this provider’s office
talk about all the prescription medicines
you were taking?

NSUA C D

Office staff
rating

In the last six months, how often were
clerks and receptionists at this provider’s
office as helpful as you thought they
should be?

NSUA A B C D

Office staff
rating

In the last six months, how often did
clerks and receptionists at this
provider’s office treat you with
courtesy and respect?

NSUA A B C D

Note: NSUA stands for “Never, Sometimes, Usually, Always”; YN stands for “Yes, No.”
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3.6. Analysis

We first compare screening and eligibility rates by predicting a series of nested logistic

regression models. The first models are estimated with dummy variables for respondents’

randomly assigned invitation and data collection mode (email/Web, SMS/Web,

SMS/SMS) as the sole predictor. Model fit is compared and assessed using likelihood

ratio X 2 tests. Given significant improvement in fit, pairwise comparisons between

categorical predictors are presented. The second models add dummy variables for planned

missing design module (Modules A, B, C, and D) as a predictor. Given that screening for

eligibility takes place before the respondent is exposed to their randomly assigned

questionnaire module, we expect that module will have no effect on screening and

eligibility rates. Finally, the interaction between mode and module is tested.

We similarly assess measures of respondent burden by estimating nested logistic

regression models that predict the propensity of a case to be completed or to breakoff using

mode and module as predictors. We then assess survey duration, the final measure of

respondent burden, by estimating a median regression predicting survey duration using

mode and module as predictors. Given our expectation of a large difference in completion

times between Web and SMS surveys, as suggested in the existing research (Schober et al.

2015) they are analyzed separately.

We then examine the distributions of the demographic and self-reported health variables

between modes and modules using chi-square tests. These demographic and health

variables are used as covariates in the final set of models assessing the effect of the planned

missing design on patient experience outcomes, the key measures of the CG-CAHPS

survey. A set of nested ordinary least squares regression models are estimated and adjusted

means are presented for each outcome: provider accessibility, communication with

provider, coordination of care, assessment of the provider’s office staff, and the overall

provider assessment. The baseline model adjusts for demographic and health variables. We

then estimate two additional sets of models. First, we add dummy variables for mode of

invitation and data collection, comparing this model to the prior baseline model using an F-

test to test the statistical significance of including mode as a predictor of the dependent

variable. Where the F-test indicates by-mode differences, predicted values of the

dependent variables are compared by mode. We then add dummy variables for the four

questionnaire modules (A, B, C, and D), comparing this model to the prior model including

mode. Where the F-test indicates by-module differences, predicted values for the

dependent variable are compared by module. Finally, we test the interaction of mode and

module by comparing a model with this interaction term to the prior model using an F-test.

4. Results

4.1. URL Click, Screening, Eligibility, Breakoff, and Completion Rates

About 14% of those receiving email invitations to a Web survey (2,788 panelists) started

the survey by clicking on the URL. Of those panelists who clicked the link to the survey,

82% (2,272 panelists) completed the first question, a screener for a recent (in the past six

months) doctor visit. Three-quarters (1,721 panelists) of those answering the screening

question were eligible, and nearly all (97%) of these eligible cases completed the survey
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(1,665 respondents), yielding a 3.3% breakoff rate and an 8.3% completion rate in the

email/Web condition. Sample sizes, eligibility, screening, breakoff, and completion rates

by survey mode and module are available in Table 3.

In the condition using an SMS invitation to a Web survey, 2,131 (11%) of those

receiving a text invitation started the survey by clicking the link in their SMS messaging

application. Of those panelists who clicked the link they received by SMS, 1,991 (93%)

answered the screening question. Over 80% (1,635 panelists) of those answering the

screening question were eligible, and 90% (1,473 respondents) of these eligible panelists

completed the survey, yielding a 9.9% breakoff rate and a 7.4% completion rate in the

SMS/Web condition.

Nearly 10% (977) of those invited by SMS to the SMS survey started the survey by

replying to the screener question. Note that this condition lacks a URL to click. Thus, the

survey begins with screening: an initial text message that asks a question to determine

eligibility. Responding to this initial question functions both as the initial “URL click” of a

sort and an eligibility screen. Of the panelists who answered the screening question, 787

(81%) reported an eligible doctor’s visit. Of the eligible cases, 70% or 550 respondents,

completed the survey yielding a 30% breakoff rate and a completion rate of 5.5% in the

SMS/SMS condition.

We estimated logistic regression models predicting screening and eligibility using mode

as an independent variable. Differences emerge in screening (X 2 ¼ 27.6, p , .001) and

eligibility rates (X 2 ¼ 27.6, p , .001) between modes during recruitment (see Table 4).

Given the significant X 2 statistics, we compared modes pairwise. When predicting

screening, significant differences emerge between email/Web and both of the other modes,

SMS/Web (z ¼ 4.55; p , .001) and SMS/SMS (z ¼ 4.27; p , .001). The small difference

between the screening rate in email/Web (11%) and that in SMS/Web and SMS/SMS

(10%) is likely significant given the very large sample size, all 50,000 panelists. Predicting

eligibility, significant differences also emerge between email/Web (76%) and both of the

other modes, SMS/Web (82%; z ¼ 5.12; p , .001) and SMS/SMS (81%, z ¼ 3.09;

p , .01). We then added module to these models. For neither screening (X 2 ¼ 1.1) nor

eligibility (X 2 ¼ 5.0) does adding module to these models improve fit. Finally, we tested

the interaction of mode and module in these models. For neither model does adding the

interaction improve model fit.

4.2. Modeling Respondent Burden: Completion Rates

Next, we estimate logistic regression models to examine differences in respondent burden

between components of the study design. Survey completion is used as a first (negative)

indictor of respondent burden (Bradburn 1978; Sharp and Frankel 1983). First, we predict

survey completion using mode as the sole predictor, then add module as a predictor, and

finally their interaction. The first model suggests that completion rates differ significantly

between the three modes (X 2 ¼ 77.9, p , .001). Pairwise comparisons show significant

differences between these three rates. Completion is highest in email/Web (8.3%)

compared with SMS/Web (z ¼ 3.5, p , .001) and SMS/SMS (z ¼ 9.4, p , .001) and

lowest in SMS/SMS (5.5%), compared with SMS/Web (7.4%; z ¼ 6.4, p , .001) which

has a completion rate that falls in between the other two modes.
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In the second model, we add planned missing modules as a predictor. Accounting for

module does not significantly improve the fit of the model (X 2 ¼ 5.6). A subsequent test

including the interaction of mode and module also unsurprisingly fails to significantly

improve the fit of the model (X 2 ¼ 3.55).

4.2.1. Modeling Respondent Burden: Breakoff Rates

Survey breakoff is used as a second indictor of respondent burden (Peytchev 2009;

Steinbrecher et al. 2015). We estimate logistic regression models to further examine

differences in breakoff rates between components of the study design, first including only

mode as a predictor, then adding module, and finally testing their interaction. The first

model suggests that mode is a significant predictor of breakoffs (X 2 ¼ 344, p , .001).

Given the significant X 2 statistic, we compared modes pairwise, finding significant

differences between all three modes, with email/Web (3.3%) prompting a lower breakoff

rate than SMS/Web (9.9%; z ¼ 7.5; p , .001) and SMS/SMS (30%) resulting in a higher

breakoff rate than email/Web (z ¼ 15.7; p , .001) and SMS/Web (z ¼ 11.3; p , .001).

In the second model, we add planned missing modules as a predictor. Adding module

significantly improves the fit of the model (X 2 ¼ 37.2; p , .001). Given the significant X 2

statistic, we compared modules pairwise. Full length module D increases breakoffs

compared to modules B (z ¼ 4.1; p , .001) and C (z ¼ 5.2; p , .001). The longest of the

shortened modules, module A, also shows a higher breakoff rate than modules B (z ¼ 3.2;

p , .001) and C (z ¼ 4.3; p , .001). Notably, modules A and D and modules B and C do

not differ in their breakoff rates. Finally, the interaction of mode and module was tested

but was not statistically significant (X 2 ¼ 1.3).

4.2.2. Modeling Respondent Burden: Survey Duration

Survey duration is used here as the final measure of respondent burden (Antoun and Cernat

2020; Mavletova and Couper 2015). We examined differences in survey duration between

modes and modules by estimating quantile (median) regression models. These models

predicted survey duration in seconds, first introducing mode as a predictor, then adding

module to the model. Models are estimated separately for Web (email/Web and SMS/

Web) and SMS surveys given our expectation of a large difference in survey duration

between data collection modes (Schober et al. 2015).

Median duration did not differ between the two Web surveys (F1,3177 ¼ 0.1): 138

seconds in email/Web and 137 seconds in SMS/Web. As no significant difference emerged

between these two modes, we pool the Email/Web and SMS/Web data to test differences

across modules. Median survey duration differed between the four modules

(F3,3175 ¼ 121.0, p , .001). Given the significant F statistic, we compared modules

pairwise. Median duration for the pooled web-based surveys differs between each pair of

modules except for modules B and C for which duration fails to differ. Time to complete

Module D exceeds all other modules: A (z ¼ 10.3, p , .001), B (z ¼ 15.9, p , .001) and

C (z ¼ 17.1, p , .001) and time to complete module A exceeds modules B (z ¼ 5.7,

p , .001) and C (z ¼ 6.7, p , .001). Finally, the interaction of mode and module was

tested but was not statistically significant (F1,3171 ¼ 0.9).
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In the SMS/SMS survey, median duration was over 30 minutes (1,845 seconds), ranging

from 1,668 seconds for Module C to 1975 for Module B. However, survey duration did not

significantly differ between modules in the SMS/SMS condition (F3,482 ¼ 0.2).

4.3. Demographic and Self-Reported Health Covariates

A number of significant differences emerge in the distributions of the four demographic

variables and two self-reported health variables between the three modes (see Table 2).

Respondents answering the survey in the SMS/SMS condition report relatively poorer

health and mental health. SMS respondents are also more likely female and are relatively

younger than their counterparts completing Web surveys. Those invited by email to

complete a Web survey, however, are relatively more educated than those invited by SMS

to take either a Web or SMS survey and report better mental health. Relatively few

differences emerge across modules within modes. Differences emerge in the SMS/Web

survey on education, and in the SMS/SMS survey on age and education. However, no clear

and consistent patterns emerge from these comparisons across modules.

4.4. Predicting Patient Experience Outcomes

The first set of regression models provide a baseline restricted model predicting the five

outcomes controlling only for demographic and health covariates. The adjusted means

from these models for the five outcomes range from 7.0 for provider accessibility to 8.1 for

effective communication and the overall provider rating (see Table 5).

The next set of regression models include mode as an independent variable. F-tests

comparing each model to the corresponding previously estimated baseline model show

statistically significant effects for mode in models for three of the five outcomes, effective

communication (F2,1794 ¼ 10.5, p , .001), office staff rating (F(2,3640) ¼ 13.2, p , .001),

and provider rating (F(2,3635) ¼ 7.8, p , .001), and was marginally significant in a fourth

model for provider accessibility (F(2,1712) ¼ 2.6, p , .10).

For each model with a significant F-statistic, we compare adjusted means for these

outcomes by mode. Email/Web responses differ from SMS/SMS for four outcomes,

provider accessibility (6.8 and 7.3; t ¼ 2.14, p , .05), effective communication (7.8 and

8.5; t ¼ 3.96, p , .001), office staff rating (7.7 and 8.3; t ¼ 5.03, p , .001), and provider

rating (8.0 and 8.4; t ¼ 3.50, p , .001), in each case the SMS survey yielding the higher

value. Email/Web responses differ from SMS/Web for three outcomes, effective

communication (7.8 and 8.3; t ¼ 3.64, p , .001), office staff rating (7.7 and 7.9; t ¼ 2.79,

p , .01), and provider rating (8.0 and 8.2; t ¼ 2.81, p , .01), in each case the SMS/Web

condition yielding the higher value. For only one outcome, the office staff rating, do

SMS/Web (7.9) and SMS/SMS (8.3) responses differ (t ¼ 3.12, p , .01).

The next set of models include module as an independent variable. F-tests comparing

each model to the corresponding previously estimated model show statistically significant

effects for module for just one of the five outcomes, care coordination (F2,1794 ¼ 10.5,

p , .001), with module C yielding lower values of the outcome than module D.

The final set of models include the interaction of mode and module. F-tests comparing

each model to the corresponding previously estimated main-effect only models show no

statistically significant effects for the interaction terms.
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5. Discussion

5.1. Respondent Burden and Planned Missing Modules

That shorter surveys reduce respondent burden (Johnson et al. 2013; Toepoel and Lugtig

2018; West et al. 2015) motivated our novel test of a planned missing design in Web and

SMS patient surveys. We operationalized respondent burden as (longer) survey duration,

(lower) completion rates, and (higher) breakoff rates in line with prior theory and research

(Antoun and Cernat 2020; Bradburn 1978; Mavletova and Couper 2015; Peytchev 2009;

Sharp and Frankel 1983; Steinbrecher et al. 2015). Taken together, findings suggest that

the planned missing design did reduce respondent burden, especially in both Web (email/

Web and SMS/Web) surveys. Module D, the full-length version of the web survey

questionnaire, took significantly longer for Web respondents to answer compared with the

three shortened questionnaire modules. Of the planned missing modules, Module A asked

more questions than did the others (Modules B and C) and took respondents longer to

answer than the other shortened versions. In the SMS/SMS mode, however, no significant

differences in survey duration emerged between modules. This is likely due to two

important factors: (1) reduced statistical power given the smaller number of completed

SMS surveys, and (2) the relative difference between the very brief amount of time needed

to answer questions and the longer spans of time between active question answering.

Finally, although completion rates did not significantly vary between modules, Modules B

and C did yield significantly lower breakoff rates compared to Modules A and D.

5.2. Respondent Burden and Invitation and Data Collection Modes

The three invitation and data collection modes clearly varied by respondent burden as

operationalized in the current study. SMS as a data collection mode appeared to increase the

burden placed on respondents relative to the two Web surveys. Panelists assigned to SMS were

less likely to complete the survey and those who do start an SMS survey are more likely to

breakoff, at a rate in line with prior research (Lau et al. 2019). Moreover, those SMS panelists

who persist through the survey spend an order of magnitude more time completing it compared

to the two groups of Web survey respondents regardless of how they were invited (i.e., via

email or SMS). In comparison with Web surveys, SMS surveys may also present respondent

burden that differs in kind as well as degree. In the current study, Web surveys are completed

by most respondents in a single session, answering the first question and the last within a few

minutes of each other. Conversely, SMS respondents stretch out the question-answering

process, distributing the burden of responding over a longer period of time (Schober et al.

2015; West et al. 2005) and increasing the potential for breakoffs (Lee et al. 2013).

Respondent burden in the SMS/Web condition fell in between the SMS survey with the

SMS invitation and the other Web survey using an email invitation. This finding follows

extant research demonstrating that SMS invitations can lead to higher respondent burden,

including higher breakoffs and reduced completion rates (Mavletova and Couper 2014).

5.3. Effect of Respondent Burden on Outcomes

Although the planned missing design appears to reduce respondent burden, few

differences emerge in patient experience outcomes. This finding suggests that partitioning
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the survey instrument as part of the planned missing design did not change how

respondents answered questions. For only one outcome, coordination of care, did

including module in the model significantly improve model fit. Respondents in full-length

module D report better experiences with care coordination than respondents in shortened

module C, the only shortened module with this question included. This single difference

between modules is likely a context effect (Swain 2015). In module D, the full survey, care

coordination questions were interleaved with questions about the effectiveness of the

provider’s communication and the overall provider rating (see Table 1). Questions about

the provider explaining things well, listening carefully, showing respect, and spending

adequate time may encourage module D respondents to feel more positively about their

provider. Thus, respondents answering those questions may give higher ratings of care

coordination (knowing the patient’s medical history, providing test results) than module C

respondents for whom care coordination questions are the first set answered after the initial

screening items. In sum, while the longer survey modules arguably increased respondent

burden, illustrated in longer survey duration and higher breakoff rates, respondent burden

seemingly did not alter measured outcomes. This finding provides some initial evidence

supporting the use of the planned missing design with CG-CAHPS.

5.4. Effect of Invitation and Data Collection Mode on Outcomes

Invitation and data collection modes also influenced how respondents answered in four of

the five outcomes. Email/Web respondents reported poorer experiences with their provider

than did respondents invited by SMS. For only one outcome did SMS/Web respondents

differ from SMS/SMS respondents, the former reporting poorer experiences with their

provider’s office staff than the latter. While the source of these by-mode differences in

outcomes is uncertain, the pattern of findings suggests a potential cause. The consistent

differences in four of five outcomes between email/Web and SMS/SMS, the consistent

lack of differences in four of five outcomes between SMS/Web and SMS/SMS, and that

outcomes from SMS/Web consistently fell in between those from the other two mode

protocols, suggest a mode of invitation effect generating these differences. Panelists who

respond to an invitation by SMS, or are even willing to receive an invitation by SMS,

clearly differ from panelists who receive and respond to email invitations.

5.5. Limitations and Future Directions

In summary, the planned missing design was successful for the Web surveys, reducing

respondent burden – shorter survey duration and fewer breakoffs – without changing

patient experience estimates. While we are optimistic about the use of a planned missing

design with CG-CAHPS surveys in the future, further study is needed, specifically with a

sample of patients from a provider or healthcare organization. We used a sample from an

online non-probability panel as a first test. It is possible that online panelists may differ

from a sample of patients from a provider list in key ways that could alter response patterns

and patient experience estimates. Given their greater experience with answering surveys,

panelists may be more adept at survey response than the average patient (Toepoel et al.

2008). Thus, the applicability of these findings may be limited if panelists answer these

questions in ways that differ systematically from a sample from a clinic, hospital, or
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physician patient list; a concern that is not unique to this study (Hillygus et al. 2014).

However, given that we screened panelists for a physician visit in the last six months, and

this is not a rare population, these findings are arguably likely to be similar to what would

be found using a patient sample. Future research should validate these findings with a

sample generated from a list of patients with a recent visit to a healthcare provider.

The planned missing design yielded relatively more mixed results in the SMS survey,

reducing breakoff rates but failing to shorten survey duration. This finding suggests that

respondent burden may be linked to qualities of the planned missing design other than time

to completion, such as the sheer number of questions asked. Respondents may fear that the

SMS survey in particular is never-ending as every answer sent leads to a new question

received Indeed, SMS achieved the lowest completion rate and highest breakoff rate in

comparison with both Web survey modes. While SMS also yielded far and away the

longest survey duration, our measure of duration lacks detail, an important limitation to be

addressed in future research. Ideally, researchers would record the time that a question is

sent, the message is opened, and the answer is received. With these additional details,

future research may better understand how respondents interact with SMS surveys and

whether and how the number of questions influences respondent burden.

Brief indicators of progress (e.g., “question 10 of 15” or “66% complete”) sent by text in

combination with or in addition to the survey questions may help motivate SMS survey

respondents to continue with the survey and resist the desire to breakoff. However, these

progress indictors may counterproductively extend the length of the text message. Moreover,

progress indicators may reduce rather than increase response rates in Web surveys (Villar et al.

2013). Therefore, future research should carefully evaluate their use in SMS surveys.

6. Conclusion

This article contributes to the literature on respondent burden by testing a planned missing

design – randomly assigning respondents to answer only a subset of questions to shorten

the survey and reduce respondent burden (Johnson et al. 2013) – in Web and SMS

surveys. To our knowledge, this is the first test of this approach to reduce respondent

burden in an SMS survey.

Three shortened versions of the CG-CAHPS patient experience survey applying a

planned missing design reduced the number of questions by about 40% in comparison to

the full survey module. We invited members of an online panel using one of two invitation

modes, email or SMS, to complete a survey in one of two data collection modes, Web or

SMS surveys. We found that a planned missing design reduced respondent burden for Web

survey respondents, yielding fewer breakoffs and shorter survey duration. Most

importantly, we reduced respondent burden without significantly altering the way that

respondents answered most of the questions about patient experience. While findings

should be investigated further using samples from clinic patient lists, the findings from the

Web survey are encouraging: a planned missing design can make our respondents’ jobs

easier while keeping survey statistics consistent.

The findings for the SMS survey were less clear. Although the shortened versions of the

SMS surveys tended to reduce the breakoff rate relative to the full-length control version,

they did not yield a reduction in the time it took respondents to complete the survey.
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Arguably, both the full 25-item CG-CAHPS survey and the shortened 15-item surveys

may simply be too long to expect respondents to complete by text message. Moreover, the

piecemeal way questions are sent after previous questions are answered may prevent the

planned missing design from perceptibly reducing the burden of the task. Thus, the nature

of the mode combined with the number of questions may simply exhaust even those

respondents initially willing to complete the survey, as reflected in a lower completion rate

among eligible respondents and a breakoff rate that is 3-10 times higher than that in the

Web surveys. The solution may be to further reduce the number of questions asked in an

SMS survey, perhaps to around five or so, and make more explicit ways for respondents

skip questions they do not wish to answer (Lau et al. 2019). Moreover, sample members

who are capable of and willing to complete an SMS survey may be very different from

those without the ability and willingness to respond via SMS. While this may change over

time, this hurdle to completing SMS surveys with general populations may present a

significant barrier to moving surveys into this mode for data collection.

We also found evidence for a mode of invitation effect. Respondents able and willing to

even receive an SMS invitation may be substantially different from those without the

capability and willingness. Those respondents invited by SMS to participate in Web

survey responded to the survey in a way that split the difference between those who were

invited by email to complete a Web survey and those invited by SMS to an SMS survey.

Future research should further investigate how using SMS as an invitation mode may alter

who responds.

In conclusion, the planned missing design can clearly be applied successfully in Web

surveys. Our original full-length survey was already relatively brief, about 25 questions.

Thus, other survey researchers may find additional reductions in response burden yielding

even larger increases in completion or response rates and reductions in breakoffs and

survey duration. However, work remains to determine if and how a planned missing

design can be successfully adapted to reduce respondent burden in SMS surveys. The next

step in applying a planned missing design in SMS may be to further reduce respondent

burden by further shortening the survey, or in other words, planning for more missing.
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Response Burden and Dropout in a Probability-Based
Online Panel Study – A Comparison between an App and

Browser-Based Design

Caroline Roberts1, Jessica M.E. Herzing2, Marc Asensio Manjon1, Philip Abbet3, and

Daniel Gatica-Perez4

Survey respondents can complete web surveys using different Internet-enabled devices (PCs
versus mobile phones and tablets) and using different software (web browser versus a mobile
software application, “app”). Previous research has found that completing questionnaires via a
browser on mobile devices can lead to higher breakoff rates and reduced measurement quality
compared to using PCs, especially where questionnaires have not been adapted for mobile
administration. A key explanation is that using a mobile browser is more burdensome and less
enjoyable for respondents. There are reasons to assume apps should perform better than
browsers, but so far, there have been few attempts to assess this empirically. In this study, we
investigate variation in experienced burden across device and software in wave 1 of a three-
wave panel study, comparing an app with a browser-based survey, in which sample members
were encouraged to use a mobile device. We also assess device/software effects on
participation at wave 2. We find that compared to mobile browser respondents, app
respondents were less likely to drop out of the study after the first wave and the effect of the
device used was mediated by subjective burden experienced during wave 1.

Key words: App-based survey; attrition; mobile survey; usability; user satisfaction.

1. Introduction

Mobile Internet technologies presents numerous opportunities for survey research, as well

as some important challenges (Link et al. 2014). Respondents can now access online

surveys via web browsers on a number of different Internet-enabled devices (notably,

desktop PCs and laptops, tablets and smartphones (Callegaro 2010; De Bruijne and

Wijnant 2014a; Lugtig and Toepoel 2016; Peytchev and Hill 2010; Struminskaya et al.
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2015)). While this range of access options means that long-standing coverage problems

associated with web surveys are diminishing (Couper et al. 2017; Lee et al. 2019), research

has highlighted difficulties around ensuring data quality where multiple response devices

are used in the same survey (Antoun et al. 2017; Callegaro 2013; Lee et al. 2019; Revilla

et al. 2016). There is evidence that compared to on PCs, answering questionnaires on

mobile devices can take respondents longer (Couper et al. 2017; Couper and Peterson

2017), increase breakoff risk (Buskirk and Andrus 2012; Callegaro 2010; Couper et al.

2017; Mavletova and Couper 2015; Peytchev 2009), and affect measurement quality

(Antoun 2015; Mavletova 2013; Mavletova and Couper 2013, 2015). Optimising online

surveys for mobile devices in ways that motivate participation, engage respondents, and

promote conscientious questionnaire completion has, therefore, become a key priority for

survey practitioners (Antoun et al. 2018; De Bruijne and Wijnant 2014b; Mavletova et al.

2018; Peytchev and Hill 2010). This is especially important given the growing use of web-

based data collection in longitudinal surveys, where mitigating panel attrition is a central,

ongoing challenge (De Leeuw and Lugtig 2014).

Understanding the reasons why response behaviour and engagement vary across different

access options is key to improving the design of future online surveys. While these reasons are

manifold and intrinsically linked to the characteristics of respondents using them (Lugtig and

Toepoel 2016), device and software usability and experienced burden have been identified as

parts of the Equation (Callegaro et al. 2015; Couper et al. 2017). Web questionnaires designed

for PCs are not always well-adapted to browsers on smaller touch-screen devices, and mobile

internet connections (and being physically mobile) are less conducive to sustained

concentration on questionnaires over long periods (Antoun et al. 2018; Callegaro et al. 2015;

Couper et al. 2017) making the response task more demanding, and time-consuming (Antoun

et al. 2018). Mobile software applications (apps) designed for hosting survey questionnaires

offer ways to address some of these constraints, as well as other ways to make mobile-web

surveys less burdensome and more engaging (Link et al. 2014). Most research investigating

the utility of apps for surveys to date, however, has focused on the new measurement tools they

offer and respondent willingness to use them to complete alternative data collection tasks

(e.g., Jäckle et al. 2019; Keusch et al. 2019; Revilla et al. 2017; Wenz et al. 2019). Few studies

have explicitly investigated whether perceptions and experiences of response burden among

app respondents are more positive compared to respondents using mobile browsers, and if so,

whether this, in turn, affects response behaviour and participation decisions.

In this study, we address this knowledge gap by investigating variation in experienced

burden in the first wave of a three-wave panel study, across chosen response devices (PCs

(desktop and laptops) verses mobiles (smartphones and tablets) and software (web browser

versus mobile app), and the extent to which burden mediates device and software effects

on willingness to participate in the subsequent panel wave. Specifically, we address the

following research questions:

RQ1: To what extent does experienced response burden vary as a function of response

device and software?

RQ2: Does willingness to participate at wave 2 of an online panel study vary as a

function of the response device/ software used at wave 1?

RQ3: Does experienced response burden at wave 1 mediate device/software effects on

willingness to participate at wave 2?
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Before describing the research design and analytic approach in detail, we first review

relevant literature relating to design challenges in mixed device web surveys and the problem

of response burden – particularly in a panel setting. We also describe some of the

opportunities apps offer for optimising web survey design for participants on mobile devices.

2.1. Design Challenges in Web Surveys and the Problem of Response Burden

While the proliferation of access options available for completing web surveys represents

good news on the one hand for survey practitioners, on the other, research into its

implications for data quality has highlighted areas for concern (De Bruijne and Wijnant

2014b; Maslovskaya et al. 2019; Toepoel and Lugtig 2015). Like modes of data collection,

different devices have their own error properties (Couper et al. 2017), which can affect

data comparability in mixed device settings (Toepoel and Lugtig 2015). While potentially

problematic, measurement differences between devices are generally viewed as a lesser

cause for concern than differences resulting from device-related selection errors (Couper

et al. 2017; Keusch and Yan 2017; Toepoel and Lugtig 2018; Antoun et al. 2019;

Struminskaya et al. 2015), that is, errors resulting from non-coverage and nonresponse

which affect who is selected into the response sample (Klausch et al. 2015), and hence, its

representativeness.

There are multiple explanations for differences in selection error in estimates based on data

gathered from respondents on different devices. Firstly, different devices (and different

brands of device and operating systems) tend to be used by different socio-demographic

groups, who may, in turn, be more or less likely to use those devices to participate in web

surveys. Secondly, in mobile web surveys, in which participation is only allowed on a mobile

device, unit nonresponse rates are generally higher than for PC web surveys, suggesting an

overall negative impact on response propensity of mobile modes. This has been attributed to

both respondent and device characteristics (e.g., respondents’ level of familiarity with the

device and how they habitually use it versus its technological features, like the speed and

reliability of internet connection (Couper et al. 2017). Thirdly, user characteristics, device

features and environmental influences can all affect respondents’ motivation to finish

answering the questionnaire once started, as any difficulties experienced (e.g., technical

problems, distractions) may cause them to want or have to stop (Link et al. 2014, 19). Indeed,

there is consistent evidence that respondents on mobile devices have a higher breakoff rate

than those responding on desktop and laptop computers (Buskirk and Andrus 2014; Couper

and Peterson 2017; Couper et al. 2017; Guidry 2012; Wells et al. 2013) and that those on

smartphones are more likely to quit the survey compared to those on tablets (where breakoff

rates for the latter are closer to those on PCs (Guidry 2012; Wells et al. 2013). Less is known

about whether, for the same reasons, mobile respondents in web-based panel studies are more

likely to drop out of the study in subsequent waves of data collection, but there are reasons

(reviewed below) to assume this may well be the case.

To mitigate non-comparability in data quality across response devices in web surveys it

is essential to address the underlying mechanisms responsible for negative outcomes for

mobile respondents. Explanations for differences in response behaviour by device (besides

user characteristics) frequently invoke concepts relating to device usability and response

burden. For example, Mavletova and Couper’s (2015, 93) meta-analysis found breakoff
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rates for mobile respondents to be highest for longer questionnaires with complex design

elements (e.g., grids, sliders and images) and for questionnaires designed for completion

on a PC (see also Callegaro 2010). The latter require respondents to make additional effort

on smaller screens (e.g., to scroll down the screen to read long questions or long lists of

response options) and data input using a touch screen may be less comfortable and more

error prone than on larger devices (Link et al. 2014).

Studies have also consistently found differences in completion times for respondents

answering questionnaires on different devices, with mobile respondents taking longer, on

average, than PC respondents (Antoun and Cernat 2020; Couper et al. 2017; Couper and

Peterson 2017; Keusch and Yan 2017; Mavletova and Couper 2015). Like breakoffs,

longer completion times have been attributed to device-related factors such as the greater

need to scroll due to smaller screen sizes, the demands of text input without a keyboard,

and increased transmission times due to connection speed (Antoun and Cernat 2020;

Couper et al. 2017; Couper and Peterson 2017; Keusch and Yan 2017; Mavletova and

Couper, 2013; 2015).

Contextual factors have also been alluded to, however, including mobile respondents

being on the move when completing questionnaires, being in the presence of other people

or exposed to other distractions, and multi-tasking (Couper et al. 2017; Wenz 2021).

Longer completion times should indicate increased objective burden to the extent that they

imply greater time sacrifice to complete the survey task and more effort required to finish

(Office of Management and Budget 2006). However, the relationship with the

respondent’s subjective experience of burden is less clear cut, as taking longer to

complete a questionnaire may also imply more task engagement (Lynn 2014; Read 2019).

For this reason, it is important to take account of the interplay between subjective

perceptions of burden and objective hindrances to participation that may influence

willingness to continue participating in a survey (Couper et al. 2017), particularly in a

longitudinal research setting.

In longitudinal surveys, response burden has also been cited as a common reason for

attrition (Hoogendoorn and Sikkel 1998; Laurie 2008; De Leeuw and Lugtig 2014;

Kleinert et al. 2019). Attrition refers to respondents dropping out of a panel study, either

temporarily or permanently, and can be attributed to a variety of causes, including

variation in intrinsic motivations to participate in and commitment to a study, as well as

extrinsic factors such as incentives (Lynn 2008; Lugtig 2014). However, experienced

burden plays a role in so-called ‘panel fatigue’ (Laurie et al. 1999; Lemay 2010) and is

assumed to accumulate over the course of panel participation (especially with frequent

data collection), leading for some to the decision to drop out (Lipps 2009; Watson and

Wooden 2009; Lemay 2010). Burden may also play a key part in experienced ‘shocks’ that

can lead to dropout (Lemay 2010; Lugtig 2014; Kleinert et al. 2019), for example, when

objective burden in a particular survey wave is greater due to design features such as

questionnaire content, length, difficulty, or due to stress or frustration provoked by

response tasks (see e.g., Dillman et al. 1993; Galesic and Bosnjak 2009; Marcus et al.

2007; Lynn 2014; Lugtig 2014; and Kleinert et al. 2019). Perceptions (and recall) of such

features can vary by response mode (Couper et al. 2017; Gummer and Daikeler 2020), so it

is likely that device-related differences may arise in Internet panel studies also.
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Further evidence that burden plays a role in panel attrition comes from the fact that

attrition is often highest among people for whom the level of burden is objectively greater

(Lugtig 2014). This includes, for example, people with lower levels of education or

cognitive skills who may find it harder to complete questionnaires (Loosveldt and Carton

2001; Freese and Branigan 2012) and people from ethnic minorities, who may experience

increased burden due to language difficulties (Lipps 2009). However, it may also be due to

divergent subjective experiences of burden. For example, people with extravert

personalities appear to be more susceptible to boredom and panel fatigue (Lugtig

2014). More generally, respondents who gain less enjoyment from completing surveys or

respondents who experienced difficulties at the previous survey wave are also more likely

to drop out of panels (e.g., Hill and Willis 2001; Kalton et al. 1990; Laurie et al. 1999;

Lepkrowski and Couper 2002; Loosveldt and Carton 2001; Olsen 2005; Lugtig 2014).

Finally, longer interview times (Hill and Willis 2001) and poor response quality attributed

to fatigue (Loosveldt et al. 2002) have also been found to be predictive of attrition. These

findings reinforce the hypothesis that the risk of attrition in an online panel study will be

greater for respondents completing questionnaires on mobile device browsers if

participation is experienced as especially burdensome.

2.2. Opportunities Offered by Survey Apps

To mitigate response burden for mobile-web respondents, it is recommended to adapt web

questionnaires designed for PCs (or other modes) to accommodate constraints imposed by

mobile devices (Buskirk and Andrus 2014; Peytchev and Hill 2010; Antoun et al. 2017;

Couper et al. 2017; Herzing 2019). Mobile-optimised survey design has been shown to

reduce required effort for mobile device respondents, leading to lower breakoff rates

(Mavletova and Couper 2015; Stapleton 2013). Optimised designs can also help to

improve respondents’ interest and enjoyment, found to be important in motivating

(ongoing) participation in mobile web surveys (Bosnjak et al. 2010; Galesic 2006).

Guidelines for adapting web questionnaires for mobile devices apply equally across

browser and app-based platforms. However, apps offer additional ways to optimise web

surveys to mobile devices that can potentially reduce burden and enhance enjoyment for

mobile respondents (Jacobsen and Kühne 2021), which should, in principle, make them even

more appealing than conventional browser-based surveys. In an app, the questionnaire resides

locally on the phone, so it imposes fewer demands for a persistent internet connection, which

may reduce breakoff risk (Link et al. 2014). Questionnaires can more easily be administered to

respondents in shorter modules (simultaneously or over time), potentially offering them

greater control over the duration of participation in any given response session, which may

also mitigate the likelihood of breakoff and perceptions of burden (Johnson et al. 2012;

Toepoel and Lugtig 2018). Apps also offer the possibility to contextualise the timing of survey

requests (e.g., triggered by location or event) so they are received when participation is more

relevant or convenient (Jäckle et al. 2018; Kreuter et al. 2018).

Apps also offer opportunities to potentially reduce response burden by replacing self-

report measures with alternative types of data capture, including visual data and passively

collected data (e.g., GPS, browser or app logs, or other sensor data (Keusch et al. 2019;

Revilla et al. 2019). For example, in a study by Jäckle et al. (2019), respondents were
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asked to download an app in order to scan receipts for purchases, allowing them to save

time and effort compared to entering details manually. Incorporating multimodal data

collection (e.g., capturing photos, videos and audio) alongside conventional measures may

also help to increase respondent engagement by making participation in surveys more

enjoyable and varied (Link et al. 2014). Apps should, therefore, improve mobile

respondents’ participation experience, engagement, and motivation to continue

participating and to optimise the response process. Assessing these possible benefits is

key to finding ways to better optimise web-based surveys for existing and future mobile

respondents. If response burden is indeed lower, then app-based data collection may be

especially suitable for mobile respondents in online panel studies; just as the benefits of

using apps are maximised in longitudinal research designs (Lugtig 2021).

It is important to note that despite their potential advantages, studies to date have

generally found low levels of stated and actual willingness to participate in surveys via

mobile apps. Here again, factors relating to burden appear among hypothesised

explanatory variables (Keusch et al. 2019; Wenz et al. 2019). For example, Wenz et al.

(2019, 4) identify potentially burdensome task characteristics (see also Keusch et al. 2019;

Revilla et al. 2019), including having to download and install the app to begin with, and

whether the survey involves active or passive data collection. Consistent with this,

willingness to respond via an app varies both as a function of survey design features as

well as respondent characteristics, with those for whom burden to complete tasks is likely

lowest responding at higher rates. For example, studies have found younger respondents,

and more generally, those who are more familiar with and experienced using mobile

devices and other apps, are more willing to respond via a survey app (Pinter 2015;

Scherpenzeel 2017; Elevelt et al. 2019; Jäckle et al. 2019; Keusch et al. 2019; Mulder and

de Bruijne 2019; Wenz et al. 2019; Lawes et al. 2021; Struminskaya et al. 2021).

This complicates the task of comparing experiences of burden across response devices and

software, as selection effects influence who responds via different access options and can bias

estimates of burden derived from those samples. It also implies a need to acknowledge that

burden may be a more complex phenomenon in the context of mixed device web surveys than

originally conceptualised (e.g., by Bradburn 1978; Haraldsen 2004) and operationalised by

many researchers (see Yan et al. 2019; Galesic and Bosnjak 2009; Link et al. 2014). This

means that efforts to optimise surveys for mobile devices that focus solely on improving

questionnaire design features may be insufficient for guaranteeing positive response

experiences, as other factors beyond researchers’ control (e.g., respondent experience, device

usability and environmental factors), may mean that device or software-related differences

persist. Nevertheless, to the extent that burden for mobile respondents can be alleviated

through optimal design, apps may well be effective at reducing some of the negative effects of

mobile devices on survey participation, and by extension, help to improve data quality.

3. Methods

3.1. Data

The data come from a three-wave online panel survey called ‘Selects-Civique’, conducted

in Switzerland during the 2019 Swiss Federal Election campaign, alongside the Swiss
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Election Studies (‘Selects’) (Tresch et al. 2020). The survey included an experimental

design (illustrated in Figure 1) to compare a (mobile-optimised) browser-based design

with an app-based design. As for the ‘Selects’ survey, the target population for Selects-

Civique was Swiss adults (18 and over) with the right to vote in federal elections, but the

sample was restricted to people resident in French-speaking cantons only (due to resource

constraints). A sample of 2,175 individuals was drawn from the Federal Statistical Office’s

sampling frame based on population registers maintained by municipalities and randomly

assigned to one of two treatment groups. Group 1 (n ¼ 1,088) received a mailed invitation

to participate in the panel via a web browser, while Group 2 (n ¼ 1,087) received a mailed

invitation to participate in the panel via a mobile application called ‘Civique.org’, a pre-

existing data collection platform intended as a citizen science initiative to gather

multimodal data relevant to local civic causes (www.civique.org – first developed in 2015

and updated over time at Idiap Research Institute, Switzerland by D. Gatica-Perez, J.-I.

Biel, O. Bornet, P. Abbet,, and D. Santani, at Idiap Research Institute, Switzerland).

Wave l
Assigned
software

Wave l
Chosen response

device and
software

Waves 2 and 3
Assigned
software

Group 1 – browser

Mail invitation with QR code
and URL to participate via a

browser

Reminder
with URL

Browser
(PC or
mobile)

PC
browser

(Desktop or
laptop)

Mail invitation to participate via an app or browser
(with emphasis on app for Group 1 in wave 2)

Mobile
browser
(Phone or

tablet)

Mobile
app

(Phone or
tablet)

PC
browser

(Desktop or
laptop)

Waves 2 and 3
Chosen

response device
and software

Mobile
browser
(Phone or

tablet)

Mobile
app

(Phone or
tablet)

Mail invitation with QR code
to participate via a mobile

app

Group 2 – app

Fig. 1. Research design – Assigned software and chosen response device.
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At wave 1 (fielded in May 2019), sample members received an unconditional incentive

of USD 10. In both groups, the possibility to use a mobile device was emphasized in the

invitation letter by displaying a Quick Response (QR) code, which directly forwarded

respondents to the survey landing page (group 1) or the Civique app in either the Google

Play or Mac App store depending on which operating system was detected (the app is

available for Android and iOS mobile operating systems (but not for PCs)). To enable

sample members without mobile devices to participate, the invitation also included a

Uniform Resource Locator (URL) link to the survey landing page. Nonrespondents in

group 2 were not informed about the browser version until the first reminder of wave 1. At

wave 2 (fielded in October 2019), all wave 1 respondents from both groups 1 and 2

(irrespective of response device/ software used) were sent a postal invitation to participate

via the app but were simultaneously offered the option of responding via a web browser.

Participation via the app was emphasized visually and incentivised with a potentially

higher conditional incentive (up to USD 20 for the app participation versus USD 10 for the

browser).

Thus, within groups, respondents could self-select their preferred response device and

software. At wave 1, group 1 respondents could only participate via a web browser but had

the choice whether to respond on a PC (desktop or laptop) or on a mobile device

(smartphone or tablet) – using the QR code or by typing in the URL. Group 2 respondents

could participate via the app (on a smartphone or tablet, but not a PC) or via a web browser

on a PC or mobile device (see Figure 1). At wave 2, all respondents could complete the

survey using their preferred access option. Our analysis compares mobile respondents

using a browser at wave 1 with (a) mobile respondents using the app, and (b) PC

respondents using a browser and we address the self-selection into the device response

groups using weighting (described further below).

All app users were required to sign a consent form within the app detailing the data

privacy and data protection policy (also available to browser respondents on the study

website).

3.2. Questionnaires

The questionnaires mainly included questions about political attitudes, voting behaviour,

media consumption, social network usage, and socio-demographics. In both the browser

and app groups we used an optimal design strategy (Hox et al. 2017) aimed at maximizing

data quality in each of the access options. The browser version (programmed in Qualtrics)

used a mobile-optimised design, adjusting to screen size, with only one item displayed per

screen. The intended completion time was around 20 minutes, the content dictated in part

by the design of the parallel “Selects” study.

The app version followed a modular design process that used the available technical

features of the platform to improve user experience. This involved splitting the browser

version of the questionnaire into thematic sections, each taking one to five minutes to

complete. At wave 1, there were nine modules, which were presented in the same order as

in the browser questionnaire but were all made available at once, so respondents were free

to choose the order of completion. It was not possible to skip questions within modules in

the app, but modules could be left out or abandoned. In the browser, respondents were
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required to respond to all applicable questions (in the intended, fixed order), but where

appropriate, options were provided to allow respondents to withhold their answer.

3.3. Indicators of Response Burden

As response burden can be evaluated both objectively and subjectively, we draw on

indicators of both dimensions (Read 2019) – see the Online Supplemental Material (Table

S1) for an overview. To measure subjective response burden, we analyse respondents’

evaluations of experienced burden in the wave 1 questionnaire, based on four items that

were asked at the end of the questionnaire (in the last module in the app). The items

included statements presented with a five-point fully labelled Agree/Disagree response

scale, where 1 meant ‘completely agree’ and 5 meant ‘completely disagree’. The

statements were: (1) ‘The questionnaire was interesting’, (2) ‘The length of the

questionnaire was adequate’, (3) ‘The questions were comprehensible’, and (4) ‘Filling in

the questionnaire presented no difficulty’. We assumed that if respondents agreed with the

statements, their overall experience at wave 1 was positive and their experienced burden

low. Item 1 is relevant to respondent motivation to participate (Groves et al. 2004) and

continue participating in the panel (Galesic 2006). Items 2, 3 and 4 are more direct

indicators of perceived response burden, relating to length, effort and respondent ability/

competence (Read (2019), originally proposed by Bradburn (1978) and Haraldsen (2004)).

The items are also akin to common usability metrics used in user experience research,

relating to satisfaction, enjoyment, engagement, experienced burden and task success

(Geisen and Bergstrom 2017).

After confirming the inter-item correlations were positive and significant, we created a

composite measure of subjective burden based on respondents’ mean scores for all four

items for use in preliminary pairwise comparisons between the groups of interest.

Cronbach’s alpha for the scale was .71 (a principal components analysis extracting one

factor with an eigenvalue greater than one supported this decision). However, two of the

items (comprehensibility of the questions and difficulty filling in the questionnaire) had

lower correlations with the other two and did not differentiate respondents or device

groups well (and indeed, were negatively correlated with the second factor, which had an

eigenvalue just below one – output available in the See Online Supplementary Material).

For this reason, we also computed a mean score based only on the other two items

(questionnaire length and interest) for use in the subsequent (mediation) analyses.

To measure objective response burden, we calculated wave 1 completion times based

on module completion timings from the app (summing the time taken to complete all the

modules), and screen-by-screen timing variables from Qualtrics, which were summed

across the items according to how they were grouped in each app module, and then across

all the modules. We report mean completion times in minutes, normalised based on þ -2

standard deviations (SD) from the mean. Completion times for a total of 16 cases (nine for

the app, seven for the browser) were two SD above the mean, and we substituted these with

the average time taken by the remaining respondents (following Revilla and Ochoa 2015),

as these were likely indicative of interruptions rather than necessarily due to slower pace.

The number of items that were applicable to all respondents was slightly lower in the

app version (91 questions applicable to all respondents) than in the browser version for
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respondents with a smartphone (96 questions applicable to all), and slightly higher than for

browser respondents without a smartphone (83 questions applicable to all). The

differences were in a module of questions on smartphone use, in which certain items were

deemed not to be relevant to those already responding via the app (a question about the

smartphone’s operating system; a question on smartphone skills; and questions on

willingness to complete a questionnaire on a mobile phone; to, download a survey app and

to share GPS location) or to those without a smartphone, who answered a subset of

questions about activities completed on the Internet instead. In addition, the actual number

of questions answered varied by respondent as a function of whether follow-up questions

to filters were asked. For this reason, we also compare groups on the number of answers

given in wave 1 as an indicator of objective burden. However, as this variable was not

normally distributed, highly associated with the response device and correlated with the

response duration variable, we excluded it from the subsequent multivariate analyses.

3.4. Analytic Approach

Based on the reviewed literature, we hypothesise that both response burden and dropout

will be greatest for mobile-browser respondents, compared with mobile-app respondents

and PC-browser respondents. Underpinning this hypothesis is the assumption that

variation in wave 2 drop-out by device and software is mediated by variation in

experienced response burden at wave 1, which we test through a mediation analysis. On

this basis, the analysis had two aims. The first was to compare subjective and objective

experienced response burden across respondents completing wave 1 on different devices

and using different software (RQ1). The second was to assess whether response device/

software used at wave 1 predicts non-participation at wave 2 (RQ2), and if so, whether and

to what extent the effect of device on non-participation at wave 2 is mediated by response

burden experienced at wave 1 (RQ3).

To address RQ1, we initially conduct pairwise comparisons using t-tests to test

differences in means for the subjective and objective measures of response burden

described above. Subsequently, we use a regression-based approach as part of the

mediation analysis conducted to address the other research questions (described in the next

section). We focus on comparing those using a mobile browser with those using a PC

browser to provide some control for the software type (notwithstanding possible

differences between browser providers), and those using a mobile browser and those using

the mobile app to provide some control for the device type. However, for interested

readers, we also present the comparison between PC and App respondents (though this

confounds device and software). At wave 1, there were only 20 app respondents who used

a tablet and 32 mobile browser respondents who used a tablet, and due to small achieved

sample sizes overall, we decided to pool tablet and smartphone respondents in all our

analyses. We recognise that, for some users, tablets may be used in similar ways to laptop

PCs. Our approach emphasises the greater portability of tablets and their typically smaller

screen sizes, as well as the fact that the app used was available for tablet, but not PC.

Future studies with larger samples responding on tablets may reconsider this classification.

Because our comparisons of interest are confounded by selection effects on the samples

responding using different devices/software, we used a propensity score weighting
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approach to try to balance the samples using auxiliary data available for all sample

members, following general recommendations for addressing questions of causal

inference in social research (Harder et al. 2010; Rosenbaum and Rubin 1983). We first

computed an inverse probability weight to address selectivity due to nonresponse at the

first wave. We then computed separate weights for the pairwise comparisons across

devices to control for the differential probability of responding using one software/ device

type compared to the other and combined these with the general nonresponse weight for

each of the pairwise comparisons. For the remaining analyses, in which we used

regression-based methods to test our mediation hypothesis, we use the general

nonresponse weight on its own. Details of how the weights were computed are available

in the Online Supplemental Material (Computation of Weights).

3.4.1. Testing for Mediation

To address RQ2 and RQ3 and test the hypothesis that the effect of the response device on

wave 2 dropout is mediated by experienced response burden at wave 1, we followed

procedures for mediation analysis (Hayes 2017) based on those proposed by Baron and

Kenny (1986), which are used widely in the social sciences (VanderWeele 2016).

Mediation analysis allows the researcher to establish the extent to which an independent

variable (e.g., response device) influences a dependent variable (e.g., dropout at wave 2 of

a panel) “through one or more mediator variables” (e.g., experienced response burden)

(Hayes 2017). In other words, it helps to shed light on how one variable influences another

variable and explicitly tests hypotheses relating to the possible mechanisms involved

(Hayes 2017).

At step 1, we regressed the indicator for non-participation in wave 2 (coded 1 if the person

did not participate in wave 2 (dropped out) and coded 0 if they did participate) on the wave 1

device indicators (dummy variables indicating those who responded on a PC and those who

responded via the app versus those who responded on a mobile browser (reference

category). At step 2, we regressed the mediator variables (the two-item subjective burden

indicator (questionnaire length and interest) and the measure of completion time) on the

device indicators, to assess the relation between device and response burden. As we used

multiple indicators of response burden, we first tested the mediation hypothesis separately

for the subjective and objective indicators (together with the control variables). Although

using the app significantly predicted reduced completion times, in the presence of the other

variables in the model, this variable was not significantly associated with non-participation

at wave 2. We focused, therefore, on the two-item measure of subjective burden, keeping

completion time as a control variable. Both the completion time (in minutes) and subjective

burden variables (the mean of two five-point scales) were recoded to range from 0 to 1,

where 0 represented the minimum score, and 1 represented the maximum level of

experienced burden – that is, the longest completion time and strong disagreement that the

questionnaire was interesting and the length was adequate. At step 3, we added the mediator

to the model predicting non-participation at wave 2, to assess whether subjective burden

significantly predicts dropout, and whether the relation between device and dropout remains

significant when controlling for response burden.

The mediation analysis was conducted using the SPSS macro ‘PROCESS’ version 3.5

(see Hayes 2017). As the main outcome variable was binary, we used logistic regression
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analysis at steps 1 and 3, and Ordinary Least Squares (OLS) regression at step 2. The

procedure produces estimates of the direct and indirect effects of the dependent variable

(device) via the mediator on the logged odds scale. To test whether the indirect effect is

statistically significant, the macro uses non-parametric bootstrapping to estimate standard

errors and 95% confidence intervals (based on 5,000 bootstrapped samples). To address

potential confounding of the assumptions underpinning the mediation hypothesis (see

VanderWeele 2016, 19–21), we included a number of control covariates in the logistic

regression analyses (shown in Table S2 and discussed in detail in part C of the Online

Supplemental Material). The same set of covariates were included in all models (and as

independent variables in the OLS regression predicting the mediator). As PROCESS

cannot handle weighted data, we present the results of the mediation for the unweighted

data only.

4. Results

Before presenting the results of the analyses addressing the three research questions, we

first present details of participation rates and breakoffs by response device and software,

which provide insight into the extent of self-selection into the response samples and some

preliminary differences of interest between groups. These are shown in Table 1. At wave

1, a total of 687 (31.6% – AAPOR RR2) sample members participated in the survey, 366

(33.6%) in the group assigned to the browser condition (group 1) and 321(29.5%) in the

group assigned to the app (group 2). The difference in response rates between the

treatment groups was statistically significant (x2(1) ¼ 4.25; p , .05). Of those

participating, 298 (43.4%) participated via a PC browser, 152 (22.1%) via a mobile

browser, and 237 (34.5%) via the app. Only 358 respondents participated in wave 2

(52.1% of those participating at wave 1), of which 139 (38.8%) used a PC browser, 23

(6.4%) used a mobile browser and 196 (54.7%) used the app. Out of the 184 wave 1

browser respondents from group 1, 89 (48.4%) switched to the app in wave 2, whereas 81

(44.0%) responded via a browser again. Only 14 respondents from group 1 (7.6%)

responded on a mobile browser at wave 2. From group 2, 174 (54.2%) respondents

participated in wave 2, of which 109 (62.6%) participated via the app and the remainder

via a browser (only ten (5.8%) on a mobile). The dropout rate for the 32 tablet users among

mobile browser respondents was 56.3% compared with 54.8% for smartphone users; for

the 20 tablet users in the app group, the dropout rate was 20% compared with 42.6% for

smartphone users.

We define breakoffs based on the modular questionnaire design used in the app in two

ways: (1) starting the survey and not completing the 9th and final module; and (2) starting

the survey and not completing the last three modules. The final module included the

questionnaire evaluation measures used as indicators of subjective burden, so failure to

complete this module meant that the respondent was excluded from our analyses. Out of

the 687 respondents, 621 had complete data for this module, and form the analytic sample

for the subsequent analyses. Not completing the final three modules meant that the

participant failed to complete the module of socio-demographic questions (module 7),

rendering their preceding answers less usable (module 8 was about motivations for

participating, so may have been considered less pertinent to the main survey topic and
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hence, provoked participants to quit). According to these definitions, breakoff rates were

higher for respondents on mobile devices (whether using a browser or app) than for PC

respondents. Breakoff rate (1) at wave 1 was 7.4% for participants using PCs, 10.5% for

participants using a mobile and 11.4% for participants using the app; and rate (2) was 6.4%

PC participants, 10.5% for mobile participants and 9.7% for participants using the app.

Differences between samples responding on different devices were not significant,

however. Respondents who did complete the second-to-last module were asked how they

would like to be contacted at wave 2, with the option to say they would prefer not to

participate again. A higher proportion of respondents using the mobile browser (27.6%)

selected this option than of respondents on a PC (22.8%; difference not statistically

significant) or using the app (18.1%; x2(1) ¼ 4.88; p , .05).

4.1. Device/Software Effects on Experienced Response Burden (RQ1)

Table 2 shows the adjusted means (weighting for nonresponse at wave 1) for the subjective

burden indicators by device/ software and the results of independent samples t-tests for

each of the pairwise comparisons. Participants’ evaluations of the wave 1 questionnaire

were generally positive across all response device groups. However, statistical differences

were observed between the main comparison groups of interest (mobile browser versus pc

and mobile browser versus app) on some measures. App respondents were significantly

more likely than mobile respondents to agree the questionnaire was interesting (mean

[M] ¼ 2.12, SD ¼ .80 vs. M ¼ 2.36, SD ¼ .89; t-value[t ] ¼ 2.70 (Levene’s Test for

Equality of Variances was statistically significant so equal variances are not assumed),

degrees of freedom [d.f.] ¼ 265.1, p-value [p] , .001), and that the length of the

questionnaire was adequate (M ¼ 1.76, SD ¼ .82 vs. M ¼ 2.55, SD ¼ 1.10; t ¼ 7.32

(equal variances not assumed), d.f. ¼ 230.9, p , .001). App respondents also had

significantly lower mean scores on the composite measures, indicating overall less

experienced burden (see column 5, Table 2). Respondents who used a PC browser at wave

1 were more likely to agree that the length of the questionnaire was adequate compared

with respondents who used a mobile browser (M ¼ 2.28, SD ¼ 1.02 vs. M ¼ 2.55,

SD ¼ 1.10; t ¼ 2.61 (equal variances not assumed), d.f. ¼ 249.6, p , .05). These samples

also differed significantly on the composite score combining the questionnaire interest and

length measures. There were no differences on the other subjective burden measures (see

column 4, Table 2). Subjective burden measures were also significantly more positive for

app users than for PC users, except for the indicator for difficulty (see column 6, Table 2).

Compared with mobile browser respondents, app respondents had significantly shorter

completion times (M ¼ 21.43, SD ¼ 8.75 vs. M ¼ 23.61, SD ¼ 10.95; t ¼ 2.32 (equal

variances not assumed), d.f. ¼ 238.36, p , .05), despite answering more questions in total

(M ¼ 106.01, SD ¼ 2.90 vs. M ¼ 98.52, SD ¼ 2.51; t ¼ -25.68 (equal variances not

assumed), d.f. ¼ 310.93, p , .001). There was no significant difference between the two

browser groups in terms of completion times. However, the mean number of questions

answered varied significantly between respondents using a PC browser and mobile

respondents (M ¼ 100.59, SD ¼ 4.45 vs. M ¼ 98.52, SD ¼ 2.51; t ¼ -4.93 (equal

variances not assumed), d.f. ¼ 390.40., p , .001). App respondents also differed from PC

Journal of Official Statistics1000



T
a

b
le

2
.

S
u

b
je

ct
iv

e
a

n
d

o
b

je
ct

iv
e

re
sp

o
n
se

b
u

rd
en

m
ea

su
re

s
–

a
d

ju
st

ed
m

ea
n

s
b

y
w

a
ve

1
d

ev
ic

e
ty

p
e

a
n

d
p

a
ir

-w
is

e
co

m
p

a
ri

so
n

s.

M
ea

n
s1

P
ai

rw
is

e
co

n
tr

as
ts

2

(1
)

P
C

B
ro

w
se

r
(n
¼

2
7

5
)

M
ea

n
(S

D
)

(2
)

M
o

b
il

e
B

ro
w

se
r

(n
¼

1
3

6
)

M
ea

n
(S

D
)

(3
)

A
p

p
(n
¼

2
1

0
)

M
ea

n
(S

D
)

(4
)

M
o

b
il

e-
P

C
B

ro
w

se
r

(2
)-

(1
)

p

(5
)

M
o

b
il

e
B

ro
w

se
r

-A
p

p

(2
)-

(3
)

p

(6
)

P
C

B
ro

w
se

r
-

A
p

p

(3
)-

(1
)

p

S
u

b
je

ct
iv

e
b

u
rd

en
in

d
ic

a
to

rs
:

T
h

e
q

u
es

ti
o

n
n

ai
re

w
as

in
te

re
st

in
g

(1
-5

3
)

2
.2

7
(0

.9
6

)
2

.3
6

(0
.8

9
)

2
.1

2
(0

.8
0

)
0

.0
9

0
.2

4
*

*
0

.1
5

†
T

h
e

le
n

g
th

o
f

th
e

q
u

es
ti

o
n

n
ai

re
w

as
ad

eq
u

at
e

(1
-5

)
2

.2
8

(1
.0

2
)

2
.5

5
(1

.1
0

)
1

.7
6

(0
.8

2
)

0
.2

7
*

0
.7

9
*

*
*

0
.5

2
*

*
*

T
h

e
q

u
es

ti
o

n
s

w
er

e
co

m
p

re
h

en
si

b
le

(1
-5

)
1

.4
3

(0
.6

5
)

1
.3

8
(0

.5
3

)
1

.3
1

(0
.5

3
)

-0
.0

5
0

.0
7

0
.1

2
*

F
il

li
n
g

in
th

e
q
u
es

ti
o
n
n
ai

re
p
re

se
n
te

d
n
o

d
if

fi
cu

lt
y

(1
-5

)
1

.4
9

(0
.7

6
)

1
.4

2
(0

.6
8

)
1

.4
5

(0
.8

1
)

-0
.0

7
-0

.0
3

0
.0

4
M

ea
n

sc
o

re
o

n
al

l
it

em
s

1
.8

7
(0

.6
6

)
1

.9
3

(0
.5

4
)

1
.6

6
(0

.5
5

)
0

.0
6

0
.2

7
*

*
*

0
.2

1
*

*
*

M
ea

n
o

f
in

te
re

st
in

g
an

d
le

n
g

th
2

.2
8

(0
.8

8
)

2
.4

6
(0

.8
7

)
1

.9
4

(0
.7

1
)

0
.1

8
*

0
.5

2
*

*
*

0
.3

4
*

*
*

O
b

je
ct

iv
e

b
u

rd
en

in
d

ic
a

to
rs

:
N

o
.

o
f

q
u

es
ti

o
n

s
an

sw
er

ed
1

0
0

.5
9

(4
.4

5
)

9
8

.5
2

(2
.5

1
)

1
0

6
.0

1
(2

.9
0

)
-2

.0
7

*
*

*
-7

.4
9

*
*

*
-5

.4
2

*
*

*
C

o
m

p
le

ti
o

n
d

u
ra

ti
o

n
in

m
in

u
te

s
2

5
.0

3
(1

0
.3

6
)

2
3

.6
1

(1
0

.9
5

)
2

1
.4

3
(8

.7
5

)
-1

.4
2

2
.1

8
*

3
.6

0
*

*

N
o

te
s:

1
M

ea
n

s
ad

ju
st

ed
fo

r
w

av
e

1
n

o
n

re
sp

o
n

se
.

2
P

ai
rw

is
e

co
n

tr
as

ts
b

as
ed

o
n

In
d

ep
en

d
en

t
S

am
p

le
s

T
-T

es
ts

u
si

n
g

p
ro

p
en

si
ty

-s
co

re
w

ei
g

h
ts

to
ad

ju
st

fo
r

o
b

se
rv

ed
d

if
fe

re
n

ce
s

in

sa
m

p
le

co
m

p
o

si
ti

o
n

fo
r

ea
ch

p
ai

rw
is

e
co

m
p

ar
is

o
n

co
m

b
in

ed
w

it
h

w
av

e
1

n
o

n
re

sp
o

n
se

w
ei

g
h

ts
;

3
A

g
re

e-
d

is
ag

re
e

re
sp

o
n

se
sc

al
es

w
h

er
e

1
¼

co
m

p
le

te
ly

ag
re

e
an

d
5
¼

d
o

n
o

t
ag

re
e

at

al
l.

S
D
¼

st
an

d
ar

d
d

ev
ia

ti
o

n
;

p
¼

p
-v

al
u

e:
†

p
,

0
.1

,
*
p

,
0

.0
5
,

*
*

p
,

0
.0

1
,

*
*

*
p

,
0

.0
0

1
.

Roberts et al.: Response Burden and Dropout in an Online Panel Study 1001



respondents on the objective burden indicators, with faster completion times, despite

answering more questions.

To summarise, we find significant variation in experienced response burden as a

function of response device and software (RQ1), even when adjusting for observed

differences in the device/software comparison groups due to differential selection error at

wave 1.

4.2. Effects of Wave 1 Response Device on Wave 2 Participation (RQ2)

Parameter coefficients for the logistic regression model predicting drop-out at wave 2,

estimated at step 1 of the mediation analysis are shown in Table 3 (Model 1). The overall

fit of the model was significant (x2(21) ¼ 52.836, p , .001; Hosmer and Lemeshow’s test

was non-significant, also indicating good model fit), and, based on Nagelkerke’s pseudo

R2
, the model accounted for around 11% of the variation in the probability of wave 2

nonresponse. Controlling for the socio-demographic and the other control variables, both

app and PC respondents were significantly less likely to drop out of the study after wave 1

compared to respondents who used a mobile browser (see column 1, Table 3). The odds

ratio for responding on an app (exponentiated beta coefficient [Exp(B)] ¼ .516,

confidence interval [CI].95 ¼ [.267, .997]) indicates that the odds of dropping out of the

study after wave 1 were around 48% lower for app respondents than they were for mobile

respondents. The odds ratio for responding on a PC (Exp(B) ¼ .630, CI.95 ¼ [.394, 1.01])

indicates that the odds of dropping out for PC respondents were around 37% lower than

they were for mobile respondents. Thus, we indeed find differences in willingness to

participate at wave 2 of an online panel study as a function of the response device/

software used at wave 1, with mobile browser respondents dropping out at a higher rate

than PC or app respondents.

4.3. Mediating Effects of Experienced Response Burden on Non-Participation at Wave 2

(RQ3)

To assess whether experienced response burden mediates effects of the response device on

the decision not to participate in wave 2, we first estimated the parameter coefficients of

the Ordinary Least Squares (OLS) regression equation predicting subjective burden with

the device indicators and the control variables from model 1 (see Table 3, Model 2). The

overall fit of the model was good (R2 ¼ .328; F(21,599) ¼ 13.95; p , .001). Responding

using the app (compared to a mobile browser) significantly reduced experienced

subjective burden (B ¼ -.101, SE ¼ .028, p , .001), while responding on a PC (compared

to a mobile browser) reduced burden, but not significantly (B ¼ -.035, SE ¼ .020,

p ¼ .078). These results support the findings of the t-tests that experienced response

burden varies as a function of response device and software (RQ1), even when controlling

for other respondent characteristics.

Independent of response device, respondents who were interested in politics also

reported significantly less burden (B ¼ -.056, SE ¼ .016, p , .001), as did respondents

who were motivated to participate in wave 1 by the possibility to contribute to science

(B ¼ -.361, SE ¼ .030, p , .001). Respondents who reported using the Internet less than

once a day reported higher levels of burden (B ¼ .040, SE ¼ .019, p , .05), as did
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respondents living in a rural area (B ¼ .033, SE ¼ .016, p , .05). Finally, compared to

respondents who were single (never married) married (B ¼ .056, SE ¼ .022, p , .05) and

divorced (B ¼ .068, SE ¼ .026, p , .05) respondents reported slightly increased burden.

None of the other independent variables were significant predictors of subjective burden.

Given that responding on a PC browser compared with a mobile browser was not

significantly predictive of increased burden (only at the 10% level), we focused the

mediation analysis on the effect of using the app compared to a mobile browser (keeping

responding on a PC in the model as a control covariate). Table 3 (Model 3) shows the log-

odds and odds ratios for the full model predicting non-participation at wave 2. Subjective

burden has a statistically significant and positive direct effect on the outcome variable

(Exp(B) ¼ 4.449, CI.95 ¼ [1.671, 11.842]). For each unit increase in reported subjective

burden, the odds of not responding at wave 2 of the study increase by around 345%. The

direct effect of the app indicator is reduced in the presence of the subjective burden

measure and is no longer statistically significant at the 5% level (adjusted Exp(B) ¼ .597,

CI.95 ¼ [.305, 1.167]; unadjusted Exp(B) ¼ .556, CI.95 ¼ .278, 1.110]). The effect of

using the app compared to a mobile browser on non-participation at wave 2 is, thus, at least

partially mediated by subjective burden. The path model (with the (unadjusted) direct and

indirect effects presented in a log-odds metric) is shown in Figure 2 (note that these

estimates are based on the full model including all the control variables shown in Table 3).

The (unadjusted) indirect effect of the app via burden on drop-out is negative and

statistically significant (Exp(B) ¼ .855, CI.95 ¼ [-.353, -.042]; effect tested using non-

parametric bootstrapping – see Figure 2). In other words, the reduction in experienced

subjective burden resulting from using the app instead of a mobile browser results in a

reduction in the odds of dropping out of the study after wave one of around 15%. This is

illustrated in Figure 3, which shows the probability of dropping out for app and mobile

browser respondents across levels of response burden. These findings confirm the

hypothesis that experienced response burden at wave 1 mediates device effects on

willingness to participate at wave 2 of an online panel study (RQ3).

Among the control variables, it is noteworthy that the size of the coefficient for being

motivated to participate by the possibility to contribute to science (highly significant in

both models 1 and 2) is also reduced by the inclusion of the mediator, and its effect on the

outcome is also partially mediated via subjective burden (Indirect Effect [IE]

Exp(B) ¼ .571, CI.95 ¼ [-1.02, -.187].

Subjective burden
at wave 1

1.522** CI0.95= [.547, 2.497]-.103** CI0.95= [-1.32, .160]

Response device at wave 1
Using an App vs. Mobile browser

Non-participation
at wave 2-.587 CI0.95= [.096, .104]

(-.157** CI0.95= [-.353, -.042])

Fig. 2. Regression coefficients and 95% confidence intervals for the relationship between response device at

wave 1 and non-participation at wave 2 (direct and indirect effects (in parentheses) shown in a log odds metric).
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5. Discussion

In this article we reported the results of a study using data from an online panel survey with an

embedded experiment comparing an app-based design and a mobile-adapted web browser

design. Previous research has found that participants in online surveys using browsers on

mobile devices are more likely to break off (see Mavletova and Couper 2015 for a review),

due, in part, to greater experienced response burden (Allum et al. 2018) or reduced enjoyment

(Bosnjak et al. 2010). In the context of panel surveys, survey experience and increased

response burden influence the likelihood of attrition (Gummer and Daikeler 2020; Lugtig

2014), meaning that panel respondents using mobile devices may be at greater risk of

dropping out. While studies investigating correlates of hypothetical willingness to participate

in mobile data collection have also identified burden-related factors as sources of resistance

(e.g., Read 2019; Wenz et al. 2019), few studies have explicitly tested the mediating effect of

burden on actual participation – especially in the context of a probability-based general

population survey. For these reasons, we assessed whether and how respondents’ experienced

burden using a given device (PC versus smartphone or tablet) or software (browser versus app)

in the first wave of a panel affected their response propensity in the second panel wave.

Our first research question concerned the extent to which experienced response burden

varied as a function of device and software. In the bivariate analyses, we observed a

number of differences in subjective and objective burden between respondents using

different devices, with higher levels of burden for mobile browser respondents compared

with app and PC respondents. In the mediation analysis, responding using an app

(compared to responding on a mobile browser) was associated with significantly reduced

subjective burden, even when controlling for completion times, sociodemographic

differences in the composition of the response samples, and other control variables known
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across levels of experienced subjective burden.
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to correlate with participation in surveys/ attrition, that could plausibly also relate to

experienced burden (such as topic interest). Responding on a PC, however, was not

significantly associated with burden (or at least, was so to a lesser extent).

Our second research question concerned the extent to which willingness to participate at

wave 2 varied as a function of the wave 1 response device. Respondents who used a mobile

browser at wave 1 of the study were significantly more likely not to participate in wave 2

than respondents who used the app or a PC browser. Our third research question was

whether experienced response burden at wave 1 mediates device effects on willingness to

continue participating at wave 2. When the measure of subjective burden was added to the

model predicting non-participation at wave 2, it was strongly and positively significant,

while the effect of responding using the app was no longer so. The mediation analysis

confirmed a significant, negative indirect effect of the app on drop-out in wave 2 via

subjective burden. This implies that responding on an app can motivate ongoing panel

participation due to the app’s capacity to reduce response burden.

Because responding on a PC was not a significant predictor of subjective burden, we did

not test the mediation hypothesis for the comparison between PC and mobile browser

respondents. However, the effect of responding on a PC on subjective burden was

‘significant’ at the 10% level. We noted effects of this size because small samples

combined with low response rates in this study likely affected the possibility to detect

statistical relationships of interest (with a larger sample, we might have observed a similar

mitigating effect, as has been concluded by Mavletova and Couper 2015). The focus on the

positive effects for respondents of completing the survey using the app, however, is of

greater contemporary interest (both theoretical and practical) because of the many

opportunities app-based surveys offer researchers in terms of new data collection

capabilities (Jäckle et al. 2018; Link et al. 2014).

We addressed potential confounding of the assumptions underpinning the mediation model

(VanderWeele 2016) by including several control covariates in the regression analyses. Of

these potential confounds, two variables were found to be statistically significant negative

predictors of non-participation at wave 2 of the study: having completed a tertiary-level

qualification and being motivated to participate in the survey by the possibility to contribute to

science. Level of education was not significantly associated with experienced burden.

However, respondents who were motivated by the possibility to contribute to science reported

less burden; they were more likely to evaluate the questionnaire length as adequate and the

questionnaire content as interesting, and were subsequently, less likely to drop-out of the

panel at wave 2 (in line with findings of Keusch et al. 2019). Another potential confounding

variable was topic interest. However, although respondents who were more interested in

politics were also more likely to agree the questionnaire was interesting, political interest was

not associated with non-participation at wave 2. Sensitivity analyses can be used to assess in

more detail whether confounding violates assumptions of mediation analysis (VanderWeele

2015, 2016), but given these findings, we did not investigate this further.

5.1. Limitations

The need to address potential confounds is particularly important given that we did not

have strict control over exposure to the treatment of interest – that is, the response devices
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selected by respondents. While software type (whether the respondent used the app or a

browser) was randomly assigned, the choice of device (PC or mobile) was based on

respondent preferences. This means that differences in the characteristics of respondents

using different devices at wave 1 could account for both experiences of burden and

response propensity at the second wave of the survey. Besides the inclusion of control

variables in the regression analyses already described, we also used propensity score

weights to control for self-selection into the response samples. It should be noted that the

effectiveness of this method depends on which variables are used to estimate response

probabilities (Roberts et al. 2020). We were able to make use of administrative data from

the sampling frame but found relatively few differences between response samples on the

sociodemographic variables analysed (see Online Supplemental Material, Table S2). As a

result, we cannot rule out the possibility that unobserved selection errors may be partially

responsible for the findings reported here (Lugtig and Toepoel 2016).

Another feature of the study design that may have influenced our findings is the fact that

respondents assigned to the browser-based design were invited to switch to the app at wave

2 (and encouraged to do so through the offer of a higher incentive), while the group 2

respondents who used the app at wave 1 could continue using the app. In other words,

effects of the response device used at wave 1 are potentially confounded with the effect of

the mode switch for group 1 respondents, which has been shown in other studies to lead to

drop out (e.g., Sakshaug and Kreuter 2011; Sakshaug et al. 2010; Tourangeau et al. 2013).

Nevertheless, respondents in both groups were informed that they could continue using the

browser to participate if they wished to do so and presumably those with strong

preferences for using a browser (or no alternative) would have continued to use it in

subsequent panel waves if motivated to do so.

The difference found in experiences of using the app versus using a mobile browser

implies that the underlying causes of burden for mobile respondents may be less about

user, device or environmental influences, but rather, the freedom and flexibility (and

novelty, perhaps) offered by the software. In the app, it was possible to use a modular

questionnaire design where all modules were available at once, giving respondents

complete control over when, where, and how to complete them. This had a positive

influence on respondents’ perceptions of the adequacy of the length of the questionnaire

and of how interesting it was, and subsequently, on their probability of participation at

wave 2. This is partially consistent with the findings of Johnson et al. (2012), who found

positive benefits of a modular design in an app on breakoffs (though in our study, the wave

1 breakoff rate was still higher in the app than for browser respondents). Toepoel and

Lugtig (2018) reported greater dropout with a modular design, but one in which modules

were administered over the course of several days. These findings suggest there may be

benefits of making all modules available simultaneously.

As we are not able to disentangle the ‘pure’ effect of using an app from the effect of the

modular questionnaire, we recommend that future research investigate the advantages and

potential disadvantages of alternative modular designs, both within and across different

response devices, in both app- and browser-based surveys. This is also needed to inform

understanding of how modular questionnaire designs are used by respondents and of any

possible negative effects they may have (e.g., on measurement quality due to differential

context effects linked to question order – see Dillman et al. (2014) for an overview).
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6. Conclusion

This study lends further support to a well-established and fairly consistent literature about

the negative effects of perceived and experienced burden on willingness to participate in

surveys. It also confirms the assumptions of previous research into device differences in

survey outcomes that they appear to be mediated by differences in experienced burden.

Experienced burden in the study reported here was greatest for respondents who

completed the first wave using their mobile browser, and this had a negative impact on

willingness to participate at the subsequent panel wave. The novel contribution, however,

is the finding that using a mobile app (with a modular questionnaire design) effectively

reduces response burden compared to using a mobile browser (with a conventional

questionnaire) and positively influences willingness to continue participating in the panel.

App-based data collection platforms offer a range of potential benefits to researchers,

and combined with a panel design, a potentially cost-efficient one. The present study

suggests there may be considerable advantages for respondents also. If it is indeed the case

that apps reduce response burden then our findings would imply a broader utility for them

as a data collection mode in general population studies, beyond the more ‘niche’ uses for

which they have been deployed in surveys to date (Link et al. 2014). The use of apps in

panel designs offers other advantages also, including the possibility to make use of the new

measurement tools they offer and the opportunity to build study identity and loyalty

through a purpose-designed interface and infrastructure for panel management (Link et al.

2014). More importantly, however, if apps offer more effective mobile optimisation

solutions than browsers, they present a better alternative for reaching the growing number

of mobile-dependent Internet users and survey respondents.

Benefits of responding via an app could be emphasised to potentially positive effect in

efforts to motivate willingness to participate in app-based studies, which has been shown

elsewhere to present an important barrier (so far) to the successful integration of apps in

survey research (e.g., Keusch et al. 2019; Mulder and de Bruijne 2019; Revilla et al. 2019;

Wenz et al. 2019). Similarly, the finding that being motivated to contribute to science

improves both the survey experience and respondent engagement may offer further clues

as to how to optimise the framing of invitations to participate in app-based surveys. Given

the importance of motivation, combined with perceptions and prior experiences of burden

in participation decisions, new research should test ways of making these benefits more

salient in survey requests and monitoring and evaluating both in the future development of

app-based survey methodology.
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Jäckle, A., J. Burton, M.P. Couper, and C. Lessof. 2019. “Participation in a Mobile App

Survey to Collect Expenditure Data as Part of a Large-Scale Probability Household

Panel: Coverage and Participation Rates and Biases.” Survey Research Methods 13:

23–44. DOI: https://doi.org/10.18148/srm/2019.v1i1.7297
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The Effect of Burdensome Survey Questions on Data Quality
in an Omnibus Survey

Angelica Phillips1 and Rachel Stenger2

In interviewer-administered omnibus surveys, burdensome questions asked early in a survey
may result in lower quality responses to questions asked later in a survey. Two examples of
these burdensome questions are social network questions, wherein respondents are asked
about members of their personal network, and knowledge questions, wherein respondents are
asked to provide a factually correct response to a question. In this study, we explore how the
presence of potentially burdensome questions are associated with item nonresponse and
acquiescence rates on subsequent survey questions, and whether this effect differs by
respondent age and education. We use data from the 2010 General Social Survey (AAPOR
RR5 ¼ 70.3%, AAPOR 2016), which experimentally varied the location of a social network
module and the presence of a knowledge question module. Those who received knowledge
questions had higher item nonresponse rates on subsequent questions than those who did not
receive knowledge questions, but the quality of responses did not differ by the presence of
social network questions. Further, respondents with different characteristics were not
differentially burdened by the knowledge questions or the social network questions. We
conclude that knowledge questions may be better asked near the end of omnibus surveys to
preserve the response quality for subsequent questions.

Key words: Questionnaire design; respondent burden; interviewer-administered surveys;
social network questions; knowledge questions.

1. Introduction

Some survey questions are more cognitively burdensome for respondents to answer than

other questions. Whether to place highly burdensome questions early or later in the

interview is an important questionnaire design decision because burdensome questions

may lower the quality of responses to subsequent items (Dillman et al. 2014; Galesic

2006). This research decision is especially important for omnibus surveys. Omnibus

surveys contain questions on many different topics, generally with multiple clients

purchasing space for their questions to be included in the survey (AmeriSpeak 2020);

one example of this type of survey is the US nationally representative General Social

Survey (GSS). In the case of an omnibus survey such as the GSS, clients who
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purchased space for their questions to be included in the GSS would reasonably expect

that the quality of responses to their questions would be unaffected by other questions

in the GSS. However, respondents provide lower quality responses as their cognitive

burden increases (Galesic 2006; Galesic and Bosnjak 2009), and as such, their

responses might be affected by the burden experienced from previous survey question

modules.

Burdensome questions come in many forms. One example of burdensome questions

is those that ask for details about members of a respondent’s personal network, known

as social network questions. Previous research has explored how social network

questions influence respondent burden (Manfreda et al. 2004) and how respondent

burden, in turn, influences response quality (Galesic 2006; Galesic and Bosnjak 2009).

Yet to our knowledge, whether social network questions can influence the quality of

answers to subsequent non-social network questions in an omnibus survey is

unexamined. Another example of highly burdensome survey questions are knowledge

questions, which ask respondents to answer factual questions that have a known correct

response, such as in a quiz or test (Sturgis et al. 2008). As with social network

questions, little to no research has examined how the presence of knowledge questions

may influence the quality of answers to subsequent unrelated survey questions. Further,

no research has explored whether knowledge questions and social network questions

are differentially burdensome for certain groups of respondents. Respondents of

differing levels of cognitive capacity (i.e., those who are older and those with lower

levels of formal education) might be more burdened by social network questions and

knowledge questions compared to respondents with higher levels of cognitive capacity

(Holbrook et al. 2007; Krosnick 1991; Olson et al. 2018). As respondents experience

more burden by certain survey questions, they are more likely to exhibit satisficing

behaviors and provide less than optimal responses (Krosnick 1991). Further,

respondents may tend to exhibit satisficing through certain behaviors over others,

developing a response style that they use throughout the survey interview. While

satisficing may take the form of many respondent behaviors, this article will focus on

two indicators of satisficing: (1) item nonresponse, wherein the respondent reports

“don’t know,” another hard-to-code response, or refuses to respond instead of providing

a substantive response option, and (2) acquiescence, wherein the respondent tends to

agree with opinion questions.

In this study, we examine whether the presence of a series of highly burdensome

survey questions, with a particular focus on social network and knowledge questions,

is associated with the quality of responses (i.e., item nonresponse and acquiescence) to

subsequent survey questions with two research questions: (1) What is the effect of

burdensome survey questions (i.e., social network questions and knowledge questions)

on the quality of responses to subsequent unrelated survey questions? (2) Are

respondents with different characteristics such as cognitive capacity and response

styles differentially burdened by these cognitively taxing survey question modules? To

address these questions, we use panel data from the 2010 GSS (Smith et al. 2019;

AAPOR RR5 ¼ 70.3%, AAPOR 2016), which experimentally varied the question

ordering of the social network module and the presence or absence of the knowledge

question module.
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2. Background

2.1. Burdensome Survey Questions

2.1.1. Respondent Cognitive Burden

Respondent cognitive burden, which is the strain respondents feel during a survey due to

difficulty replying to survey questions (Bradburn 1978), can affect the quality of provided

responses (Galesic 2006; Galesic and Bosnjak 2009; Krosnick 1991). In response to

increased cognitive burden, respondents may choose to reduce their cognitive effort

through satisficing, which is the act of providing a merely satisfactory response rather than

expending the effort to provide a high-quality optimal response (Krosnick 1991). These

cognitive shortcuts can result in lower response accuracy, which can in turn affect the

conclusions made from the survey (Hamby and Taylor 2016; Lelkes et al. 2012).

Bradburn (1978) posits four specific aspects of a survey that can increase respondent

cognitive burden: the length of the interview, the amount of effort required of the

respondent to answer a question, the amount of stress felt by the respondent because of the

interview, and the frequency with which the respondent is interviewed. Therefore, if a

survey is particularly long or if the amount of effort that is required for the respondent to

complete the survey questions is great, respondent satisficing may increase due to

increased respondent cognitive burden (Bradburn 1978; Galesic 2006; Krosnick 1991).

Certain question types may increase respondent burden at a higher rate compared to other

survey questions due to the inherently complex nature of these questions. Furthermore, if

cognitive burden can cumulate over the length of a survey, it may be that respondents use

satisficing behaviors more often after burdensome survey questions even if subsequent

questions are not necessarily burdensome. To examine the first research question, which

asks what the effect of burdensome survey questions is on the quality of responses to

subsequent unrelated survey questions, we focus on two potentially burdensome types of

survey questions – social network questions and knowledge questions.

2.1.2. Social Network Guestions

There are generally two types of social network data (Marsden 2016): whole-network studies

and egocentric social network questions. Whole-network studies collect social network data

on a bounded group, such as a school or a workplace, while egocentric networks focus on the

social connections of a focal individual. In the case of egocentric social network questions,

respondents are tasked with both a lengthy and a highly complex series of questions

(Manfreda et al. 2004; McCarty et al. 2007; Perry et al. 2018). There are two components to

egocentric social network questions: a name generator section and the name interpreter

section (Perry et al. 2018). In the name generator section, respondents are asked to list

members of their social network, called alters. In the name interpreter section, the respondent

is asked details about each of the alters listed in the name generator section. This can include

questions about the characteristics of the alters, the types and strength of the relationships with

the alters, and the ties between the alters to get a sense of the structure of the social network.

Egocentric social network questions can be time consuming and therefore cognitively

burdensome for respondents to answer because the number of follow-up questions asked
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about each alter in the name interpreter section of the survey depends on the number of

alters listed in the name generator section (Manfreda et al. 2004; McCarty et al. 2007;

Perry et al. 2018). The combination of the long length and the complexity of egocentric

social network questions can substantially increase respondent cognitive burden, which, in

turn, can decrease data quality (Manfreda et al. 2004; Kogovšek 2006; Kogovšek and

Ferligoj 2005; Paik and Sanchagrin 2013; Valente et al. 2017).

2.1.3. Knowledge Guestions

Another form of potentially burdensome survey questions are knowledge questions, also

known as factual information questions, which require respondents to select or provide a

factually correct response to a question that aims to test their knowledge on certain

substantive topics (Nadeau and Niemi 1995; Zaller 1992). These questions have appeared

in nationally representative surveys such as the American National Election Studies,

which has regularly asked political knowledge questions since 1958 (American National

Elections Studies 2020). Because knowledge questions ask respondents to provide a

factually correct response to a subject-specific question, these questions test the

respondent’s knowledge about substantive topics such as US politics, resulting in a

potentially stressful survey task which may in turn contribute to cognitive burden

(Bradburn 1978).

Respondents can experience burden from knowledge questions for two reasons;

respondents are aware that there is a correct response that they are evaluated on, which can

contribute stress, and if respondents are aware of any poor performance on these questions,

they may feel frustrated (Kleinert et al. 2019). However, while there has been extensive

research on how to design knowledge questions (e.g., Mondak 1999; Mondak 2001;

Sturgis et al. 2008), less attention has been paid to the degree of burden experienced by

respondents when encountering these questions. Furthermore, little to no extant research

examines how the presence of knowledge questions, as a potential type of highly

burdensome series of questions, may influence the quality of responses to subsequent

unrelated questions on omnibus surveys.

2.1.4. Burdensome Survey Questions and Response Quality

Most extant literature on the placement of egocentric social network questions within an

omnibus survey interview focuses on reducing item nonresponse and measurement error

within the social network questions themselves (Manfreda et al. 2004; Kogovšek 2006;

Kogovšek and Ferligoj 2005; Paik and Sanchagrin 2013; Valente et al. 2017). Scant

attention has been given to how social network questions can influence the quality of

responses to unrelated questions that appear after the social network module. Additionally,

no research to our knowledge has examined the effect of knowledge questions on the

quality of responses to subsequent survey questions. In other words, it has not yet been

examined whether the cumulative process of cognitive burden can lead to lower quality

responses to subsequent unrelated survey questions following burdensome survey

questions.

Social network questions (Manfreda et al. 2004) and knowledge questions (Nadeau and

Niemi 1995) can potentially be burdensome for respondents and higher respondent

cognitive burden is generally associated with lower response quality (Dillman et al. 2014).
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As the length of a survey increases respondent burden, and because question complexity

increases cognitive burden (Bradburn 1978), we expect the increased complexity of both

social network questions and knowledge questions to yield a particularly increased amount

of cognitive burden for respondents throughout the course of a survey. It is then likely that

this burden will accumulate over the course of the survey, meaning that the responses to

survey questions following particularly burdensome survey question modules will then be

more likely to be of poorer quality compared to the responses to survey questions that do

not follow burdensome survey question modules. Therefore, we hypothesize that (H1)

respondents who receive burdensome questions (i.e., social network questions or

knowledge questions) will provide poorer quality responses (i.e., higher item nonresponse

rates and higher rates of acquiescence) to subsequent questions compared to respondents

who do not receive either of these sets of burdensome questions.

2.2. Differential Effects of the Presence of Burdensome Questions Across Respondent

Characteristics

2.2.1. Respondent Characteristics

An additional area of research that has not yet been examined is how the effect of

burdensome survey questions on the quality of responses to subsequent unrelated survey

questions may vary depending on respondent characteristics. The second research

question of this article examines if respondent characteristics moderate the effect of highly

burdensome questions on the quality of responses to questions asked after these

burdensome questions (i.e., through the form of item nonresponse rates and rates of

acquiescence). It is important for survey methodologists to understand not only the effect

that the presence of burdensome survey questions, such as social network questions and

knowledge questions, have on the quality of responses to subsequent questions in omnibus

surveys, but also to understand for which respondent populations this relationship holds.

Certain respondent characteristics may influence the amount of cognitive burden

experienced and, subsequently, satisficing behaviors exhibited in a survey. To examine

this research question, we focus on two types of respondent characteristics – cognitive

capacity and response styles.

2.2.2. Cognitive Capacity

Having a lower cognitive capacity, as frequently measured by older age and fewer years of

formal education (Holbrook et al. 2007; Krosnick 1991; Olson et al. 2018), may more

easily result in a breakdown of the cognitive response process when the respondent

encounters complex survey questions (Tourangeau and Rasinski 1988; Tourangeau et al.

2000). This breakdown of the cognitive response process may, in turn, result in satisficing

behaviors such as item nonresponse and acquiescence (Krosnick 1991; Narayan and

Krosnick 1996). For instance, older respondents provide “don’t know” or otherwise

unacceptable responses to cognitively complex survey questions more often than younger

respondents (Colsher and Wallace 1989; Knäuper et al. 1997; Olson et al. 2018).

Similarly, respondents with fewer years of formal education provide more “don’t know”

responses and are more likely to agree (i.e., exhibit acquiescence) with survey questions as
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compared to those with more years of formal education (Holbrook et al. 2003; Krosnick

et al. 1996; Narayan and Krosnick 1996; Tu and Liao 2007).

The placement of highly burdensome survey questions such as egocentric social network

questions and knowledge questions may differentially affect the quality of answers by

respondents who vary in cognitive capacity. More specifically, respondents with a lower

cognitive capacity – as indicated by older age and lower educational attainment – may be

more likely to experience cognitive burden when answering social network and knowledge

questions, which could then influence the quality of their responses to subsequent questions.

We anticipate that those with a lower cognitive capacity – as measured by lower

educational attainment and older age – will experience greater amounts of cognitive burden

and therefore exhibit more satisficing behaviors in general, and that these respondents will

also experience more cognitive burden due to the social network questions and the

knowledge questions compared to respondents with a greater cognitive capacity. Therefore,

we predict that (H2a) older respondents who receive burdensome survey questions (i.e.,

either the social network questions or the knowledge questions) will exhibit more satisficing

behaviors (i.e., higher item nonresponse rates and higher rates of acquiescence) on

subsequent questions than those respondents who did not receive either of these burdensome

questions. Similarly, (H2b) respondents with lower rates of educational attainment who

receive burdensome survey questions will exhibit more satisficing behaviors on subsequent

questions than those who did not receive the burdensome questions.

2.2.3. Response Styles

The second type of respondent characteristic examined in this article is response styles.

Response styles are systematic patterned ways that respondents respond to survey

questions (Paulhus 1991). As a way to reduce the cognitive burden of survey questions,

respondents may use cognitive shortcuts in the form of different satisficing indicators

including but not limited to acquiescence and item nonresponse (Krosnick 1991).

However, one can conceptualize each of the individual satisficing behaviors as response

styles, meaning that respondents who satisfice exhibit one particular satisficing behavior

more often than another satisficing behavior (Bolt and Johnson 2009; Leeper 2014; Wetzel

et al. 2013). To the extent that a satisficing response style is consistent throughout the

questionnaire, then response style can be considered a respondent characteristic.

Therefore, those who satisfice through the response style of item nonresponse may tend to

continue satisficing with this behavior as opposed to other satisficing behaviors when

encountering burdensome survey questions.

We predict that (H2c) respondents who exhibit satisficing behavior in the form of higher

item nonresponse rates in previous modules of the survey will have higher item nonresponse

rates after receiving the burdensome survey question modules compared to those who did

not receive the burdensome survey questions. It is likely that respondents who choose a

particular form of satisficing – in this case item nonresponse – will continue to satisfice in

this chosen method rather than changing the type of satisficing behaviors. Therefore, we also

predict (H2d) that these respondents will have lower rates of acquiescence following

burdensome survey questions compared to those who did not receive the burdensome

survey questions. In other words, we predict that respondents who have an established

response pattern of higher nonresponse rates as their form of satisficing will respond to the
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increase in cognitive burden from the burdensome survey questions by continuing to exhibit

higher item nonresponse rates and not increased acquiescence rates.

3. Methods

3.1. Data

The data for this article comes from a subset of the 2010 General Social Survey (GSS)

(Smith et al. 2019). The GSS is an omnibus survey of non-institutionalized United States

adults which is administered every two years and uses a multi-stage area probability

sampling design based on addresses. The 2010 GSS includes a cross-section sample of

new respondents as well as a rotating panel design. The rotating panel design includes re-

interviews from a random sample of those sampled in 2006 and a random sample of those

sampled in 2008. The 2010 GSS included a total of 2,044 interviews, with a response rate

of 70.3% (AAPOR RR5, AAPOR 2016). Because only those who were recruited into the

rotating panel of the GSS in 2006 received the question order experiment examined here,

this study is limited to these panel respondents (n ¼ 1,276; retention rate ¼ 83.1%; Smith

and Schapiro 2017).

We use listwise deletion to limit our analytical sample to only respondents with non-

missing values on all independent and control variables for all analyses predicting item

nonresponse rates (n ¼ 1,112). We further limited our analyses on acquiescence rates to

those who responded to all eleven questions which were used to calculate acquiescence

(n ¼ 1,087) when predicting acquiescence rates; this was done in order to avoid conflation

of acquiescence with item nonresponse rates, as respondents must respond to the survey

question in order to exhibit acquiescence. All question wording for the variables used in

this study can be found in Supplemental Data Table 1 or in the 2017 GSS Panel Interview

Codebook (Smith and Schapiro 2017).

3.2. Measures

3.2.1. Ballot Experiments and Burdensome Survey Modules

GSS panel respondents were randomly assigned to one of three versions, called ballots

(ballot in GSS documentation), of the survey interview; see Table 1 for a list of all

modules included in the GSS, their respective topics, and the module order for each ballot.

Table 1. Organization of question modules on the 2010 general social survey.

Ballot A Ballot B Ballot C

Module A Core Module A Core Module A Core
Module D Networks/Groups Module F Aging Module E Science
Module F Aging Module I Misc Module F Aging
Module I Misc. Module L Shared capital Module I Misc.
Module L Shared capital Module D Networks/Groups Module L Shared capital
Module P Crime/Jail Module P Crime/Jail Module D Networks/Groups
Module S Validation/contact Module S Validation/contact Module P Crime/Jail

Module S Validation/contact
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The GSS experimentally varied the placement of Module D (Social network questions;

SNQ) within the questionnaire. Module D appears in three different locations across the

interview; recipients of Ballot A received the social network second out of seven modules,

only preceded by the core GSS questions (Module A), recipients of Ballot B received the

social network module fifth out of seven modules, and recipients of Ballot C received the

social network module sixth out of eight modules. Only those who received Ballot C were

asked Module E (Science), which contains the knowledge questions. In the remainder of

this article, the experimental versions will be referred to as Ballot A (SNQ), Ballot B

(Core), and Ballot C (Knowledge).

Because the focus of this article is to examine the quality of responses to questions

asked following burdensome questions and because the same set of questions must be

analyzed for all respondents, the focus of analysis will be on the modules that followed the

social network questions and/or knowledge questions across all of the ballots. In

particular, we focus on Modules F (Aging), I (Misc.) and L (Shared capital). Although

Module P is the last substantive module, due to complications with administering this

portion of the 2010 GSS, the data for this section are unavailable (Son 2020).

3.2.2. Focal Dependent Variables: Item Nonresponse Rate and Acquiescence Rate

Across Questions That Follow Burdensome Modules

The first dependent variable is the item nonresponse rate across Module F (Aging),

Module I (Misc.), and Module L (Shared capital). This item nonresponse rate was

calculated as the number of items missing (i.e., where the respondent provided a “don’t

know” or no answer) across the three modules divided by the number of items asked of the

respondent in these three modules, taking into account skip patterns and non-applicable

items. As the proportion of items missing within each ballot were low (0.017–0.025;

Table 2), “don’t know” and no answer responses were not analyzed separately. Further,

most of the questions asked in Modules F (Aging), I (Misc.), and L (Shared capital) are

factual questions, except for the eleven questions in Module F (Aging) to calculate

acquiescence (to be discussed next). While answers of “don’t know” are considered a

substantive response for attitudinal domains (e.g., Krosnick 1991), they are considered

item missing, along with no answer, for these analyses. While respondents assigned to

Ballot A (SNQ) and Ballot B (Core) did not significantly differ in the item nonresponse

rate across Module F (Aging), Module I (Misc.), and Module L (Shared capital) (t ¼ 0.07,

p ¼ 0.943; Table 2), respondents assigned to Ballot C (Knowledge) had significantly

higher item nonresponse rates in these modules compared to those assigned to Ballot A

(t ¼ 2.46, p ¼ 0.016; Table 2) and to Ballot B (t ¼ 2.29, p ¼ 0.025; Table 2).

The acquiescence rate is the second dependent variable for analysis. Acquiescence is

measured as the number of questions wherein a respondent reports “agree” or “strongly

agree” to the survey item for items containing an agree/disagree scale as response options.

Acquiescence can be calculated for eleven survey items, all contained in Module F

(Aging) (items included were immobile, deciding, findepnd, payhlth, withkids, wokids,

kidspars, helpkids, helppars, grankids, and sibspars in GSS documentation). We limited

our analyses on acquiescence rates to those who responded to all eleven survey items

(n ¼ 1,087). Respondents assigned to each ballot did not have significantly different

acquiescence rates (t-test p-values all p . .05; Table 2). See Online Supplemental Data
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Table 3 for focal dependent variables across ballot experiments, among respondents who

responded to all eleven survey questions used to calculate acquiescence.

3.2.3. Focal Independent Variables: Respondent Characteristics

The first type of respondent characteristic examined is cognitive capacity, measured by

age and education. Age and education are often used as predictors of response behaviors,

such as satisficing, within survey literature (e.g., Colsher and Wallace 1989; Holbrook

et al. 2007; Knäuper et al. 1997; Krosnick 1991; Olson et al. 2018). Age (age in GSS

documentation) is measured as a continuous variable in the survey (age in years) but was

recoded as a three-category ordinal variable (i.e., those aged 18–44, those aged 45–64,

and those aged 65 and older) to follow age categories commonly used by the U.S. Census

Bureau (U.S. Census Bureau 2011). Age is categorized into these age groups to account

for a possible curvilinear association in cognitive capacity over the life course, in which

there may be an incline in cognitive capacity up to a certain point, but then a decline in

cognitive capacity in older life (typically 65 years and older) (Park 2000). Respondent age

did not significantly differ across the three experimental ballots (Design-based F(3.78,

260.86) ¼ 0.664, p ¼ 0.609; Table 2).

Education (educ in GSS documentation) is measured in the survey as years of education

completed but was recoded as a binary variable to indicate whether the respondent has a

high school education or less (i.e., 12 years or fewer) or more than a high school education

(i.e., 13 years or more) (Holbrook et al. 2003; Narayan and Krosnick 1996; Olson et al.

2018). This binary classification of education follows recommendations by Narayan and

Krosnick (1996) who find that those with at least some college education exhibit no more

weak satisficing behaviors compared to those with a college degree or more. Respondent

educational attainment did not significantly differ across experimental ballots (Design-

based F(1.92, 132.75) ¼ 1.964, p ¼ 0.146; Table 2).

The second type of respondent characteristic examined is response style; response style

is operationalized as the item nonresponse rate to the core questions (i.e., the first module

asked of all respondents; see Table 1). This item nonresponse rate was calculated as the

number of items missing (i.e., where the respondent provided a “don’t know” or no

answer) divided by the number of items asked of the respondent in this module, taking into

account skip patterns and non-applicable items. Similar to the calculation of item

nonresponse in Modules F (Aging), I (Misc.), and L (Shared capital), answers of “don’t

know” and no answer were not analyzed separately due to the low item missing rates

within each ballot (0.017–0.018; Table 2). Respondents assigned to each ballot did not

significantly differ in item nonresponse rates to the core questions (t-test p values all above

p . .05; Table 2). The descriptive statistics of respondent characteristics by ballot are

presented in Table 2. See Supplemental Data Table 3 for respondent characteristics by

ballot experiments, among respondents who responded to all eleven survey questions used

to calculate acquiescence.

3.2.4. Control Variables

Because the topic of the modules used to calculate the dependent variables of interest (i.e.,

aging in Module F, miscellaneous topics in Module I, and shared capital in Module L)

could differentially affect item nonresponse and acquiescence rates to the questions in
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those modules, additional variables were included in analyses as controls. Respondent sex

(sex in GSS documentation) was coded as a binary variable indicating whether the interviewer

coded the respondent as male (reference category) or female. Marital status (marital in GSS

documentation) was coded as a binary variable indicating whether the respondent was married

or not married (reference category). The respondent’s family income (incom06 in GSS

documentation) was coded as an ordinal variable with 25 categories (1 ¼ under USD 1,000;

25 ¼ USD 150,000 or more), with higher values indicating a higher income. Respondent race

and ethnicity has been shown to be related to comprehension difficulties (Holbrook et al.

2006) and therefore, race and ethnicity were controlled for in the analytical models. The

respondent’s race (race in GSS documentation) was coded as a nominal variable indicating

whether the respondent identified as White (reference category), Black, or other. The

respondent’s ethnicity (hispanic in GSS documentation) was coded as a binary variable

indicating whether the respondent identified as Hispanic or not Hispanic (reference category).

Note that the race and ethnicity variables were not mutually exclusive, meaning that

individuals of all races can be of either Hispanic or non-Hispanic ethnicities. Last, the

respondent’s political view ( polview in GSS documentation) was coded as an ordinal variable

with seven categories (1 ¼ extremely liberal; 4 ¼ moderate; 7 ¼ extremely conservative),

with higher values indicating identifying as more conservative. Descriptive statistics for all

variables are included in Table 3. See Online Supplemental Data Table 2 for descriptive

statistics for all variables among respondents who responded to all eleven survey questions

used to calculate acquiescence.

3.3. Analysis Methods

To test all hypotheses, we estimated weighted ordinary least squares (OLS) regression

models accounting for the complex sample design predicting our two outcomes: the

combined item nonresponse rate across the focal modules and the acquiescence rate. As a

sensitivity analysis, complex sample design-adjusted negative binomial models predicting

the number of items missing and Poisson models predicting the number of acquiescent

responses in the eleven survey items are reported in Online Supplemental Tables 4–7.

Results across the OLS and the count models were substantively similar, so for ease of

interpretation, we discuss results from the OLS models.

Interviewers may potentially influence respondent behaviors including nonresponse

behaviors (De Leeuw 1992; Groves et al. 2009). In addition, interviewers can affect data

collection of social network questions specifically (Kogovšek 2006; Kogovšek and

Ferligoj 2005; Paik and Sanchagrin 2013; Valente et al. 2017). In this data structure,

interviewers are nested within PSUs; the variance in our two data quality outcomes that is

due to interviewers is accounted for by accounting for the sampling clusters in the

analyses. All analyses account for the complex sample design of the survey by including

the variable vstrat as the strata variable, vpsu as the cluster variable, and wtcombnr as the

weight variable. The analyses accounted for the complex design using the svy commands

in Stata 15.1, and utilized the singleunit(centered) option to center single-unit PSUs at the

grand mean rather than the stratum mean.

We estimate six models for each dependent variable. Model 1 includes the control

variables in addition to measures of respondent characteristics – age group, educational
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attainment, and previous item nonresponse patterns in the survey – to establish a baseline

model predicting our data quality outcomes. Model 2 includes controls, measures of focal

respondent characteristics, and the ballot experiment as predictors in order to test H1.

More specifically, it is hypothesized that (H1) those who received Ballot A (SNQ) and

Ballot C (Knowledge) will have a higher item nonresponse rate and a higher acquiescence

rate than those who received Ballot B (Core).

The second research question asks whether respondents with certain characteristics are

differentially burdened by the social network questions and the knowledge questions;

Models 3–5 explore the differential effects that the ballot experiment may have on those

Table 3. Descriptive statistics (weighted) of all variables included in analyses. N ¼ 1,112.

Variable M(SE)/Percent

Dependent variables
Item nonresponse rate in modules F, I, and L 0.020 (0.001)

Count of items missing in modules F, I, and L 0.872 (0.067)
Acquiescence rate 0.500 (0.007)

Count of acquiescence responses 5.500 (0.079)

Respondent characteristics
Age:

18–44 42.57%
45–64 39.95%
65þ 17.48%

Education: 13þ years (v. 12 years or less) 0.576 (0.012)
Item nonresponse rate in the core questions 0.018 (0.001)

Count of items missing in the core questions 3.456 (0.156)

Experiment
Ballot A (SNQ) 34.23%
Ballot B (Core) 31.03%
Ballot C (Knowledge) 34.74%

Controls
Female (v. male) 0.542 (0.019)
Married (v. not married) 0.562 (0.020)
Race

White 79.27%
Black 10.76%
Other 9.97%

Hispanic (v. not Hispanic) 0.144 (0.023)
Income (min=1; max=25) 17.814 (0.208)
Political views

Extremely liberal 3.77%
Liberal 12.57%
Slightly liberal 12.99%
Moderate 35.13%
Slightly conservative 14.41%
Conservative 17.33%
Extremely conservative 3.80%

Note: SNQ ¼ Social network questions. The denominator for the item nonresponse rate varies by

respondent due to skip patterns. The denominator for the acquiescence rate is 11 for all respondents.
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with differing respondent characteristics. H2a and H2b hypothesize that respondents with

a lower cognitive capacity (i.e., older respondents – H2a; and respondents with lower

levels of education – H2b) and who receive burdensome survey questions (i.e., Ballot A

(SNQ) or Ballot C (Knowledge)) will exhibit more satisficing behaviors (i.e., higher item

nonresponse and acquiescence rates) on subsequent questions than those respondents who

did not receive either of these burdensome questions. Model 3 adds an interaction term

between the ballot experiment and age and an interaction term between the ballot

experiment and education. Because there is not a strong theoretical argument about which

measure of cognitive capacity (i.e., age or education) is a better indicator of cognitive

capacity, both interactions were included in the same model. To test H2a and H2b, Model 3

includes all main effects and added two interaction terms––the ballot experiment by age

group and the ballot experiment by education level.

In addition to cognitive capacity, we also predict that respondents with higher item

nonresponse rates to the core questions (Module A) will continue to exhibit higher item

nonresponse rates as a response style (H2c) when exposed to the social network questions

in Ballot A and the knowledge questions in Ballot C. We further predict that these

respondents that have higher item nonresponse rates to the core questions (Module A) will

exhibit lower acquiescence rates (H2d) when exposed to the social network questions in

Ballot A and the knowledge questions in Ballot C. To test these two hypotheses, Model 4

includes all main effects and added an interaction between the ballot experiment and the

mean-centered item nonresponse rate in the core questions (Module A). Model 5 includes

all main effects and all interactions. See Table 4 for a depiction of how the models,

variables, and hypotheses are related. Note that the analytic model building strategies are

identical for the two dependent variables (acquiescence and item nonresponse).

We use a¼0.05 as our significance level for each hypothesis test, consistent with a priori

hypothesis testing. Although each hypothesis states a directional effect and therefore may be

analyzed using a one-sided hypothesis test, our analyses use two-sided hypothesis tests to be

conservative. We are primarily concerned with the risk of burdensome survey questions

affecting data quality on subsequent survey questions. Therefore, we are more concerned with

minimizing the risk of a type II error than with that of a type I error. Consequently, we do not

Table 4. Description of analytic models, variables for each model, and which hypothesis the model tests.

Model
number Included variables in the model

Which hypothesis does
this model test?

1 Controls, respondent characteristics (age, education,
previous item nonresponse behaviors)

–

2 Controls, respondent characteristics, ballot experiment H1
3 Controls, respondent characteristics, ballot experiment,

age*ballot interaction, education*ballot interaction
H2a, H2b

4 Controls, respondent characteristics, ballot experiment,
item nonresponse behaviors*ballot interaction

H2c, H2d

5 Controls, respondent characteristics, ballot experiment,
age*ballot interaction, education*ballot interaction,
item nonresponse behaviors*ballot interaction

H2a, H2b, H2c, H2d

Note. H2c focuses on the item nonresponse rate in Modules F, I, and L as the dependent variable and H2d focuses

on the acquiescence rate in 11 survey questions as the dependent variable.

Phillips and Stenger: Burdensome Survey Questions 1031



adjust our significance level for multiple hypothesis tests although using the Bonferroni-

adjusted a ¼ 0.025 would account for the comparisons of the two experimental ballots (i.e.,

Ballot A (SNQ) and Ballot C (Knowledge)) relative to the control ballot (i.e., Ballot B (Core)).

4. Results

Tables 5 and Table 6 show results from the OLS regression models predicting the item

nonresponse rate across Modules F, I, and L. Similarly, Tables 7 and Table 8 show results

from the OLS regression models predicting acquiescence rates across the eleven agree/

disagree items.

Model 1 in Tables 5 and Table 7 includes all control variables plus the focal respondent

characteristics (age, education, and previous item nonresponse rates) as predictors. Unlike

previous research (Holbrook et al. 2007; Krosnick 1991; Olson et al. 2018), respondents

did not have significantly different item nonresponse rates across education groups (B ¼

-0.004, p ¼ 0.115) nor did they have significantly different acquiescence rates across age

groups (F(2, 68) ¼ 0.03, p ¼ 0.968) or education groups (B ¼ -0.030, p ¼ 0.069).

However, similar to previous research (Holbrook et al. 2007; Krosnick 1991; Olson et al.

2018), respondents did significantly differ in item nonresponse rates by age groups (F(2,

68) ¼ 4.77, p ¼ 0.012), with those aged 45–64 having higher item nonresponse rates than

those 18–44 (B ¼ 0.006, p ¼ 0.048) and those aged 65 and older having higher item

nonresponse rates than those 18–44 (B ¼ 0.007, p ¼ 0.044). Those in the middle age

category and those in the oldest age category did not significantly differ on item

nonresponse rates (F(1, 69) ¼ 0.15, p ¼ 0.703).

Those with a higher item nonresponse rate in the GSS core questions had significantly

higher item nonresponse rates on subsequent questions (B ¼ 0.866, p ¼ 0.007) and

significantly lower acquiescence rates (B ¼ -1.064, p ¼ 0.011). In other words, these

results indicate that respondents that have higher item nonresponse rates in the core

questions will tend to have higher item nonresponse rates but lower acquiescence rates

throughout the survey interview.

4.1. Research Question 1: Effect of Burdensome Questions on the Quality of Responses

Model 2 in Table 5 and Model 2 in Table 7 show the results of adding the ballot

experiment as a predictor. The ballot experiment groups collectively were a significant

predictor of the item nonresponse rate (F(2, 68) ¼ 3.78, p ¼ 0.028) but not of the

acquiescence rate (F(2, 68) ¼ 0.04, p ¼ 0.964). More specifically, those who received

Ballot C (Knowledge) had significantly higher item nonresponse rates across subsequent

questions than those who received Ballot B (Core) (B ¼ 0.007, p ¼ 0.044) and those who

received Ballot A (SNQ) (F(1, 69) ¼ 7.61, p ¼ 0.007), meaning that the presence of the

knowledge question module was associated with higher item nonresponse in subsequent

unrelated survey questions. However, the item nonresponse rate was not significantly

different between those who received Ballot A (SNQ) and Ballot B (Core) (B ¼ -0.001,

p ¼ 0.623). In sum, there is partial support for H1 as the ballot experiment produced

differential item nonresponse rates but no differences in acquiescence rates.
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4.2. Research Question 2: Interaction Between Respondent Characteristics and Ballot

Experiment

Table 6 and Table 8 show the results of including interaction effects between the ballot

experiment and the three respondent characteristics of interest: age, education, and

satisficing as a response style (i.e., the item nonresponse rate in the core questions).

First, the ballot experiment did not significantly moderate the relationship between age

groups and the item nonresponse rates in Modules F, I, and L nor did it moderate the

relationship between age groups and the acquiescence rates. Second, the ballot experiment

did not significantly moderate the relationship between education groups and acquiescence

rates. However, the ballot experiment did have a differential effect on item nonresponse

rates across education groups (F(2, 68) ¼ 3.14, p ¼ 0.050; Model 5, Table 6). More

specifically, Ballots A (SNQ; B ¼ 0.011, p ¼ 0.019) and C (Knowledge; B ¼ 0.011,

p ¼ 0.042) moderated the association between education and subsequent item nonresponse

rates. Figure 1 plots this interaction. Among Ballot B (Core) recipients, respondents with

lower education levels had higher item nonresponse rates than respondents with higher

education levels, consistent with previous research (Holbrook et al. 2007; Krosnick 1991;

Olson et al. 2018). However, for those receiving Ballot A (SNQ) or Ballot C (Knowledge),

the subsequent item nonresponse rates were similar across education levels. That is,

although this interaction effect is statistically significant, it is counter to our hypothesis

(H2b). We anticipated that those with lower education who also received a burdensome

module (i.e., Ballot A (SNQ) or Ballot C (Knowledge)) would have the highest item

nonresponse rates. While respondents who received Ballot C (Knowledge) had among the

higher item nonresponse rates in Modules F, I, and L, respondents with lower levels of

education were not differentially burdened by the knowledge questions. In summary, there

is no support for H2a nor H2b, as respondents with lower levels of cognitive capacity
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Fig. 1. Predicted item nonresponse rate in Modules F, I, and L by education level and ballot experiment

received.
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(i.e., older and those with lower education) were not differentially burdened by the social

network questions (Ballot A) or the knowledge questions (Ballot C).

Next, the interaction between the item nonresponse rates in the core questions (Module

A) and the ballot experiment did not reach the point of statistical significance in the OLS

models predicting the item nonresponse rates in Modules F, I, and L (F(2, 68) ¼ 1.82,

p ¼ 0.169, Model 4, Table 6; F(2, 68) ¼ 1.88, p ¼ 0.160, Model 5, Table 6). However, a

higher item nonresponse rate in the core questions (Module A) was associated with a higher

item nonresponse rate in Modules F, I, and L (B ¼ 0.866, p ¼ 0.007, Model 1, Table 5). In

other words, although the response style of satisficing through item nonresponse was

associated with higher item nonresponse rates throughout the interview, respondents with

response styles of higher item nonresponse were not differentially burdened by the social

network or the knowledge question modules, providing no support for H2c.

However, the ballot experiment did moderate the relationship between item nonresponse

rates in the core questions (Module A) and acquiescence rates (F(2, 68) ¼ 3.22, p ¼ 0.046;

Model 4, Table 8). Figure 2 plots this interaction. More specifically, for respondents that

received Ballot B (Core) and Ballot C (Knowledge), a higher item nonresponse rate in the

core questions (Module A) was associated with a lower acquiescence rate in the eleven

survey questions. For those that received Ballot A (SNQ), the item nonresponse rate in the

core questions (Module A) was not associated with the acquiescence rate in the eleven

survey questions. However, this interaction was no longer significant in Model 5 (F(2,

68) ¼ 1.28, p ¼ 0.284), which also included interactions between the ballot experiment and

age groups and the ballot experiment and education groups. Further, a higher item

nonresponse rate in the core questions (Module A) was associated with a lower

acquiescence rate in the eleven survey questions later in the interview (B ¼ -1.064,

1
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(Module A) and ballot experiment received.

Note. The lines representing the predicted values for Ballot B (Core) and Ballot C (Knowledge) overlap.
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p ¼ 0.011; Model 1, Table 7). In summary, there is little to no support for H2d, as H2d

hypothesized that those with higher item nonresponse rates in the core questions (Module A)

would have lower acquiescence rates in the eleven survey questions.

5. Discussion and Conclusion

In this article, we examined whether the presence of burdensome survey questions, with a

particular focus on egocentric social network questions and knowledge questions,

influences the quality of responses to subsequent unrelated questions in an omnibus

survey. We ask two research questions: (1) What is the effect of burdensome survey

questions (i.e., social network questions and knowledge questions) on the quality of

responses to subsequent unrelated survey questions? (2) Are respondents with different

characteristics such as cognitive capacity and response styles differentially burdened by

these cognitively taxing survey question modules? This study has three main findings.

First, our study finds that receiving a burdensome question module is significantly related

to the item nonresponse rate for subsequent questions, but that these burdensome survey

question modules are not associated with the rate of acquiescent responses, at least for the

questions examined here. More specifically, those who received knowledge questions had a

higher item nonresponse rate for subsequent survey questions compared to those who did

not receive either the knowledge or social network questions, indicating that the knowledge

questions may be more detrimental to the quality of responses to subsequent unrelated

survey questions as compared to social network questions. However, this association only

applies for item nonresponse rates and not rates of acquiescent responses.

Previous research has indicated that egocentric social network questions are burdensome

for respondents because they are asked a series of questions about other people and the number

of questions that they are asked depends on the number of alters that they list (Manfreda et al.

2004; McCarty et al. 2007; Perry et al. 2018). However, the findings from this study indicate

that these egocentric social network questions may not be as burdensome as social network

researchers may have anticipated, at least, in interviewer-administered surveys.

Further, no research to our knowledge has explored whether answering knowledge

questions in a survey interview affects the quality of subsequent responses. This study

adds to the literature on the design of knowledge questions and their inclusion in omnibus

surveys, suggesting that there may be need for caution in placing these items early in a

questionnaire. As we find that the item nonresponse rate following this knowledge module

is higher than the item nonresponse rate for the same questions following a different

module, we provide some evidence that knowledge questions may be burdensome for

respondents and thus influence the response quality for subsequent questions in an

omnibus survey. It may be that the knowledge questions elicited greater cognitive burden

compared to the particular social network questions in this survey due to the anxiety that

one must choose a “correct” answer in a knowledge question rather than simply provide a

response to a survey question. This finding indicates that respondents do not experience

the same amount of burden from all types of burdensome survey questions.

Second, our results do not support the hypothesis that respondents of lower cognitive

capacity are differentially burdened by social network or knowledge questions. More

specifically, there were no significant differences in acquiescence rates by cognitive
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capacity and the presence of a burdensome module. Similarly, those who received a

burdensome question module and also had a lower cognitive capacity did not have the

highest item nonresponse rates. Overall, respondents with a lower cognitive capacity did

not exhibit more satisficing behaviors on questions that followed the social network or the

knowledge question modules, suggesting they did not experience more cognitive burden

from these modules compared to respondents with higher cognitive capacity.

Third, our results suggested that respondents with a response style of satisficing through

the form of higher item nonresponse rates at the beginning of the interview would continue

to exhibit this form of satisficing throughout the interview, as evidenced through higher

item nonresponse rates and lower acquiescence rates later in the interview. However, our

results do not support the hypothesis that respondents with this response style would be

differentially burdened by social network questions or knowledge questions.

These results have practical implications for survey design. Because knowledge

questions were found to be associated with a greater item nonresponse rate for subsequent

unrelated survey questions and this finding held for all respondents regardless of cognitive

capacity or response style, survey designers should carefully consider how the placement

of these questions may impact the quality of responses for subsequent questions.

Therefore, it is important for questionnaire designers of omnibus surveys to know that

burdensome survey questions carry the risk of reducing response quality on subsequent

unrelated survey questions. It may be beneficial to place knowledge questions near the end

of interviewer-administered omnibus surveys in order to preserve the quality of responses

for subsequent unrelated survey questions.

As with all research, this study has limitations. The conclusions made here about the

effect of knowledge questions and social network questions on the quality of responses to

subsequent modules are limited to interviewer-administered surveys. Previous research has

found that interviewers may help respondents through answering social network questions

(Kogovšek 2006; Kogovšek and Ferligoj 2005; Paik and Sanchagrin 2013; Valente et al.

2017) and thus, the association between social network questions and subsequent data

quality may differ when social network questions are asked in self-administered modes.

Future research should explore whether respondents experience differential amounts of

cognitive burden due to knowledge and social network questions in different survey modes.

Further, in the GSS social network module, respondents were only asked three follow-

up questions for each alter named in the name generator section – the sex, race, and type of

relationship with the person. Because this social network module asked a limited number

of follow-up questions that may have been easier to answer, the GSS module may not have

been burdensome for respondents. This difference between the difficulty of the social

network module and the knowledge question module may explain our finding that

respondents who received the ballot with the knowledge questions had greater item

nonresponse rates, on average. Future research should explore the relationship between the

number and type of follow-up questions asked of respondents in social network questions

and the amount of cognitive burden experienced by respondents. Additionally, because

only those who received Ballot C (Knowledge) were asked the knowledge questions, we

cannot differentiate between the effect of knowledge questions’ appearance in the survey

from the effect of these questions’ location within the survey. Future research should

additionally experimentally vary the placement of other burdensome survey question
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modules such as the knowledge questions to differentiate the effect of placement and

presence of knowledge questions on data quality in subsequent survey questions.

In addition, our measure for acquiescence is limited to questions asking about the same

topic (i.e., aging) and our measure is calculated using only eleven survey questions. As the

R squared value from the acquiescence models is very low, further research should aim to

use more survey questions about a variety of topics to measure acquiescence in order to

use a more accurate measure. Furthermore, acquiescence can be difficult to isolate from

nondifferentiation, which occurs when respondents select the same or similar responses in

multiple consecutive questions that have identical response options (Krosnick 1991).

Because our operationalization of acquiescence measures the number of questions to

which the respondent reported either strongly agree or somewhat agree, and thus, utilizes

questions with the same response options, it is difficult to know whether this is measuring

acquiescence or nondifferentiation. Future research should examine how burdensome

survey questions are associated with acquiescent behaviors on a wider variety of topics

and should examine nondifferentiation in addition to acquiescent behaviors.

Last, this study only examined two data quality indicators. Most questions asked in Module

I (Misc.) and Module L (Shared capital) were factual questions, and respondents are less likely

to exhibit satisficing behaviors to factual questions than attitudinal questions (Krosnick 1991).

Further, the public use data file did not include module-specific interview lengths nor partially

completed cases, meaning interview length and breakoffs could not be included in this study’s

analyses. We additionally were limited in the operationalization of item nonresponse;

specifically, we were unable to disentangle no answer and “don’t know” responses due to the

low prevalence of “no answer” responses. Future research should continue to explore the

effect of burdensome survey questions in omnibus surveys using other indicators of data

quality and with a more nuanced operationalization of item nonresponse.

This study provides unique insights. The experimental design of the 2010 GSS allowed us

to analyze how the presence of a burdensome question module is associated with the quality of

responses to subsequent unrelated survey questions. Having data that come from an

experimentally designed and nationally representative survey such as the 2010 GSS is greatly

beneficial to be able to generalize our findings to all non-institutionalized United States adults.

Results indicate that caution should be used when including knowledge questions in omnibus

surveys and attention should be paid to their placement within the survey. Future research

should continue to investigate the extent to which egocentric social network questions and

knowledge questions are burdensome for respondents across different types of surveys (i.e.,

omnibus or not), across different survey modes (i.e., self-administered versus interviewer-

administered), and using different response quality indicators in order to gain more

information about best practices for asking these questions and gathering these types of data.
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Relationship Between Past Survey Burden and Response
Probability to a New Survey in a Probability-Based Online

Panel

Haomiao Jin1 and Arie Kapteyn1

We conducted an idiographic analysis to examine the effect of survey burden, measured by
the length of the most recent questionnaire, or number of survey invitations (survey
frequency) in a one-year period preceding a new survey, on the response probability to a new
survey in a probability-based Internet panel. The individual response process was modeled by
a latent Markov chain with questionnaire length and survey frequency as explanatory
variables. The individual estimates were obtained using a Monte Carlo based method and then
pooled to derive estimates of the overall relationships and to identify specific subgroups
whose responses were more likely to be impacted by questionnaire length or survey
frequency. The results show an overall positive relationship between questionnaire length and
response probability, and no significant relationship between survey frequency and response
probability. Further analysis showed that longer questionnaires were more likely to be
associated with decreased response rates among racial/ethnic minorities and introverted
participants. Frequent surveys were more likely to be associated with decreased response rates
among participants with a large household. We discuss the implications for panel
management and advocate targeted interventions for the small subgroups whose response
probability may be negatively impacted by longer questionnaires or frequent surveys.

Key words: Survey nonresponse; survey burden; Internet panel; ideographic analysis; latent
Markov chain.

1. Introduction

An online panel is a sample of persons who have agreed to complete surveys via the

Internet. By tailoring key respondent burden variables like questionnaire length and

survey frequency (Bradburn 1978), panel administrators can control the burden of taking

surveys among panel participants. Based on common assumptions on the impacts of

respondent burden (Bradburn 1978; Sharp and Frankel 1983; Baker et al. 2010), one may

surmise that the experiences of long questionnaires and frequent surveys may overburden

participants in panel studies and therefore decrease their propensity to complete a future

survey. In this article, we aim to investigate the effects of the length of preceding surveys,

or the frequency by which respondents are invited to respond to a new survey, on the

probability that a respondent in a longitudinal probability-based Internet panel will

respond to a new survey invitation.
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The context for the current article comes from the Understanding America Study (UAS),

which is a U.S. nationally representative online panel of approximately 9,000 respondents

aged 18 or older. The UAS was launched in 2014 and is supported by grants from several

organizations, including the U.S. National Institute on Aging and the Social Security

Administration. Panel members were randomly selected through address-based sampling

and are compensated based on the estimated time spent on each survey, at a rate of USD 20

per 30 minutes. Interviews never exceed thirty minutes, but often may be shorter with

incentive payments proportionately lower. Panel members without prior access to the

Internet are provided with a tablet computer and Internet access. Since its launch, the UAS

has conducted over 300 surveys of varying length on a broad number of topics including

labor market behavior, income and wealth, mental and physical health, financial literacy,

consumer behavior, personality, cognitive ability, health, and political views. Frequently,

surveys may target specific groups. Hence, different subsamples of the UAS may receive

different numbers of invites to do a survey. Details about the UAS can be found on the

UAS website (UAS).

Although there exists an extensive literature on the effects of questionnaire length on

response probabilities, upon closer inspection it is hard to draw firm conclusions. Most

literature on online panels deals with cross-sectional surveys. Surprisingly, the way the

length of surveys is defined is often ambiguous. In several cases, respondents are not told

ex ante how long the survey may be expected to be, or at least it is not clear from the

published studies whether respondents were informed about the length of the survey (Guo

et al. 2016; Deutskens et al. 2004; Blumenberg et al. 2019). Koitsalu et al. (2018) find that

a longer questionnaire leads to higher response rates, but in the announcement to potential

respondents, everyone was told the same survey length (20 minutes). In other studies,

survey length is defined after the fact, that is, by the realized length of the interview

(Nicoletti and Peracchi 2005; Hill and Willis 2001). This makes it difficult to interpret the

effect of interview length as a measure of burden. Potentially a longer interview may be an

indicator of engagement, which would then predict higher future response rates, which

indeed is often found.

The most direct evidence on the effect of survey length on response rates comes from

randomized controlled trials that vary the announced length of surveys (Crawford et al.

2001; Galesic and Bosnjak 2009; Marcus et al. 2007). In these studies, there generally

appears a clear negative effect of interview length on response rates. However, Crawford

et al. (2001) report that although more respondents started the announced short survey,

those respondents were also more likely to break off.

One might suspect that the negative effect of survey length on response rates would

translate to longitudinal settings where preceding long surveys, may discourage

respondents to accept a new survey invitation. Neither Hill and Willis (2001) for the

Health and Retirement Study (HRS), nor (Zabel 1998) for the Survey of Income and

Program Participation (SIPP) and Panel Study of Income Dynamics (PSID) find such a

negative effect. In both studies, survey length is defined by the measured number of

minutes the survey took, which once again may not be a measure of burden, but possibly of

engagement. Zabel (1998) also takes advantage of a conscious decision by PSID staff in

1973 to reduce the length of the survey. It is found that this does reduce attrition.

McCarthy et al. (2006) compare response rates to a number of agricultural surveys. Survey
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durations are based on the U.S. Office of Management and Budget’s estimates and hence

are exogenous to the respondents. The authors report statistically marginally significant

and quantitatively small negative effects of the length of preceding surveys on the

likelihood that a new survey is returned.

The studies cited here sometimes provided incentives to increase response rates, but

generally incentives were not tied to the length of an interview. Deutskens et al. (2004)

varied the incentive in that the short questionnaire earned EUR 2 and the long

questionnaire earned EUR 5. Whether that is an adequate compensation for the time spent

on the survey is debatable, as the short survey already took 15–30 minutes.

The relationship between survey frequency and survey response has been studied much

less, which is not surprising as most surveys are cross sectional and most longitudinal

studies have a fixed periodicity, so that there is no variation in frequency that can be

exploited. Zabel (1998) compares PSID and SIPP and finds that attrition is higher in the

latter panel. During the observation period for his study, PSID respondents were

interviewed once a year and SIPP respondents three times a year. He finds a higher

attrition rate in SIPP. Although conceivably that might reflect the effect of the more

frequent interview requests in SIPP, there are of course many other differences between

the two panels, which might explain differences in attrition rates. McCarthy et al. (2006)

exploit the fact that different agricultural operations have different probabilities of being

contacted for a survey. They find only a negligible relation between frequency of survey

invitations and response rates. A few studies have evaluated the relationship between

survey frequency and survey response in ecological momentary assessments, where

respondents may be prompted for brief surveys up to six times a day. The studies mostly

suggest no relationship between survey frequency and completion rates (Eisele et al. 2020;

Walsh and Brinker 2015; Stone et al. 2003; Ono et al. 2019).

Response rates are not just a function of questionnaire length and number of invites. In

particular saliency of a survey topic is found to be important (Marcus et al. 2007).

However, what is salient to one respondent may not be salient to another. Leverage-

saliency theory proposed by Groves et al. (2000) speaks to this. Essentially, the likelihood

that a survey invitation will be accepted depends on many factors, such as survey

sponsorship, survey topic, survey length, incentive level, and unobserved personal

characteristics. Although the survey topic is of course observable, how salient that topic is

to a respondent is generally unknown ex ante.

In panel studies, respondents may receive larger incentives from taking longer or more

frequent surveys if they are paid based on questionnaire length or time spent on taking

surveys (Baker et al. 2010). Depending on how the incentives are evaluated against the

other features of a survey, panel participants may exhibit diverse response behaviors to

new surveys. Some participants may be motivated by the larger incentives from taking

longer or more frequent surveys as a means to earn extra income. Other participants,

though, may be less motivated by financial incentives to take more surveys. Such

individual differences call for an idiographic (bottom up) analysis focusing on individual-

specific relationships between questionnaire length and survey frequency and response

propensity to a new survey.

To the best of our knowledge, there have been no published studies looking at the

relationships between the length and frequency of past surveys and the response
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propensity to a new survey in online panels. The present study examined the relationships

between survey burden, measured by the length of the last questionnaire (defined

exogenously) and the survey frequency (number of surveys in a one-year period preceding

a new survey), and response to a new survey in the UAS. Specifically, the study conducted

an idiographic analysis that examines individual-specific relationships between survey

burden and probability of response to a new survey. Next, the different response patterns

were related to observable demographic and socio-economic characteristics. Given the

exploratory nature of the study, no specific hypotheses were postulated about what

subgroups would be identified and which characteristics would differ between subgroups.

The present study filled the knowledge gap about the impacts of experiencing longer

questionnaires and frequent surveys on the response propensity to a new survey in online

panels. The study also contributed to the methodology of analyzing individual survey

response processes in panel studies by implementing a new dynamic model based on latent

Markov Chain and Monte Carlo Markov Chain methods.

2. Methods

2.1. Overview of the Methods

The present study conducted an idiographic analysis for a total of 1,333 individuals

randomly selected from all currently enrolled or former (attrited) UAS panel members.

The analysis was based on the latent Markov chain method (Bartolucci et al. 2019), which

is a flexible and powerful analytic approach to modelling the individual survey response

processes, by incorporating unobserved variables like survey commitment, in addition to

questionnaire length and survey frequency as covariates. Due to the computational burden

of fitting the latent Markov chain model, we did not carry out the analysis for all current

and past panel members. A Monte Carlo based method was used to estimate the

associations between past survey burden and response to a new survey for each individual.

The individual estimates were pooled to derive estimates of the overall relationships and to

identify specific groups whose responses were mostly impacted by questionnaire length or

survey frequency. Finally, an ordered logistic regression analysis was conducted to

examine the relationships between the group memberships and sociodemographic

characteristics and personality traits.

2.2. Measures

The survey response of each panel participant was modeled as the outcome of a latent

Markov chain model including questionnaire length, survey frequency, and panel

commitment as explanatory variables. Questionnaire length was measured by the number

of screens viewed by the survey taker in the last survey they responded to. This is not a

perfect proxy for questionnaire length. The UAS typically shows one question per screen,

but it also uses grids, where respondents have to choose a category on each line. On the

other hand, grid use is relatively rare and there is no reason to assume a systematic relation

between the number of screens shown and the percent of those that would use grid

questions (For example, the UAS does not try to reduce the number of screens by packing
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more questions in a grid). Survey frequency was measured by the number of surveys to

which a respondent was invited in the year preceding a survey.

Panel commitment was defined as an unobserved continuous variable indicating the

feelings of obligation by panel participants to remain with the panel through taking

surveys. It was defined as an unobserved variable because it is impossible to measure panel

commitment at the time when there was a nonresponse. Survey response was coded as a

binary variable with one indicating a survey had been completed and zero indicating the

survey had not been completed.

Participants were grouped based on the relationships between questionnaire length,

survey frequency and survey response. Group membership was modeled as the outcome of

an ordered logistic regression model including socio-demographic characteristics and

personality traits as predictors. Selection of the predictors was based on a systematic

review of potential factors affecting response behavior in online surveys (Fan and Yan

2010). Socio-demographic variables included gender (coded as female (Yes/No)), age,

racial/ethnical minority (not non-Hispanic White (Yes/No)), marital status (married (Yes/

No)), education level (high school or less (Yes/No)), household income, household size,

and the big five personality traits (McCrae 2004; McCrae and Costa 2008). We included

personality traits in addition to commonly examined demographic variables since prior

research has suggested certain personality traits like extroversion, conscientiousness, and

openness to new experience are related to the probability of response to a subsequent wave

in online panels (Cheng et al. 2020; Lugtig 2014). Data on the personality measures were

obtained from the first survey every UAS participant takes when joining the panel.

2.3. Modeling the Individual Survey Response Process

The individual survey response process was modeled by a latent Markov model. Let panel

participants be indexed by i ¼ 1; 2; :::; I, and assume that in the past twelve months

participant i was invited for a total of Ji surveys indexed by j ¼ 1; 2; :::; Ji in

chronological order. Participant i0s completion of the jth invited survey, that is, Yi;j, was

related to survey length, survey frequency, and the unobserved panel commitment level

through a logit link function as below.

Yi;j , Bernoulli
ehi;j

1þ ehi;j

� �
ð1Þ

hi;j ¼ ui þ lixi;j þ bi;1Si;j þ bi;2S2
i;j þ di;1Ni;j þ di;2N2

i;j ð2Þ

hi;j is the linear predictor. xi;j is the unobserved panel commitment level. Si;j is the number

of screens viewed by the survey taker in the last survey. Ni;j is the number of survey

invitations in the preceding twelve months. Second-order terms S2
i;j and N2

i;j are included to

model the potential non-linear relationships between questionnaire length, survey

frequency, and survey response. The intercept ui, the impact of panel commitment on

response li, the impacts of questionnaire length on response bi;1 and bi;2, the impacts of

survey frequency on response di;1 and di;2 are unknown coefficients to be estimated from

data.
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Dynamics of the unobserved panel commitment level xi;j was modeled by a latent

Markov chain as below.

xi;j ¼ fi;0 þ fi;1Ti;j þ fi;2T2
i;j

� �
xi;j–1 þ 1i ð3Þ

Ti;j are the days between the j–1
� �

th and the jth survey invitation. The second-order term

T2
i;j are included to model the potential nonlinear impact of the survey interval on the

transition of panel commitment level. 1i are an error term assumed to be normally

distributed with mean zero and unknown variance. The impacts of survey interval on the

transition of panel commitment fi;1 and fi;2 are unknown coefficients.

The unknown coefficients in Equations (2) and (3) were estimated in an idiographic

way, that is, for each individual separately. Since the present article focuses on the

relationships between questionnaire length, survey frequency, and survey response, we are

most interested in the estimates of bi;1, bi;2, di;1 and di;2. The unknown coefficients were

estimated by using the Particle Markov Chain Monte Carlo method (Andrieu et al. 2010).

This method improves the standard MCMC method by incorporating particle filers to

facilitate efficient Bayesian inference on latent Markov chain models (Andrieu et al.

2010). The prior of ui was set to be normally distributed with mean 2 and standard

deviation 1, reflecting that most UAS participants have a high albeit varying initial

response propensity. The prior distribution of li was set to a normal distribution with mean

0.2 and standard deviation 0.1 to reflect the potential positive association between panel

commitment level and survey response. The priors of bi;1, bi;2, di;1 and di;2 were set to be

normally distributed with mean 0 and standard deviation 0.2. This setting was informed by

the prevalence of no-association findings in prior relevant studies (Yetter and Capaccioli

2010; Blumenberg et al. 2019; Eisele et al. 2020; Walsh and Brinker 2015; Stone et al.

2003; Ono et al. 2019). Finally, the priors of fi;1 and fi;2 were set to be normally

distributed with mean 0 and standard deviation 0.2, reflecting our experience that the

survey interval has little impact on the change of panel commitment level. The estimation

was implemented using the R package “nimble” (De Valpine et al. 2017).

2.4. Pooling Individual Estimates, Identifying Subgroups Based on the Direction of

Relationship, and Ordered Logistic Regression Analysis

We used the means of the posterior distributions as individual estimates for bi;1, bi;2, di;1

and di;2 and then pooled those individual estimates to derive the overall estimates of the

associations between questionnaire length, survey frequency on survey response.

We used a multi-step procedure to group the individual estimates based on whether the

associations are likely to be positive, negative, or indicate no relationship. For the

association between questionnaire length and survey response, we first grouped

individuals into three subgroups based on the estimates of bi;1 and bi;2, respectively.

Those subgroups are the positive association group (i.e., the estimate is larger than zero

plus two times the standard error of the individual estimates), the negative association

group (i.e., the estimate is smaller than zero minus two times the standard deviation), and

the no-association group (i.e., the estimate is between the two thresholds). This

subgrouping procedure is often used in the area of statistical quality control to identify

Journal of Official Statistics1056



subjects that are most impacted by a factor (Oakland and Oakland 2018). After this

calculation, each individual had two group memberships for bi;1 and bi;2, respectively. Our

analysis showed that only two individuals were assigned to groups of opposite directions,

that is, the positive association group for bi;1 and negative association group for bi;2, or the

negative association group for bi;1 and positive association group for bi;2. We thereafter

removed those cases from the subsequent analysis. For removed cases, the effect of more

surveys was in one direction for small number of screens, and the effect of more surveys

was in the opposite direction for large number of screens.

The remaining individuals were grouped into the ultimate positive association group if

they were in the positive association group for either bi;1 or bi;2 or both. They were

grouped into the ultimate negative association group if they were in the negative

association group for either bi;1 or bi;2 or both. Finally, they were grouped into the ultimate

no-association group if they were in the no-association groups for both bi;1 and bi;2 Similar

procedures were applied to di;1 and di;2 to derive the group membership based on the

association between survey frequency and survey response.

Finally, to examine the relationships between participant characteristics and group

membership, we conducted an ordered logistic regression analysis with the group

membership as an ordinal outcome variable (i.e., negative association , no association ,

positive association) and sociodemographic characteristics and personality traits as

predictors. The personality traits were standardized before entering into the regression

analysis. The model was fitted using the “polr” function from the R package “MASS”

(Venables and Ripley 2013).

3. Results

A total of 1,333 individuals were randomly selected from all currently enrolled or attrited

UAS panel members for the analysis. Individuals in the analysis sample were 58.2%

female (n ¼ 774), 35.5% racial/ethnic minority (n ¼ 472), 53.9% married (n ¼ 718),

24.3% with high school or lower education (n ¼ 324), and 21.5% attrited (n ¼ 286). The

age at enrollment into the panel was on average 46.8 years old with a standard deviation of

16.2 years. Individuals in the analysis sample were invited for an average of 74.2 surveys

with a standard deviation of 45.6. They had been in the UAS panel for an average of 35.5

months with a standard deviation of 21.4 months.

Pooling individual estimates from the latent Markov chain model showed an overall

positive relationship between questionnaire length of the last survey, measured by the

number of screens, and response to a new survey (estimate for the linear term ¼ 0.043,

95% CI: 0.039 , 0.047, P , 0.001; estimate for the quadratic term ¼ 0.066, 95% CI:

0.061 , 0.070, P , 0.001). There was no significant association between survey

frequency, measured by the number of survey invitations in the preceding year, and

response to a new survey (estimate of the linear term ¼ 0.003, 95% CI: -0.001–0.006,

P ¼ 0.22; estimate of the quadratic term ¼ -0.004; 95% CI: -0.009–0.001, P ¼ 0.06).

As shown in Table 1, the multi-step grouping procedure identified a total of 414

individuals for whom seeing more screens in the last survey was associated with increased

response propensity to a new survey. In contrast, seeing more screens in the last survey

was associated with decreased response propensity to a new survey for 42 individuals. The
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remaining 871 individuals were classified into the “no-association” group. Multi-group

comparisons of sociodemographic variables and personality traits showed that the three

groups were significantly different in racial/ethnic minority status, household size, and

extroversion. The ordered logistic regression analysis (Table 2) revealed two significant

predictors for group membership. For respondents who belong to a racial/ethnic minority,

the odds of their response rates being negatively associated with more screens in the last

survey was 1.56 times (i.e., 1/0.64) that of respondents who are non-Hispanic Whites,

holding constant all other variables. For every one unit increase in respondents’

standardized extroversion score, the odds of their response rates being not associated or

positively associated with more screens in the last survey increases by 1.19, holding

constant all other variables.

As shown in Table 3, having received more survey invitations in the preceding year was

associated with increased response propensity to a new survey for a total of 126

individuals. Receiving more survey invitations in the preceding year was associated with

decreased response propensity to a new survey for 152 individuals. The remaining 1,052

individuals were classified into the “no-association” group. Multi-group comparisons

revealed significant differences by household size and by extroversion. The ordered

logistic regression analysis (Table 4) revealed only one significant predictor of group

membership. Respondents with three or more people in their household were 1.56 times

(i.e., 1/0.64) more likely than respondents with smaller households to lower their response

in reaction to being invited to more surveys, holding constant all other variables.

Table 1. Descriptive statistics and multiple-group comparisons based on the association between the number of

screens in the last survey and responding to a new survey.

More screens
associated

with
decreased
response
(N ¼ 42)

No
association
(N ¼ 871)

More screens
associated

with
increased
response

(N ¼ 414)

P-value
of test

for
equality
across

columns

Female 28 (66.7%) 495 (56.9%) 247 (59.8%) 0.32
Age 43.69 (16.88) 46.46 (16.03) 47.85 (16.35) 0.16
Racial/ethnic minority 20 (48.8%) 328 (37.7%) 121 (29.3%) 0.003
Married 22 (52.4%) 470 (54.0%) 222 (53.6%) 0.98
High school or less 10 (23.8%) 209 (24.0%) 105 (25.4%) 0.86
Household income

† Less than USD 35,000 13 (31.0%) 219 (25.1%) 120 (29.0%) 0.28
† USD 35,000 – USD 59,999 11 (26.2%) 260 (29.9%) 106 (25.6%) 0.27
† USD 60,000 – USD 99,999 9 (21.4%) 184 (21.1%) 92 (22.2%) 0.90
† More than USD 100,000 9 (21.4%) 202 (23.2%) 93 (22.5%) 0.93

Three or more people in
household

29 (69.0%) 392 (45.0%) 202 (48.8%) 0.006

Big five personality scores
† Extroversion 26.53 (6.52) 25.99 (6.22) 27.17 (6.29) 0.007
† Agreeable 37.27 (5.04) 36.14 (5.50) 36.59 (5.65) 0.21
† Conscientiousness 36.17 (5.54) 36.12 (5.69) 36.17 (5.62) 0.99
† Neuroticism 22.41 (6.82) 21.97 (6.58) 21.33 (6.84) 0.23
† Openness 36.05 (6.05) 36.59 (6.06) 36.75 (6.45) 0.76
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4. Discussion

This study examined the relationships between past survey burden and response propensity

to a new survey in the UAS. The results show an overall positive relationship between

questionnaire length of the last survey, measured by the number of screens, and the

probability of response to a new survey. This finding may be explained by the relatively

generous incentives in UAS, which compensate participants at a rate of USD 20 per thirty

minutes for estimated completion time. This rate is about 5.5 times the U.S. minimum wage

and about twice the average hourly earnings of employees on private nonfarm payrolls

(U.S. Bureau of Labor Statistics n.d.). Further analysis in this article identified subgroups of

participants whose response to a new survey was not or negatively related to the length of

the last survey. Specifically, the results suggest that racial/ethnical minorities were less

likely to complete a new survey following a prior long questionnaire. Our finding adds to

the existing evidence showing that minorities are less likely to respond to re-interviews

(Broman et al. 1995; Chen and Kandel 1995; Griffin 2002) and less likely to complete

surveys in panels (Harris-Kojetin and Tucker 1998). Strategies to identify and address the

challenges of conducting surveys in hard-to-survey populations including racial/ethnic

Table 2. Ordered logistic regression results for group membership based on the association between the

number of screens in the last survey and responding to a new survey.

Odds ratio 95% CI –
lower bound

95% CI –
upper bound

P-value

Female 1.11 0.86 1.43 0.41
Age group

† 18–29 Reference
† 30–44 1.04 0.72 1.51 0.84
† 45–64 1.17 0.81 1.70 0.42
† 65 and older 1.21 0.78 1.89 0.40

Racial/ethnic minority 0.64 0.49 0.82 , 0.001
Married 0.99 0.76 1.30 0.95
High school or less 1.12 0.84 1.50 0.43
Household income

† Less than USD 35,000 Reference
† USD 35,000 – USD 59,999 0.78 0.56 1.08 0.13
† USD 60,000 – USD 99,999 0.87 0.61 1.25 0.46
† More than USD 100,000 0.81 0.56 1.18 0.27

Three or more people in
household

1.13 0.87 1.46 0.35

Big five personality scores
† Extroversion 1.19 1.05 1.35 0.008
† Agreeable 1.00 0.87 1.15 0.99
† Conscientiousness 0.93 0.81 1.07 0.33
† Neuroticism 0.92 0.79 1.06 0.23
† Openness 1.00 0.89 1.14 0.95

Note: The ordered logistic regressions explain the probability of being in one of the three groups. A significant

odds ratio below one means that one is more likely to belong to a group where more screens decrease the response

probability; if the odds ratio is significantly above one, the demographic category is more likely to belong to the

group for whom more screens imply a higher likelihood of responding.
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minorities were discussed in depth by Harkness et al. (2010) and Tourangeau et al. (2014).

Specific solutions to address the challenges of surveying racial/ethnic minorities included

specially designed sampling frames (Duffy et al. 2006; Stueve et al. 2001; Heckathorn

2007), adaptation and translation (Harkness et al. 2010; Schroepfer et al. 2009; Lee and

Schwarz 2014), culture-sensitive survey design (Sun 2012; Pennell et al. 2004; Harkness

et al. 2003), and pretesting (Canales et al. 1995). Our analysis found that extroverted

participants were more likely to complete a new survey following a prior long questionnaire

compared with introverted participants. Prior research has suggested that extraversion was

positively associated with participation in probability-based online panels (Saßenroth

2013). The finding may be explained by the relationships between extraversion and reward

processing, which suggests that extroverts are more sensitive to rewards, often show greater

engagement with rewarding stimuli and situations, and are more motivated to gain a

promised reward (Smillie 2013; Lucas et al. 2000; Fu 2013; Furnham et al. 1999).

Table 3. Descriptive statistics and multiple-group comparisons based on the association between the number of

surveys in the one-year period preceding a new panel survey and responding to a new survey.

Group membership based on the association between the
number of surveys in the one-year period preceding a new

survey and responding to a new survey

More
preceding
surveys

associated
with

decreased
response

(N ¼ 152)

No
association
(N ¼ 1052)

More
preceding
surveys

associated
with

increased
response

(N ¼ 126)

P-value
of

test
for

equality
across

columns

Female 83 (55.0%) 619 (55.0%) 71 (56.3%) 0.60
Age 46.12 (15.29) 46.68 (16.39) 48.51 (15.54) 0.42
Racial/ethnic minority 49 (32.2%) 380 (36.2%) 40 (31.7%) 0.42
Married 87 (57.2%) 561 (53.3%) 68 (54.0%) 0.66
High school or less
education

41 (27.0%) 250 (23.8%) 31 (24.6%) 0.68

Household income
† Less than USD 35,000 38 (25.0%) 282 (26.8%) 32 (25.4%) 0.86
† USD 35,000 – USD 59,999 38 (25.0% 302 (28.7%) 39 (31.0%) 0.52
† USD 60,000 – USD 99,999 31 (20.4%) 227 (21.5%) 28 (22.2%) 0.93
† More than USD 100,000 44 (28.9%) 234 (22.2%) 26 (20.6%) 0.15

Three or more people
in household

86 (56.6%) 491 (46.7%) 48 (38.1%) 0.008

Big five personality
scores

† Extroversion 27.59 (6.10) 26.18 (6.26) 26.67 (6.23) 0.03
† Agreeable 36.80 (5.66) 36.19 (5.49) 36.70 (5.72) 0.33
† Conscientiousness 36.87 (5.79) 35.98 (5.65) 36.51 (5.63) 0.15
† Neuroticism 20.87 (6.96) 21.98 (6.55) 21.23 (7.08) 0.10
† Openness 37.01 (6.05) 36.59 (6.25) 36.64 (5.78) 0.74
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This study detected no significant relationships between survey frequency in the one-

year period preceding a new survey and the response to the new survey. This finding is

consistent with evidence from ecological momentary assessment studies (Eisele et al.

2020; Walsh and Brinker 2015; Stone et al. 2003; Ono et al. 2019). Further analysis

identified small subgroups of participants whose response was negatively associated with

survey frequency. Specifically, the response of participants with three or more members in

their households was more likely to be negatively associated with survey frequency. One

possible explanation is that participants with large households can experience higher

respondent burden especially if surveys contain questions about their household members

(Walsh and Fields 2012). As a result, participants with a large household may be more

likely to be overburdened when the frequency of surveys is high.

The results from this study have several implications for the management of an Internet

panel. First, the results suggest that longer surveys may not be a problem when

compensation is high enough and positively related to questionnaire length. However, the

results should not be interpreted as supporting the use of extraordinarily long

questionnaires. Surveys in the UAS are limited to a maximum of thirty minutes, so that

Table 4. Ordered logistic regression analysis result for the group membership based on the association between

the number of surveys in the one-year period preceding a new survey and responding to a new survey.

Odds ratio 95% CI –
lower bound

95% CI –
upper bound

P-value

1.08 0.80 1.44 0.62
Female
Age group

† 18–29 Reference
† 30–44 1.27 0.83 1.95 0.27
† 45–64 1.28 0.83 1.96 0.26
† 65 and older 1.38 0.83 2.32 0.22

Racial/ethnic minority 1.05 0.78 1.42 0.76
Married 0.96 0.70 1.32 0.81
High school or less education 0.87 0.62 1.22 0.42
Household income

† Less than USD 35,000 Reference
† USD 35,000 – USD 59,999 1.08 0.74 1.57 0.70
† USD 60,000 – USD 99,999 0.99 0.65 1.51 0.96
† More than USD 100,000 0.80 0.51 1.23 0.30

Three or more people in
household

0.64 0.47 0.86 0.004

Big five personality scores
† Extroversion 0.92 0.79 1.07 0.29
† Agreeable 0.98 0.83 1.14 0.76
† Conscientiousness 0.98 0.83 1.14 0.77
† Neuroticism 1.03 0.87 1.22 0.77
† Openness 0.98 0.85 1.14 0.82

Note: The ordered logistic regressions explain the probability of being in one of the three groups. A significant

odds ratio below one means that one is more likely to belong to a group where more survey invitations decrease

the response probability; if the odds ratio is significantly above one, the demographic category is more likely to

belong to the group for whom more survey invitations imply a higher likelihood of responding.
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the results cannot be generalized beyond the thirty-minute time frame. Second, the results

suggest that targeted interventions are needed to improve response of participants from

minority groups. Panel managers may consider specially designed sampling frames for

minorities and introduce culture-sensitive customizations into survey and website design.

Third, although our findings suggest that incentives may work well for extroverts, they may

work less well for introverts. Research has suggested that while the extroverts are more

easily motivated to seek more rewards, the introverts are motivated to avoid punishment

(Furnham et al. 1999). Fourth, our analysis suggests that it may not be a problem to engage

participants in frequent surveys. In the UAS, participants respond to an average of about

two surveys per month. Fifth, our analysis suggests that targeted interventions may be

needed to manage the burden of participants with large households. Panel managers may

consider higher compensation or breaking down a survey into shorter pieces for

participants with a large household when the survey contains a relatively large number of

questions about other household members. Lastly, the estimated associations between

questionnaire length/survey frequency and response may be informative for identifying

panel members at high risk of attrition. Future research may use machine learning

techniques to examine whether the estimated impacts are strong predictors of attrition.

It is worth noticing that this study has several limitations. First, results from the present

study may not be generalizable to online panels that are not probability-based. Second, the

analysis is based on observational data only. The above suggested panel management

strategies would need to be tested in randomized controlled trials. Third, although we have

tried to choose explanatory variables that can be considered exogenous (e.g., the number

of survey invitations, rather than the number of surveys one has answered, or the number

of screens shown in previous surveys rather that the total time taken to respond to a

survey), these variables can be refined in several ways. For instance, there is a certain

seasonality in survey burden in the UAS (the Fall tends to generate the largest number of

surveys), so that rather than taking the total number of surveys in the previous year as an

explanatory variable, we may also consider shorter time periods to detect these possible

peak affects. Another aspect that has not been analyzed yet is the nature of the surveys. We

know from the UAS “end-of-year” surveys that respondents vary in the type of surveys

they like most (or least). We can in principle group surveys by topic and use these as extra

explanatory variables, possibly interacted with respondent characteristics. Fourth, all

racial/ethnic minority groups were combined together into one group in the present ordinal

regression analysis due to the limited sample sizes of each minority group. This limited our

ability to examine the differences between specific minority groups. Finally, we did not

carry out the analysis for all current and past panel members due to the computational

burden of fitting the latent Markov chain model. Future research can expand the analysis to

all current and past panel members.

In conclusion, this study suggests that experiences of longer questionnaires and frequent

surveys may not lead to a decreased response propensity to a new survey for the majority

of participants in a large probability-based panel. The study advocates targeted

interventions for the small subgroups of participants whose response may be negatively

impacted by longer questionnaires and frequent surveys.
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The Effects of Response Burden – Collecting Life History
Data in a Self-Administered Mixed-Device Survey

Johann Carstensen1, Sebastian Lang1, and Fine Cordua1

Collecting life history data is highly demanding and therefore prone to error since respondents
must retrieve and provide extensive complex information. Research has shown that response
burden is an important factor influencing data quality. We examine whether increases in
different measures of response burden in a (mixed-device) online survey lead to adverse
effects on the data quality and whether these effects vary by the type of device used (mobile
versus non-mobile).

We conducted an experimental study in an online mixed-device survey, for which we
developed a questionnaire on the educational and occupational trajectories of secondary-
school graduates, undergraduates, and university graduates. To address our research question,
we randomly assigned different levels of response burden to the participants and compared
different measures on the data quality and response.

We found mixed evidence for unfavourable effects of response burden on the examined
outcomes. While some of our results were expected, they were not consistent across all
subgroups. Most interestingly, the effects of response burden on outcomes seemed to differ
based on the device used. Hence, we conclude that further research is needed to optimise the
collection of complex data from different groups of participants.

Key words: Respondent burden; data quality; response behavior; experiment; online survey.

1. Introduction

In attempting to reduce bias in survey results, researchers have increasingly turned their

attention to response or respondent burden. Response burden can introduce bias through

unit (Groves et al. 2011) or item nonresponse (Galesic and Bosnjak 2009), as well as through

measurement error (Peytchev and Peytcheva 2017). Thus, survey design to reduce response

burden must be carefully balanced with the substantial needs of a data collection endeavour.

Recently, many survey-makers have strived to collect increasingly complex

information using web surveys as the most cost-effective survey mode. However,

collecting complex life history data – that is, detailed biographical data suited for complex

analysis using for instance event history models – in a self administered mode poses new

challenges to minimising measurement error as there is no interviewer who can provide

help and motivation. One of these challenges concerns reducing response burden.
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Multiple factors can influence response burden, such as varying the length or frequency

of a survey or the amount and complexity of the requested information. In this

experimental study, we vary both the amount and complexity of items regarding life

history, to determine how different measures of data quality are influenced by those

variations. Using a web survey, we also distinguish survey respondents who use mobile

devices from those using desktop computers, to identify heterogeneous effects.

We start by elaborating on our definition of response burden. This serves as the basis to

introduce Tourangeau’s (2000, 2018) response process approach, which can explain why

participants experience various difficulties when answering survey questions. Addition-

ally, satisficing theory (Krosnick 1991) is used to explain participants’ reactions on an

increasing response burden when engaged in reporting. We then proceed into a review of

recent research on the factors that foster response burden. The methods used and the study

design are then combined with information from recent research to develop testable

hypotheses. We reveal our strategy and describe our data (Section 2) before presenting our

results (Section 3). We conclude with a discussion and summary (Section 4).

1.1. Theory

According to Bradburn (1979, 36), response burden’ is not an objective characteristic of the

task, but is the product of an interaction between the nature of the task and the way in which

it is perceived by the respondent.’ He identified four key elements of respondent burden

(Bradburn 1979, 36): (1) the length of the interview; (2) the amount of effort required of the

respondent; (3) the amount of stress on the respondent; and (4) the frequency with which

the respondent is interviewed. Three of these elements can be seen as properties of a

survey, while the amount of stress on the respondent is a product of the interaction between

the survey contents and characteristics of the respondent. While more recent research has

often relied on a respondent-centred approach in defining response burden (Hedlin et al.

2008), we focus on properties of a survey, varying them experimentally.

To understand the impact of response burden on the response process, response rates,

and data quality, we refer to Tourangeau’s (2000, 2018) cognitive response process model.

Based on Tourangeau (2000, 2018), participants’ response process when answering a

survey can be summarised in four steps. First, respondents must comprehend the posed

question in a way that fits the researchers’ conceived concept. Second, they must retrieve

information from their memory that enables them to answer the question. Third,

judgement and estimation take place: the respondents can estimate an answer (e.g. the

frequency of an event in a specific time period), count, rate, or rely on existing

information. Fourth, the respondents report the answer. Regarding response burden – as

defined above – error may be introduced in this process in different manners.

While comprehension error is, by definition, connected to the (subjective) difficulty of

a task, it is also more likely to occur due to fatigue in longer interviews and when more

detailed information is asked. This is true for all four steps of the cognitive process.

Moreover, when increasing the amount of detail in a survey, it becomes necessary to be

increasingly specific in formulating the question or instruction. This consequently

increases the likelihood that the researchers’ intended meaning and the respondents’

understanding of a question do not match. Specifically in relation to collecting life history
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data, this can happen, for example, in identifying timespan or granularity (“daily”,

“monthly”, “yearly”) in reporting events.

Retrieval may be hampered when respondents must recall less salient information, for

example when having to report detailed information on long time spans. Fatigue may

furthermore increase retrieval errors. Such errors may occur due to forgetting or forward

telescoping.

The same general arguments apply to the third step, judgement and estimation: the

probability of errors is also likely to increase here if more, very detailed, or difficult

information is requested, or if this information lies further in the past, in which case

respondents are more likely to have to guess or estimate their answers instead of clearly

recalling details. Respondents’ strategies in this step may vary between low and high effort,

depending on the time they have (Burton and Blair 1991). Besides the tendency that available

time will decrease in a longer survey, fatigue may lead to choosing low-effort strategies.

Finally, respondents may introduce error in the fourth step, reporting. Again, in addition to

effects through fatigue, requesting more (and more detailed) information or asking more

difficult questions should increase the probability of errors in reporting, as the task of mapping

information to scales provided by researchers becomes more complex. In collecting life

history data, this could occur when researchers ask, for instance, about changes in the kind of

employment contract and require respondents to be more specific about the types of such

contracts than they normally would be; this could represent a mismatch between the scale

provided and the information respondents would be able to remember.

1.2. State of Research

The length of the survey (Bradburn 1979) and the amount of detail asked (Warriner 1991)

can complicate the process of retrieval because the respondents need to concentrate for a

longer time (Crawford et al. 2001; Galesic 2006; Galesic and Bosnjak 2009; Marcus et al.

2007). Relatedly, the time needed to participate is found as a factor that increases response

burden (Crawford et al. 2001; Galesic 2006; Galesic and Bosnjak 2009; Marcus et al.

2007) and self-reported response burden increases with interview duration (Guin et al.

2012; Yan et al. 2020). The reference period has a major influence on participants’

response burden. The farther back in the past an event lies, the more poorly it is likely to be

remembered (Groves et al. 2011; Tourangeau 2000), and the more uncertainty it can

create, for instance when answering questions requires comprehensive processes of

recalling memories (Drasch and Matthes 2013). Relatedly, the difficulty of the item is

another element of the response burden (Galesic and Bosnjak 2009; Hambleton et al.

1991; Reise et al., 2005; Zanon et al. 2016). The more difficult it is for the participants to

read and understand an item, the more effort is required to retrieve the information

demanded and judge or estimate an answer, and the lower the participants’ cognitive

capacity is, the higher their response burden is likely to be (Guin et al. 2012; Gummer and

Roßmann 2015; Lenzner 2012; Tourangeau 2003; Yan and Tourangeau 2008).

Questions of higher difficulty can lead to difficulties in retrieval (e.g. forgetting events),

and can thus produce errors in reporting (Tourangeau 2000). Such errors can also appear

due to respondents’ tactics to minimise their response burden. Recent research fruitfully

explains respondents’ reactions to high response burden by applying decision field theory
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(e.g. Galesic 2006). ‘When confronted with a difficult personal decision, the decision

maker tries to anticipate and evaluate all of the possible consequences produced by each

course of action.’ (Busemeyer and Townsend 1993, 444). Answering questions in a survey

can be seen as such a ‘difficult personal decision’.

To avoid high effort, respondents may react to a high response burden by satisficing. As

satisficing theory states, this may lead to incomplete or biased information. Strategies may

include wrongly agreeing or disagreeing with statements (e.g. by choosing the first answer

regardless of its content), avoiding socially critical statements, or giving no answer (e.g. by

choosing the category ‘I don’t know’) (Krosnick 1991). As another means to reduce effort,

participants may react with underreporting frequencies of events (Kaper and Saris 1999)

and thus – more or less intentionally – answering questions in a way that shortens the

interview (Peytchev and Peytcheva 2017).

These results seem to be especially relevant when deciding how to go about collecting

biographical information. For instance, looping questions are questions that are asked

several times in the course of the survey and refer to recurring events (e.g. gainful

employment), where the frequency of repetition depends on the frequency of the event.

This sort of questions is often used in collecting life history data and is also implemented

in the questionnaire on which this study is based. Depending on their implementation,

looping questions can either lead to inaccurate numbers in event reports but detailed

information on the reported events (when asking for subsequent events after each report of

the preceding event) or to accurate numbers in event reports but missing information on

the details of the reported events (when first asking for the frequency k of an event and then

asking for details on each of the reported k events) (Eckman and Kreuter 2018).

Furthermore, respondents can react by not answering parts of the questionnaire (item-

nonresponse, see Galesic and Bosnjak 2009) or by refusing to answer the interview

completely (unit-nonresponse, see Groves et al. 2011). Finally, a burdensome survey is

discussed to cause panel attrition, meaning that it reduces the participant’s willingness to

participate in future surveys, for instance because the preceding interview experience was

frustrating (Hoogendoorn and Sikke 1998; Sharp and Frankel 1983).

Findings on the device participants used to answer web surveys have been inconsistent.

Some studies have found no evidence for the assumption that mobile, compared to non-

mobile devices, could lead to a higher response burden concerning dropout, item

nonresponse, the time needed to complete the survey, or the amount of detail an answer

contained (Antoun et al. 2017; De Bruijne and Wijnant 2014; Marcus et al. 2007; Toepoel

and Lugtig 2014). Others have found no tendencies for respondents to agree regardless of

the content (acquiescence), to provide non-substantive answers (congruent with

Mavletova 2013), to choose midpoint values or the first response option (primacy effects;

congruent with Mavletova 2013), or to choose answers depicted at the same position in the

survey (straightlining; Clement et al. 2020), when using mobile devices. Moreover,

Daikeler et al. (2020) have not identified more misreporting and Krebs and Höhne (2020)

have not identified stronger scale direction effects, when mobile devices have been used.

At the same time, researchers have observed that respondents who used mobile phones in a

previous survey tended not to use them in the next survey they took (Lugtig and Toepoel

2016). Additionally, they produced more missing data (Keusch and Yan 2017) and showed

lower response rates (Lee et al. 2019; Mavletova 2013). This could indicate a tendency for
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respondents using mobile devices to experience a higher response burden (Buskirk and

Andrus 2014).

Apart from one study that reported lower response time for mobile users (Lee et al.

2019), studies were found to report higher durations in survey completion when

respondents used smartphones, compared to stationary computers (Antoun et al. 2017; De

Bruijne and Wijnant 2014; Schlosser and Mays 2018). This could be partly ascribed to the

need for additional scrolling (Couper and Peterson 2017). The time needed to answer on

mobile devices seemed to be less pronounced for respondents who were familiar with

them (Antoun and Cernat 2020). Also, participants using mobile devices were more likely

to be outside their homes and among other people, restricting the attention they paid to the

survey (Antoun et al. 2017; De Bruijne and Oudejans 2015).

Collecting life history data is associated with especially high response burden, as all the

above mentioned factors are involved. Posing questions towards several episodes in the

respondents’ lives seems to inevitably lead to longer surveys than those limited to

particular episodes, as the reference period tends to cover events that lie farther back in the

respondents’ memories. Also, the amount of detail asked tends to be high, as connections

between the reported episodes are enquired. Answering questions that encompass life

history data can thus turn out to be rated as difficult for the respondents. Such factors likely

lead to an increase in the time needed to respond to life history questions.

Starting from education and leading up to the labour market, career paths are highly

dependent on preceding episodes in life. Hence, collecting data within a life history

framework seems especially promising to gain a comprehensive understanding of how

students decide for or against different paths. With this in mind, the present article

investigates response burden when collecting life history data from students and employees.

1.3. Hypotheses

In the following, we describe our study in the light of reseach gaps revealed by the

literature. Thereafter, we derive our hypotheses.

First, we check whether our treatments have the expected effect on one indirect and one

direct measure of response burden: response time and the subjective assessment of the

questionnaire’s difficulty (see H1a and H1b below). Especially the latter measurement of

response burden has not been common in recent research. Many studies have relied on

single variables, such as response time, as a measure for response burden only (e.g.

Gummer and Roßmann 2015; Yan and Tourangeau 2008).

Second, we use several variables that measure the impact a high response burden should

have on participants’ behaviour (see H2a to H3c below). Conversely, many studies have

focused on one effect response burden has on answering behaviour (e.g. Galesic 2006).

Third, only one study has focused on life history data. This study did not investigate response

burden as such, but rather participants’ recollections when filling out the survey (Drasch and

Matthes 2013). Our study explicitly investigates the impact of response burden on life history

data, since such data provides encompassing insights into respondents’ processes of decision-

making and behaviour. Additionally, we vary relevant variables that should impact response

burden (such as the reference period and amount of detail asked; see Subsection 2.1 for more

information).
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Fourth, research has lacked considerations on participants’ behaviour in self-

administered web surveys, as many surveys were conducted when the internet was not

as established in mainstream use. We offered participants in our survey a choice of which

device to use (see H4 below). Altogether, this study provides important insights not only

regarding the effects of response burden on life history data, but also regarding the

possible moderation effects of devices on response burden.

In this article, we investigate the impact of response burden on several dimensions

relating to response behaviour and data quality. We begin by analysing the effect of our

experimental treatments on one indirect and one direct measure of response burden. These

are response time (H1a) and the subjective evaluation of the difficulty of the questionnaire

(H1b). Both should be higher when increasing response burden.

With respect to response behaviour, we use break-offs and panel consent as

indicators. Based on our theoretical approach and the state of research presented in the

previous section, increasing response burden should move respondents closer to or

beyond their specific critical threshold for satisficing. Analogously, this should apply to

the refusal of panel consent. Therefore, we assume that an increase in response burden

leads to an increase in the probability of the interview being ended before completion

(H2a) and a decrease in the probability that the respondent will consent to further

interviews (H2b).

The same theoretical argument holds for data quality, with incorrect or insufficient

information as other forms of satisficing. We must make some presumptions with respect

to this, as we cannot exploit external data to verify the information the respondents

provide, such as linked or linkable administrative data. These presumptions are as

follows:

1. A higher share of months with no information on activities indicates poorer data

quality,

2. A higher number of episodes indicates higher data quality, and

3. Less item non-response (INR) indicates higher data quality.

The simple argument behind all three presumptions is that more information is better.

This applies especially for presumption (1), as the alternative would be no information on

some periods. Regarding presumptions (2) and (3), we further argue that there is no

plausible reaction to response burden, such as satisficing, that would lead to a higher

number of episodes or less INR.

In general, we expect a decrease in the data quality with an increase in response burden.

Based on these presumptions, we argue that a higher response burden should result in a

lower number of episodes (H3a), a higher share of months with no information (H3b), and

a higher number of INR (H3c).

Finally, we consider the heterogeneous state of research on mobile devices. Due to the

inconsistent results of previous research on this topic, we expect heterogeneous effects

depending on the respondents’ choice of device. Overall, we think that arguments in

favour of generally stronger effects of a higher response burden on mobile devices prevail.

Therefore, we expect to find stronger effects of response burden for the participants who

decided to answer the survey on a mobile device (H4).
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2. Methods

2.1. Study Design and Data

This work is part of a project to prepare the Student Life Cycle Panel (SLC) of the German

Centre for Higher Education Research and Science Studies (DZHW). For this project, we

developed a questionnaire to collect life history data from secondary-school graduates,

undergraduates, and university graduates in a self-administered web survey. As providing

life history data is highly demanding for participants, the topic of response burden is of

special interest in this context. To investigate the impact of response burden on

participation, break-offs, and data quality, we conducted an experiment in which we varied

response burden in the survey module for collecting life history data.

Our sample consists of four subsamples with separate sampling frames and sampling

procedures: (1) (former) students, (2) school-leavers from vocational schools, (3)

international students, and (4) non-traditional students.

Subsample (1) stems from a probability-based online access panel of (former) students

maintained by the DZHW. Subsample (2) was drawn from vocational schools in North Rhine-

Westphalia to include school-leavers qualified to enter higher education but who took

vocational training or started to work immediately after leaving school. These respondents

constitute an important comparison group for higher education research. Therefore, we paid

special attention to ensuring the adequacy of our questionnaire for this group.

Subsamples (3) and (4) were recruited at a German university and represent two small

subgroups with rather low participation rates in regular student samples. Like the members

of subsample (2), they are of special interest for higher education research and could have

specific requirements for the questionnaire.

For our analyses, we pooled these subsamples and controlled for the origin of the

observations.

The participants were invited by e-mail, and received two reminders (each at intervals

of three to four weeks). Participation was incentivised with a lottery of one big prize

(Apple iPad Pro, 10.500, 64GB), plus 2 X EUR 100, and 10 X EUR 50-book vouchers. The

field phase ended on January 17, 2019. The overall response rates were 8.4% (RR1) and

8.6% (RR2; American Association for Public Opinion Research 2016).

The questionnaire consisted of three main parts. The first and the last part contained

about 50 questions on socio-demographics and the respondents’ current activities. The

middle part was the life history module, where the experimental treatments were

implemented. Two experimental variations of the response burden were made in a fully-

crossed, 2 X 3 design. (For an overview on the distribution of observations in experimental

treatments and types of devices, see Figure 1.)

First, the reference period for which life events should be reported was varied between

two and five years. Second, the amount of detail the respondents were asked to provide in

the module on dependent employment was varied. We implemented a minimum, medium,

and maximum information condition, where the request for additional information in these

modules should represent an incremental increase in the response burden, as the medium

and maximum condition require more information, each with an increasingly high

resolution. (For further details about the information asked in each version, see Table 1.)
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The majority of the life history module consisted of interleafed looping questions (e.g.

Eckman and Kreuter 2018) asking, for example, for the first employment in the reference

period, then for details on this employment, and then for the next employment. For an

independent random sample of the respondents, the looping questions were preceded by a life

history calendar. The information from this matrix-like graphical calendar was used for routing

the respondents into the relevant looping questions afterwards. This experiment is not part of

Table 1. Information asked in minimum, medium, and maximum information condition.

Minimum information
condition

Medium information
condition

Maximum information
condition

Criteria splitting - employer - employer - employer
episodes into - occupation - occupation - occupation
sub-episodes - occupational status - occupational status - occupational status

- place of work - place of work - place of work

Additional
information
(asked
chronologically

- temporary contract
(yes/no)

- employment
contract

- working time
- income
- economic sector

- economic sector

for existing
episodes)

- working time (only
starting month)

- income (only
starting month)

- economic sector

Additional
information

- temporary contract
(yes/no)

- temporary contract
(yes/no)

asked (event-
centred, every
change tracked)

- employment
contract

- employment
contract

- working time
- income

Amount of information asked

R
ef

er
en

ce
 p

er
io

d

as
k

ed
 f

o
r

minimum

128

149

93

142

108

135

93

131

2 y

5 y 113

160

100

166

medium maximum

Fig. 1. Number of respondents by experimental treatment and device used to complete the survey.

Note: The experimental treatments (i.e. reference period asked for and the amount of information asked for) were

randomly assigned. Device used to complete the survey (i.e., mobile versus non-mobile) was not randomly

assigned.
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the presented article (see Lang and Carstensen 2022 for further details). Beyond employment

episodes, structured and reported by the respondents, we asked for changes in the ‘criteria

splitting episodes into sub-episodes’ (see Table 1), initialising further loops. This means, for

instance, that an employment episode reported from January 2019 to December 2019 was split

into two sub-episodes if the respondent indicated that they changed the work location in June

2019. All further information was then recorded for the resulting two sub-episodes. This and

the sort of information asked were identical in the minimum, medium, and maximum

information condition. To vary the response burden, the resolution of the requested information

increased: we asked the respondents to indicate all changes within the loops for parts of the

information (information is listed in the last row of Table 1, instead of the second row).

We decided to make the survey completely responsive (instead of a mobile-first design),

meaning that the layout of the survey adapted to the devices of the respondents. For

example, the lines were individually wrapped according to the available screen width and

matrix questions switched to a carousel layout.

A total of 2,016 people responded to the questionnaire. Since we were also interested in

break-offs in the life history module, we excluded only partials that dropped out before the

life history module. Excluding such cases and those of respondents who did not consent to

the usage of paradata left 1,518 cases to be analysed.

Our analyses encompass seven dependent variables. Since some models include

respondents who dropped out of the questionnaire after they began the life history module,

case numbers differ between the models. The panel consent could only be asked for a very

small subset of the sample: those who were not already part of the access panel and did not

terminate the survey earlier. In checking if the randomisation was successful, Tables 2

and 3 show descriptive statistics separately by the groups of both treatments.

Whether the composition of these observed properties differs by treatment group

(p-value) was determined by OLS regression for metric and average marginal effects of

logistic regressions for categorical variables. Surprisingly, the share differs between the

groups of the detail treatment for one of the categories of current activities. We assume

that this is a coincidence, since the current activity was asked at the very beginning of the

questionnaire and respondents were only excluded when they broke off before the life

history module, where the treatments first affected the response process. By controlling for

these properties in our models, we compensate for this random error.

Table 4 presents an overview of the same compositional characteristics by type of

device. Since this could not be randomised, differences in the composition by device are

expected. Overall, there are no counterintuitive differences in this sense. There are two

significant differences in the composition of these groups by subsample as well.

2.2. Measurements

This section documents how we operationalise each dependent and independent variable. In the

independent part, all models include dummy variables for the treatment conditions and for

mobile devices (1¼mobile device, 0 ¼ other device), as well as interaction terms between the

treatment conditions and the device variable. The treatment conditions were independently and

randomly assigned, and the device was measured by coding the user agent string from our

paradata. The user agent string was searched for “mobi”, resulting in smartphones and tablets
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coded as mobile devices. In addition, all models are controlled for another experiment,

including the (independent, random) assignment of a life history calendar in advance of the life

history module itself, which is used to filter respondents into relevant detail questions. This

experiment is not part of the presented article, but we include the treatment conditions as control

variable to account for possible confounding through an effect on response burden as well as our

dependent variables. (For results on the use of a life history calendar in a self-administered

mixed-device online survey, see Lang and Carstensen 2022). Beyond that, all models are

controlled for current activity (dummy variables for studying, vocational training, employment,

PhD, others); sample (dummy variables for the samples described above); gender (1 ¼ female,

0 ¼ male); and age (in years).

As outlined in Subsection 1.2, the first analyses are devoted to testing hypotheses H1a

and H1b and the question of whether the treatments lead to higher values on rather direct

measures of response burden. Response time is measured in minutes and calculated from

the paradata of our web survey as the sum of minutes spent on each page of the

questionnaire. This time was corrected for interruptions, which are defined as a duration of

more than five minutes on one page. The corrected response time is calculated as the total

time spent in the questionnaire minus the time exceeding five minutes on each page. An

exception was made for pages including a life history calendar (LHC). In this case, the

threshold was set to ten minutes. For the other dimension, the subjective difficulty of the

questionnaire, respondents were asked on a seven-point endpoint labelled “Likert scale”

(0 ¼ very easy to 6 ¼ very difficult): “How difficult was it for you to provide the

information on your background that we asked you about in this survey?”

For the second group of hypotheses on response behaviour, we investigate the probability

that a respondent would break off the survey, and the probability that the participant would

provide panel consent for further investigations. “Breaking off” is defined as terminating the

questionnaire without resuming it before the end of our field period (0 ¼ completion,

1 ¼ break-off). The panel consent was asked for at the end of the questionnaire, on the same

page as the contact details for the lottery (0 ¼ no, 1 ¼ yes). Unfortunately, respondents from

subsample (1) could not be asked for their consent, as they were already part of the access panel.

For the third group of hypotheses, we investigate the share of months with no information,

the number of episodes, and the number of INR as indicators for data quality. For the share of

months without information, we use data from the life history calendar (if applicable) and the

life history module. We count every month as being “with no information” if there is no

episode that includes that month, regardless of the type of episode. This count serves as the

nominator, while the denominator is the maximum number of months for which one

respondent could provide information. The number of episodes is the simple count of all

episodes a respondent provided, regardless of the type of episode; and the number of INR is a

simple count of all items where answers are missing. Besides the variables mentioned above,

these models include dummy variables that indicate the point of break-off in the life history

module (if applicable), or the logarithmised total number of items each respondent received.

2.3. Analysis Strategy

To test our hypotheses, we run several regression analyses, each adapted to a single

hypothesis. We model the reference period and the information treatment separately for
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every dependent variable, as we are interested in the single effects of the treatments.

Otherwise, we would have to apply the same sample restrictions on the models for the

reference period as on the models for the information treatment. Due to the fully-crossed

design and independent randomisation, this is not a problem.

We analyse response time, subjective difficulty, dropout, panel consent, number of

episodes, share of months without an episode, and the number of INR using poisson,

ordinary least squares (OLS), logistic, fractional, double hurdle, and negative binomial

regression models. All models are controlled for current activity, sample, gender, and

age. Those control variables are necessary because the treatment variables are

randomised but the use of mobile versus non-mobile devices to answer the survey could

not be allocated at random and former research reported that younger and female

participants are more likely to use mobile devices (see De Bruijne and Wijnant 2014;

Gummer and Roßmann 2015; Gummer et al. 2019; Sommer et al. 2017). Since we want

to check whether the effects of our treatments differ between mobile and non-mobile

devices, we thereby try to control for selection bias deriving from device-specific

preferences. However, we cannot state with certainty that no selection bias remained

after controlling for these variables.

For the models on response burden measured by interview duration and subjective

difficulty, we apply poisson regression to implement a log-level-model, and OLS for a

linear regression model. To test our hypotheses on response behaviour measured by

dropout and panel consent, we run logistic regression models. For the models on data

quality, we use more diverse estimators. Moreover, to model the share of months without

information, we use a fractional response model with a logistic link function (Papke and

Wooldridge 1996). This sort of model is appropriate for dependent variables with values

ranging from 0 to 1, such as fractions or ratios.

By inserting dummy variables for the point of break-off within the life history module,

we can include cases which answered only part of the module but do not confound our

estimate with another mechanism. To model the number of episodes and the number of

INR, we adopt Cragg’s method of double hurdle regression (Cragg 1971; Burke 2009).

Differently from the tobit model, this approach allows one to model the probability of a

positive value and actual value (given that it is positive) separately, accounting for the

possibility that they are caused by different mechanisms. In the models analysing the level

of detail treatment, we only include cases where at least one episode was reported in the

employment module; for this reason, we use negative binomial regression here. The

models dealing with these two outcomes are controlled for the point of break-off dummies,

as well as the logarithmised total number of items each respondent received. The total

number of items controls for the sheer possibility of having a higher number of INR with

an increasing number of questions being asked, and the logarithmic form allows for

modelling a diminishing marginal utility. Besides theoretical reasoning, an empirical

comparison with linear and quadratic forms also revealed best model fit with the

logarithmic form.

Beyond the case selection mentioned above, we apply multiple imputation by chained

equations (Van Buuren 1999, 2012; White et al. 2011) and the multiple imputation then

deletion approach of Von Hippel (2007). We did m ¼ 50 imputations with i ¼ 100

iterations each, using propensity mean matching with the five nearest neighbours (Morris
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et al. 2014; Vink et al. 2014; White et al. 2011) to predict plausible values. Additional

auxiliary variables used in the imputation but not included in any of the models below are:

day of the week and time of the first and last contact as well as their interactions, height

and width of the device used, number of children, indicator for a general higher education

entrance qualification and the year of obtaining the higher education entrance

qualification.

For most variables, there is not a problem of missing values. Nevertheless, two variables

have relevant shares of missing information, and we have to control for them due to the

selectivity of mobile versus non-mobile users. These are gender and age, with 24% and

25% of information missing, respectively. Almost all the cases with missing information

stem from subsample (1) and go back to the master data of the access panel. This variable

was coded incorrectly for one of two samples of origin in the access panel. Therefore, we

code the cases with implausibly high values on age (above 65 years) as ‘missing’, and

impute plausible values for those cases, as well. Although the nature of the coding error is

rather obvious from the distribution of the cases with an age above 65, we used mutiple

imputation instead of simply recoding these cases, as it takes uncertainty into account.

3. Results

We estimate two models for each dependent variable, one for the reference period

treatment and one for the detail treatment. Since we use double hurdle regression with two

parts to test hypotheses H3c, there are 17 models in total. Table 5 shows the average

marginal effects of those 17 different models.

All models contain an interaction term between the respective treatment effect and the

dummy, specifying whether a mobile or a non-mobile device was used. Taking this

interaction into account, the average marginal effects of the treatments are displayed in

Figure 2. Additionally, we test the difference between the treatment effects for mobile and

non-mobile devices, and the resulting p-values can be found in Table 6.

In what follows, we discuss the results for every dependent variable in detail. We first

refer to the effects of the reference period treatment, then to the effects of the detail

treatment, and finally move to the more differentiated view by type of device. We start by

examining the first two hypotheses regarding the impact of our experiment on two

dimensions of response burden (H1a and H1b).

3.1. Response Burden (H1a, H1b)

Models 1 and 2 in Table 5 address the time needed to complete the questionnaire (H1a).

We estimate those by applying poisson regressions with robust standard errors. The results

show that both treatments lead to a significantly increased duration in processing the

questionnaire. The effect of the reference period treatment indicates an increase of the

response duration in the five-year condition, compared to the two-year condition (model

1). The medium and maximum detail conditions of the detail treatment lead to an increase,

as well, compared to the minimum detail condition (model 2). Looking at the interactions

between type of device and the treatments in Figure 2, we see that, somewhat surprisingly,

response duration is affected only by the treatments in participants who used non-mobile

devices. However, the differences in treatment effects between mobile and non-mobile
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users are significant only for the maximum condition of the detail treatment. One reason

for this might be a higher tendency among mobile users to satisfice. But although we

controlled for age, gender, and current activity, it is still possible for users of mobile and

non-mobile devices to differ from each other in a way that affects their life history, thus

leading to different interview durations.

Models 3 and 4 deal with the perceived difficulty of the questionnaire (H1b). The effects

of the reference period (model 3) and detail treatment (model 4) are not significant.

Looking at the interactions, there is a significant positive effect of the reference period

treatment on perceived difficulty only for non-mobile users, and a negative effect of the

maximum detail condition for mobile users. The treatment effect of the reference period

differs significantly between mobile and non-mobile users, while differences in the effects

of the detail treatment by device are only marginally significant.

3.2. Response Behaviour (H2a, H2b)

Here, we discuss the results concerning our hypotheses on response behaviour. In models 5

and 6, we consider the probability that respondents break off the survey (H2a). Increasing the

reference period (model 5) leads to an increase of almost eight percentage points in this

probability. The effects of the medium and maximum detail conditions (model 6) are quite

similar: each one shows an increase of around five to six percentage points over the minimum

detail condition. Looking again at the interaction between type of device and treatment

effects, it appears that the effect is driven by the mobile users. Referring to the previous results

on response burden, the higher likelihood that mobile users break off the survey could explain

why there is no increase in response time in this group. However, this does not explain the

difference between devices concerning perceived difficulty since this question was asked at

the very end of the survey, and it was not seen by respondents who broke off.

Models 7 and 8 address the probability of consenting to future surveys (H2b). The

consent question was administered only to respondents who were not already part of our

access panel. As a result, case numbers for these two models are rather low. While we do

not find a significant effect of the reference period treatment on the probability to give

consent for future surveys (model 7), we do find a positive effect on consenting to future

surveys in the medium condition of the detail treatment (model 8), stemming from mobile

users. At the same time, looking at the interactions, the difference in treatment effects on

mobile versus non-mobile users is not significant, given the low case numbers.

3.3. Data Quality (H3a, H3b, H3c)

We now turn to our hypotheses concerning data quality. Models 9–11 address hypothesis

H3a, concerning the number of reported episodes. A higher number of episodes is

regarded as positively connected to data quality. We estimated the model for the reference

period treatment using a double hurdle linear regression, due to excess zeros in the data.

Model 9 represents the part of the model conditional on yi . 0; while model 10 represents

the probability of yi . 0.

Both parts of the models use the same covariates. It is not surprising that increasing the

reference period (model 9) leads to an increase in the number of episodes reported by the

respondents, since a longer reference period should almost certainly contain more single
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episodes than a shorter one. The probability of reporting zero episodes is not affected by the

reference period treatment. The level of detail (model 10) has no effect on the number of

episodes.

Looking at the interactions with the type of device, the size of the effect of the reference

period treatment differs significantly between mobile and non-mobile users. This may be

due to selection, but also to a stronger sensitivity on the part of mobile users to the increased

cognitive burden posed by the five-year condition relative to the two-year condition.

We use the share of months in which no episode of any type is reported as another

measure of data quality. Hypothesis H3b states that an increase in response burden should

lead to an increase in gaps in the reported life history. The results show a positive effect of

the reference period treatment on the share of months for which no activity was reported

(model 12). The detail treatment, by contrast, shows no effect (model 13). Turning to the

interactions, the confidence intervals of the separate effects of the reference period by type

of device include zero, due to decreased power. Nevertheless, the point estimate is positive

for both groups. For the detail treatment, we do not find significant differences in the

treatment effects between devices.

Finally, we test the hypothesis that an increase in response burden leads to an increase in

item nonresponse (H3c). Again, due to excess zeros, we use double hurdle regression with

the same covariates to estimate both parts of the model. In addition, we include the

logarithmised number of items seen in total, as this varies between participants due to

heterogeneous life courses.

The reference period treatment (models 14 and 15) demonstrates no effect on the

number of item nonresponse. Conversely, the level of detail has a positive effect on item

nonresponse, although only for the maximum detail condition compared to the minimum

level of detail. The effect is present both for the conditional part (model 16) and the

selection part (model 17) of Pr( yi . 0).

Considering the interactions of the reference period treatment, significant differences

between devices is evident for both parts of the model. A reference period of five years

compared to two years leads to a higher amount of item nonresponse (conditional part) for

non-mobile users (with a P-value of 0.051, this effect is just out of range of the 95%-

confidence level), and a lower one for mobile users (P-value: 0.047). The probability that

item nonresponse occurs at all (selection part) is found to be lower in the five-year

condition than in the two-year condition, but only for mobile users.

The interactions for the effect of the detail treatment on the amount of item nonresponse

(conditional part) show that it is independent of the type of device that was used. For the

probability that item nonresponse occurs at all (selection part), there is an additional

positive effect of the medium detail condition relative to the minimum detail condition,

but it is present only for non-mobile users. This difference between devices is significant.

At the same time, the positive effect of the maximum detail condition does not differ

significantly between devices.

3.4. Summary of the Findings

We conclude that the reference period treatment directly affects response burden,

measured as the duration of processing the questionnaire (H1a), and also affects the
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subjective evaluation of difficulty (H1b). Surprisingly, the detail treatment only affects

response time, and not subjective difficulty.

Distinguishing between users of mobile and non-mobile devices yields significant

differences for these two hypotheses. While non-mobile users mostly demonstrate the

expected effects, the same is not true for mobile users. Furthermore, mobile users show no

significant increases in response time or self-assessed difficulty, as opposed to an

unexpected negative effect of the maximum detail treatment on the latter. This indicates

that either mobile users’ reactions to our treatments are different or that the composition of

this group differ from that of non-mobile users.

The next two hypotheses pertain to the participants’ response behaviour. H2a, which is

related to the probability of a break-off, could be confirmed for both treatments. As

opposed to H1a and H1b, however, significant effects are present only among mobile

users. This might be due to the fact that the users of mobile and non-mobile devices

employ different strategies to deal with a higher response burden, with more mobile users

breaking off the questionnaire. However, this picture might also be driven by selection into

devices, despite our endeavours to account for this.

Despite the very low case numbers, panel consent (H2b) shows some noteworthy

effects. Among mobile users and in the average marginal effects without differentiation,

there is an increased probability of consent for respondents in the medium detail

treatment relative to the minimum detail condition. This is against our expectations in

two ways: (1) we assumed an incremental increase in response burden over our detail

treatments and (2) we expected a negative effect of a higher response burden.

Unfortunately, we do not have a plausible, better explanation for this result than chance.

However, the extremely low case numbers in this model suggest that its interpretation

should not be overstressed.

The last three hypotheses deal with data quality. Hypothesis 3a is directed only towards

the detail treatments, which show no effects. Increasing the reference period should lead to

an increased number of episodes even without taking the data quality into account.

Nevertheless, the difference in effects for users of mobile and non-mobile devices is

remarkable. The number of episodes reported increased significantly less in mobile users,

and this could not be accounted for by controlling for age, gender, or current activity. One

explanation for this finding might be a higher tendency of underreporting in this group.

The second data-quality hypothesis (H3b) concerns the number of gaps in the reported

episodes. There is evidence that increasing the reference period increases the share of

months without information, while the detail treatment shows no significant effect on this

outcome. Moreover, the analyses of H3c yield partially counterintuitive results. The detail

treatment shows expected effects for both mobile and non-mobile users, in both parts of

the model; but alternating the reference period has only a small and marginally significant

effect on non-mobile users modelling the number of nonresponses conditional on yi . 0,

while having a negative effect on mobile users in both parts of the model. One explanation

for this might be that respondents using mobile devices show types of satisficing that do

not increase item nonresponse but do yield a lower number of reported episodes

(underreporting). Since we control for the total number of items seen, this could result in a

decrease in item nonresponse. This explanation would also be concurrent with the smaller

increase in the number of reported episodes from models 9 and 10.
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4. Discussion

This article investigates the question of how response burden variations in terms of the

amount and detail of information requested on life history affect different outcomes in a

self-administered, mixed-device web survey of a highly educated population. We find

several effects which stress the importance of managing response burden in self-

administered online surveys.

Our results indicate that, as we expected, our treatments clearly increase response

burden measured as response time and break-off. Notably, the differences in results

between users of mobile and non-mobile devices point to different experiences of and

reactions to increased response burden. Mobile participants show no effect on response

time but do show an increase in break-offs. Conversely, non-mobile participants show no

effect on break-offs but do show an increase in response time.

The results on subjective difficulty and panel consent are less straightforward. In

general, while the effects are in the expected direction among non-mobile users, mobile

users show unexpected behaviours. However, it should be kept in mind that the analyses

on panel consent are based only on a very small number of cases, and only on subsamples

(3) and (4). Participants from subsample (1) could not be asked once again about their

panel consent, as they came from a probability-based access panel.

Concerning our data quality measures, we find effects on all three outcomes, but not for

every treatment. Results on the number of episodes are consistent with the rest of our

findings. The number of reported episodes is expected to be higher when the reference

period is increased from two years to five years. However, this increase has a smaller effect

on respondents using mobile devices. This might be an indication of specific satisficing

strategies used by this group. At the same time, this group exhibits a negative effect of

prolonged reference period on item nonresponse.

Both findings could be explained by a higher tendency towards underreporting in the

group of mobile users, thus leaving less opportunity for nonresponse. As before, although

we aimed to account for selectivity in mobile and non-mobile usage, we cannot rule out

that this effect could be traced back to a different composition of these groups’ life

histories.

The detail level treatment does not affect the number of episodes reported. Regarding

item nonresponse, this treatment shows expected results. Increasing the complexity of the

survey by raising the level of detail does affect item nonresponse, independently of the

device used.

Two key findings emerge from our study. First, varying the amount and complexity of

information collected in a mixed-device web survey has different effects on data quality

and response behaviour. Increasing the amount of requested information apparently leads

to satisficing in mobile users who report a lower number of episodes, while item

nonresponse is mainly influenced by the complexity of the questionnaire. Second, mobile,

and non-mobile users seem to experience and react differently to response burden. Mobile

users tend to break off more easily, while non-mobile users spend more time answering the

questionnaire and rating the questionnaire as more difficult. As stated above, mobile users

in our sample are also more prone to satisficing.

Although our study relies on experimental variations, there are several limitations to our

findings. The possibility of selection bias concerning differences between mobile and non-
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mobile users forbids us to interpret differences in the effects as causal. We try to account

for all relevant confounders, but we cannot rule out that some of our findings could be

driven by selective usage of devices. Furthermore, our experimental treatments

operationalising the amount and complexity of information are not necessarily

transferable to other surveys, due to the specific nature of our study.

We constructed our questionnaire using an interleafed looping strategy on filter and

follow-up questions. Since it is known that this leads to different respondent behaviour

than a grouped approach (Eckman and Kreuter 2018), our results might have been

different using the latter. Moreover, our sample, comprising mostly participants of an

access panel, is on average rather young and highly educated. There is evidence that

response burden is perceived to be higher in mobile devices for older and lower-educated

participants (Yan and Tourangeau 2008; Couper and Kreuter 2013). Hence, in different

samples, the effects we found might be even more pronounced.

It is unclear whether our treatments would have yielded the same effects in a different

population, in a survey containing different topics and being conducted by another

organisation. Nevertheless, due to these conditions, it is reasonable to assume that we have

found somewhat lower effects than would be expected in the general population. Although

our study lacks objective measures of data quality, we are confident that we made

reasonable presumptions about the expected effects on our outcomes.

For survey practice, our results have major implications. An increase in the scope and

complexity of surveys should be considered carefully, given the effects on different

outcomes we demonstrated. Furthermore, these effects might lead to a differential and

complex bias by the type of device which respondents use to complete the survey, since

our results pointed to different experiences and consequences of increased response

burden along this divide. We recommend that future studies on this theme create

techniques capable of eliminating these differences.
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Your Best Estimate is Fine. Or is It?

Jerry Timbrook1, Kristen Olson2, and Jolene D. Smyth2

Providing an exact answer to open-ended numeric questions can be a burdensome task for
respondents. Researchers often assume that adding an invitation to estimate (e.g., “Your best
estimate is fine”) to these questions reduces cognitive burden, and in turn, reduces rates of
undesirable response behaviors like item nonresponse, nonsubstantive answers, and answers
that must be processed into a final response (e.g., qualified answers like “about 12” and
ranges). Yet there is little research investigating this claim. Additionally, explicitly inviting
estimation may lead respondents to round their answers, which may affect survey estimates.
In this study, we investigate the effect of adding an invitation to estimate to 22 open-ended
numeric questions in a mail survey and three questions in a separate telephone survey.
Generally, we find that explicitly inviting estimation does not significantly change rates of
item nonresponse, rounding, or qualified/range answers in either mode, though it does slightly
reduce nonsubstantive answers for mail respondents. In the telephone survey, an invitation to
estimate results in fewer conversational turns and shorter response times. Our results indicate
that an invitation to estimate may simplify the interaction between interviewers and
respondents in telephone surveys, and neither hurts nor helps data quality in mail surveys.

Key words: Estimation; enumeration; questionnaire design; data quality; respondent burden.

1. Introduction

Survey researchers often use open-ended questions to capture numeric responses for

questions that require enumeration of events that occurred over a fixed time period (e.g.,

“How many cigarettes did you smoke in the last seven days?”) or questions asking for

financial information (e.g., income). Open-ended numeric questions are often used when a

precise number is needed for the survey’s analytic goals or when it is difficult to construct

meaningful ranges for response options (Dillman et al. 2014). Yet providing an exact,

numeric answer can be mentally taxing or impossible for respondents, especially when

questions ask about hard-to-enumerate topics (Tourangeau et al. 2000; Conrad et al. 1998).

As a result, some respondents may fail to answer a question altogether or give

nonsubstantive answers (i.e., responses like “too many cigarettes to count”), which can
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negatively affect data quality (Beatty and Herrmann 2002). Difficulty providing exact

answers may also cause some respondents to report responses that must be recoded into a

final answer by data processing staff (e.g., ranges like “five to ten cigarettes a week”).

To ease the burden of answering numeric response questions and potentially limit

undesirable answering behaviors, researchers often invite respondents to estimate their

answer by adding phrases like “Your best estimate is fine” to the question stem (Dillman

2007). However, there is no research of which we are aware that establishes whether this

phrase is helpful in mail and telephone surveys. Additionally, inviting estimation may also

trigger changes in other response behaviors. For example, response heaping (i.e., giving

rounded answers) is more prevalent when respondents estimate (Huttenlocher et al. 1990;

Burton and Blair 1991; Holbrook et al. 2014), and may increase if respondents are told

they can approximate their answer. Estimation can also lead respondents to overreport

their behaviors, meaning that an invitation to estimate may inflate survey means (Burton

and Blair 1991). Finally, it is possible that these effects vary across self-administered and

interviewer-administered surveys because the cognitive and working memory demands on

respondents differ across these modes (De Leeuw 2005).

In this article, we experimentally explore the effect of including an invitation to

estimate worded as “Your best estimate is fine” on several indicators of data quality in a

mail survey and in a separate telephone survey. We compare versions of questions with

and without the invitation to estimate to answer the following research questions:

RQ1. Does the item nonresponse rate differ across versions?

RQ2. Does the rate of nonsubstantive answers differ across versions?

RQ3. Does the rate of range and qualified answers differ across versions?

RQ4. Does the heaping or rounding rate differ across versions?

RQ5. Do estimated means differ across versions?

2. Background

Questionnaire designers have several options when asking numeric questions such as how

many miles respondents drive in an average week. A closed-ended question format with

ranges for response options (e.g., “100 to less than 200” miles) can be simpler for

respondents but yields imprecise responses. In contrast, an open-ended numeric item both

cues and allows respondents to provide a precise answer (e.g., 150 miles), but respondents

may have difficulty recalling such a precise answer (Tourangeau et al. 2000).

2.1. Response Strategies for Open-Ended Numeric Questions

Respondents generally use either enumeration or estimation to answer open-ended

numeric questions about events or behaviors. Enumerating a precise answer requires

respondents to retrieve each episode of the event or behavior from memory, decide if the

episode fits the question’s requirements, count up the total number of relevant episodes,

and report that number (Blair and Burton 1987; Menon 1993; Tourangeau et al. 2000). For

example, respondents often use enumeration to answer questions that ask about topics like

infrequent events (e.g., trips to the emergency room) or events over short and recent

reference periods (e.g., the past week) (Blair and Burton 1987; Burton and Blair 1991;
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Conrad et al. 1998). Events that do not happen on a routine schedule (e.g., irregular events

like the number of visits to the doctor for an injury) and events whose episodes are distinct

from one another (e.g., number of serious illnesses) are often enumerated (Menon 1993;

Conrad et al. 1998).

Alternatively, estimation involves providing an answer based on an approximate rate of

occurrence for a target behavior or event (Blair and Burton 1987; Burton and Blair 1991;

Tourangeau et al. 2000). Questions asking about frequent events (e.g., steps taken) or

events that occur over long reference periods (e.g., your adult lifetime) lend themselves to

estimation because their exact numbers often do not exist in memory (Blair and Burton

1987; Burton and Blair 1991; Conrad et al. 1998). Similarly, events that happen on a

regular schedule (e.g., eating breakfast) and events whose episodes are similar to one

another (e.g., minor illnesses) are often estimated (Menon 1993; Conrad et al. 1998). Exact

answers to financial questions like one’s annual income may also be difficult to remember

and often estimated.

A respondent’s use of enumeration versus estimation depends on how easily relevant

information can be retrieved from memory (i.e., the cognitive state) (Beatty and Herrmann

2002); this answer may be modified if the respondent feels the need to edit the answer to a

possibly sensitive question (i.e., the respondent’s communicative intent). We start with

discussing cognitive states and then move to communicative intent.

Information that requires minimal effort to retrieve (i.e., available information) can

easily be enumerated and thus likely pose little burden to respondents to enumerate. Limits

in memory, however, can prevent respondents from using enumeration (Huttenlocher et al.

1990). Estimation is commonly used when the exact information requested by a question

cannot be retrieved, but a respondent can use other information in memory to approximate

their answer (i.e., generatable information) (Beatty and Herrmann 2002). Respondents

using estimation must decide whether their inexact answer meets the level of precision

requested by the question (i.e., an adequacy judgement) (Beatty and Herrmann 2002). If

respondents judge their estimated answer to be inadequate, they may skip the question

entirely. Alternatively, respondents may indicate that their answer is estimated (i.e.,

potentially inadequate) by providing nonsubstantive answers (e.g., “too many to count”).

Respondents may also indicate that their answer is “generated” by including additional

information like ranges (e.g., “10–20”) or qualifiers (e.g., “about 20”) in their answer.

Although these answers can ultimately be recoded into a final response using a set of rules

(e.g., ranges like “10–20” coded as the lower bound of ten), they require costly post-

survey processing that may introduce processing error.

Accessible information exists in a cognitive state between available and generatable and

can be retrieved from memory only if a respondent exerts cognitive effort (Beatty and

Herrmann 2002). The enumeration process for accessible information is burdensome;

respondents must expend mental resources to retrieve each episode from memory.

Respondents lacking sufficient motivation might avoid this burdensome retrieval task by

estimating their answer instead, leading to less precise answers. Respondents again must

make an adequacy judgment to determine if their estimated answer meets the precision

requirements of the question. This judgment may lead respondents to not answer the

question at all, resulting in item nonresponse, or to provide nonsubstantive, qualified, or

range answers.
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Finally, when exact information related to a question is not known and cannot be

approximated, it is inestimable (e.g., apples eaten in your entire life) (Beatty and

Herrmann 2002). In such cases, neither enumeration nor estimation will lead to an answer.

The only honest recourse for respondents is to: (1) skip answering the question altogether;

(2) select a “don’t know” or “refusal” response option when available; or (3) provide a

nonsubstantive answer (e.g., “Too many to count”). In general, survey designers are

encouraged to avoid questions that ask for inestimable information.

Responses are modified by respondents’ communicative intent, or the need to edit

answers to sensitive questions (Beatty and Herrmann 2002). Respondents are more likely

to skip sensitive questions (i.e., item nonresponse) if they worry their answers are socially

undesirable (Beatty and Herrmann 2002; Tourangeau and Yan 2007). Alternatively, they

may edit answers to fit within a social norm or expectations. This editing may manifest in

behaviors that look like those of estimation – for instance, providing a range or reporting a

more socially acceptable (and perhaps rounded) inexact answer.

2.2. An Invitation to Estimate

Appending the phrase “Your best estimate is fine” to a question is a common method for

indicating that approximate answers are acceptable for numeric response questions

(Dillman 2007). This phrase, inviting respondents to estimate their answers, is

hypothesized to reduce item nonresponse rates by communicating that: (1) respondents

do not have to engage in potentially burdensome enumeration (i.e., for accessible

information), and (2) an imprecise answer is preferable to no answer (i.e., reporting

generatable or estimated accessible information is acceptable), potentially making

respondents’ adequacy judgments less burdensome. Explicitly inviting estimation is also

hypothesized to reduce nonsubstantive answers through the same mechanisms. By

communicating that guesses are acceptable, an invitation to estimate is hypothesized to

also reduce range or qualified answers; respondents may feel less inclined to communicate

uncertainty over their answer (e.g., ranges, qualified answers) if they are told that

estimation is permissible.

Despite the potential to decrease item nonresponse, an invitation to estimate may also

have the unintended consequence of encouraging some respondents to estimate when they

would have otherwise enumerated their answer. This can occur when the exact

information requested by a question is retrievable with cognitive effort (i.e., accessible

information), but the respondent approximates their answer when offered the invitation to

estimate. An increase in estimation may in turn increase other potentially undesirable

response behaviors. Primarily, respondents who estimate are more likely to provide

rounded answers (i.e., heaping) (Burton and Blair 1991; Holbrook et al. 2014). An

invitation to estimate may encourage this heaping behavior and foster inaccurate

responses. Finally, as estimated answers tend to be larger than enumerated answers – that

is, respondents round up rather than round down (Burton and Blair 1991) – survey means

may be larger with an invitation to estimate. Therefore, when an invitation to estimate

succeeds at encouraging estimation behavior, we would expect to see: lower rates of item

nonresponse (H1a), nonsubstantive answers (H2a), and qualified or range answers (H3a);

higher rates of heaping (H4a); and larger estimated means (H5a; summarized in Table 1).
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We are aware of only one study that investigated using an invitation to estimate: Couper

et al. (2011) found that adding this phrase had no effect on the rate of ill-formed answers

(i.e., answers that do not conform to the response task like nonsubstantive and qualified/

range answers) or response times on three open-ended numeric questions in a web survey.

Evaluating more varied question types in different modes may yield different results.

Further, nonsubstantive and qualified/range answers have not been evaluated separately

despite having different effects on measurement (e.g., nonsubstantive answers are often set

to item missing, while qualified/range answers are processed into a final response).

Finally, the assumption that an invitation to estimate reduces item nonresponse rates

remains uninvestigated.

2.2.1. Invitation to Estimate, Cognitive States, and Question Sensitivity

The effect of inviting estimation may also differ across cognitive states. For example, it

may have no effect on requests for information that is available (because enumeration is

not burdensome in this case), generatable (because this information could only be

estimated in the first place), or inestimable (because this information cannot be retrieved).

However, an invitation to estimate may lead respondents to approximate their answers to

questions asking about accessible information by giving them permission to skip the

cognitively taxing enumeration process and estimate their answer instead. This may lead

to the outcomes that we hypothesize accompany a successful invitation to estimate (i.e.,

H1b-H4b).

The effect of an invitation to estimate may also vary with question sensitivity. An

invitation to estimate may change a respondent’s adequacy judgement for sensitive

questions. In particular, permission to estimate may make respondents more comfortable

answering the question by providing an inexact (e.g., rounded/heaped), less sensitive

answer. For example, a respondent may be unwilling to report that they have received

exactly nine speeding tickets in the past year. Including an invitation to estimate may

encourage this respondent to instead provide an answer of five tickets: a rounded (i.e.,

plausibly estimated), less sensitive answer. Therefore, we hypothesize that adding an

invitation to estimate on sensitive questions will lead to less item nonresponse by changing

respondents’ adequacy judgement to allow for estimated, less sensitive answers (H1c).

Accordingly, we also hypothesize that this increase in estimated responses for sensitive

questions will lead to the outcomes that we anticipate accompany a successful invitation to

estimate (H2c-H4c).

2.2.2. Invitation to Estimate and Data Collection Mode

It is unclear if the effects of an invitation to estimate vary across self-administered and

interviewer-administered modes. In self-administered surveys, respondents can see the

text of a question and refer to it when considering their response. In a telephone survey,

respondents must hold the question in their working memory while also considering their

answer. This makes aural telephone surveys more cognitively taxing than visual modes

(De Leeuw 2005) and suggests that an invitation to estimate might prove especially useful

at reducing item nonresponse in the telephone mode. On the other hand, because telephone

interviewers serve as motivating agents, item nonresponse rates are generally already low
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in this mode (De Leeuw 2005); there may be little room for further reductions in item

nonresponse rates due to an invitation to estimate.

Interviewers also interact with respondents to resolve nonsubstantive and qualifie-

d/range answers, for example, by probing these types of responses to obtain a single

integer value. Because interviewers do this work during the question-asking process, there

may be no detectable effect of an invitation to estimate on rates of nonsubstantive and

qualified/range answers in the final recorded responses in telephone surveys (although we

still expect increased heaping and larger estimated means). However, an invitation to

estimate may decrease instances where respondents give nonsubstantive and

qualified/range answers at any point during the question/answer conversation and reduce

the need for interviewer intervention. Thus, we expect to see lower rates of respondents

ever giving nonsubstantive or qualified/range answers when estimation is explicitly

allowed.

Finally, unlike the mail mode, telephone surveys give researchers access to an

additional indicator of respondent burden: question administration length. Question

administrations lasting longer than a paradigmatic “question asked/question answered”

sequence (i.e., around two conversational turns) can indicate that a question is burdensome

(Schaeffer and Maynard 1996). Longer response times are also a common sign that survey

questions are difficult to answer (Bassili and Scott 1996; Draisma and Dijkstra 2004). If an

invitation to estimate reduces burden in the telephone mode, we would expect to see (H6):

(1) fewer conversational turns between the interviewer and respondent and (2) shorter

response times when estimation is allowed.

In this article, we evaluate the potential benefits and drawbacks of adding an invitation

to estimate to open-ended numeric questions. For 22 questions in a mail survey we

compare: rates of item nonresponse, nonsubstantive answers, qualified/range answers, and

heaping; as well as estimated means across questions with and without an invitation to

estimate. In the mail mode, we also explore the effect of inviting estimation across two

question characteristics: cognitive state and sensitivity. For three questions in a telephone

survey, we compare: rates of item nonresponse, ever giving nonsubstantive answers, ever

giving qualified/range answers, and heaping; as well as estimated means, number of

conversational turns, and response times across questions with and without an invitation to

estimate.

3. Data and Methods

The data for the mail study comes from the National Health, Wellbeing and Perspectives

Study (NHWPS) survey. NHWPS was conducted by the University of Nebraska-Lincoln’s

Bureau of Sociological Research (BOSR) in the spring of 2015. A total of 1,002

respondents completed and returned the survey (AAPOR RR1 ¼ 16.7%). Respondents

were randomly selected using the next birthday within-household selection method. The

12-page NHWPS questionnaire contained 77 questions asking about health, mental health,

well-being, victimization, current events, and demographics. Sampled households were

randomly assigned to one of two versions of the questionnaire (Version 1: n ¼ 522,

AAPOR RR1 ¼ 17.4%; Version 2: n ¼ 480, AAPOR RR1 ¼ 16.0%). In Version 2, an

invitation to estimate (i.e., “Your best estimate is fine.”) was appended to 22 open-ended
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numeric questions asking about the number of times that particular events occurred in their

lifetime, number of hours spent on certain behaviors during a typical week, and an income

question (see Online supplemental material A for question wording). This invitation was

not included in Version 1.

The data for the telephone study come from the Work and Leisure Today 2 (WLT2)

survey, a dual-frame random-digit dial telephone survey of U.S. adults. WLT2 was

conducted by Abt SRBI in the summer of 2015. For landline numbers, survey respondents

were randomly selected among adult household members using the Rizzo et al. (2004)

within-household selection method (using the next birthday method for households with

3þ adults). For cell phone numbers, the adult who answered the phone was interviewed.

The survey had 902 respondents (AAPOR RR3 ¼ 7.8%), and contained 58 questions

asking about leisure time, use of technology, and demographics. We again randomly

assigned sampled cases to receive the invitation to estimate (Version 1: n ¼ 451, AAPOR

RR3 ¼ 7.4%) for three behavioral questions, or not (Version 2: n ¼ 451, AAPOR

RR3 ¼ 8.4%) (see Online supplemental material A for question wording). Three Version 1

cases were removed from analysis due to poor call quality (final n ¼ 899).

3.1. Dependent Variables

3.1.1. Mail Survey

Our first dependent variable in the mail survey is an indicator for item nonresponse coded

1 if a respondent did not provide an answer to a question, and 0 otherwise. Next, we set an

indicator for nonsubstantive answers to 1 if a respondent provided a non-numeric answer

that could not be recoded as an integer (e.g., written notes like “too many to count” or “do

the math”) and 0 otherwise. Item nonrespondents are excluded from this indicator.

We operationalize qualified/range answers using an indicator variable coded as 1 for

non-integer answers that could be processed into an integer based on a set of rules (e.g.,

range answers like “20 to 30” could be coded to 20, the lower limit of the range; qualified

answers like “About 20” could be coded to 20; questions like “two hours a day per week”

could be coded to 14; decimal answers like 25.2 could be rounded to 25; answers with

units like “18 hours” could be coded as 18) and 0 otherwise. We make one exception to

these rules for written, negative answers like “no” or “none”. For the 21 event/behavior

questions in the mail survey, we treat negative answers as a final answer of “0,” and do not

code them as qualified/range answers. However, these answers may have a different

meaning in the context of an income question. Therefore, we code these answers as

nonsubstantive for our income question, because negative responses like “no” may

indicate a refusal to provide income information rather than a final answer of “0.” This

indicator of qualified/range answers excludes respondents previously coded as providing

either item nonresponse or nonsubstantive answers.

Our main indicator of heaping was coded as a 1 if the response was a multiple of 5, and 0

if it was not. As respondents can also heap answers based on the calendar time in a

question’s reference period (Huttenlocher et al. 1990), for the five questions with a

reference period of “in the last week,” we also create a heaping indicator coded as a 1 if the

response was a multiple of 7 (i.e., number of days in a week), and 0 if it was not. Both

heaping measures exclude cases coded as a 1 for any previous indicator.
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Our final dependent variable is the substantive responses to each question (including

ranges/qualified answers). To account for outliers, we calculated the 99th percentile for

each question, and replaced answers above the 99th percentile with that question’s 99th

percentile value.

3.1.2. Telephone Survey

In the telephone survey, our indicator of item nonresponse is coded as 1 if a respondent’s

final answer was “don’t know” or a “refusal.” All other answers are coded as 0.

Since instances of nonsubstantive and qualified/range answers are often resolved by

telephone interviewers and not reflected in final answers, we use behavior coding to

identify if these answers ever occurred during the question administration. Behavior

coding is a systematic, objective method for identifying deviations from a paradigmatic

“question asked/question answered” interviewer/respondent interaction (Fowler and

Cannell 1996; Schaeffer and Maynard 1996). For each interview, we transcribe

administrations of the three telephone questions at the conversational turn level (i.e., a

period of uninterrupted speech by an interviewer or respondent that ends when an actor

stops speaking or is interrupted by another actor). Trained undergraduates behavior-

coded these turns using Sequence Viewer (Dijkstra 1999). To assess inter-coder

reliability, two master coders also coded a 10% random subsample of the transcripts.

Kappa values ranged from 0.54 to 0.81, all above the common 0.40 cutoff (Bilgen and

Belli 2010).

We create an indicator for whether the respondent ever gave a nonsubstantive answer

for each question using the behavior codes. For each question administration, we code the

indicator as 1 if a respondent ever gave a non-integer answer to the question that could not

be recoded (e.g., saying “I don’t know,” “a whole lot,” or refusing to answer), regardless of

whether they were an item nonrespondent or gave a final answer. All other answers were

coded as 0. We similarly use behavior coding to create an indicator for qualified/range

answers for each question coded as 1 if a respondent ever gave a non-integer answer to the

question that could be recoded and 0 otherwise.

For the remaining indicators we exclude all cases coded as 1 for item nonresponse and

focus only on those who gave a response. We create two indicators for heaping using final

answers: one is coded 1 if a response is a multiple of 5 (to capture common rounding

behavior) and 0 otherwise, and the other is coded 1 if a response is a multiple of 7 (because

these questions use “week” as a reference period) and 0 otherwise. Means are again

examined using the substantive integer responses to each question, accounting for outliers

using the same 99th percentile method as the mail survey.

We operationalize the question administration length (i.e., an indicator of the question’s

burden) in two ways. First, the total number of conversational turns for each question is

used as an indicator of administration burden overall. Second, we calculate the number of

seconds it takes to reach a final answer after the interviewer has finished reading a

question. We do this by summing the length of each conversational turn that occurs after

the interviewer’s first question-asking turn. To account for skew in this response time

measure, we truncate response times below the first percentile and above the 99th

percentile for each question (Yan and Olson 2013), and then use a natural log

transformation.
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3.2. Independent Variables

Our focal independent variable in both surveys is an indicator variable of whether a

respondent was randomly assigned to receive an invitation to estimate their answer to a

question ( ¼ 1) or not ( ¼ 0). The randomization in both modes was at the respondent

level – for each respondent, all of the numeric questions examined here either included the

invitation to estimate or did not include the invitation to estimate.

Our next set of independent variables capture key question characteristics: the likely

cognitive state of information for the average person requested by the question and

question sensitivity. These question characteristics (as well as those listed in the Controls

section) were independently coded by two coders (two of the authors), and were coded

relative to their perceptions of how the average person would view these questions (Online

supplemental material (B) displays the questions used to rate these characteristics), as one

might do when designing a questionnaire. Kappa values for all question characteristics

were above 0.70 except for cognitive state and sensitivity. Disagreements between the two

coders were resolved by a third coder (a third author) to create the final set of codes used in

the analyses (Summarized in Table 2).

In the mail mode only, we use these codes to create three dichotomous indicators for the

cognitive state of information requested by the question (available, accessible, and

generatable) for the average person. No questions were coded as inestimable. We also

create an indicator that describes the sensitivity (sensitive ¼ 1; not sensitive ¼ 0) of the

question. In the telephone mode, because there are only three items included in this

experiment, we use these coded characteristics for interpretation only (i.e., not as

independent variables).

Table 2. Summary of question characteristics.

NHWPS – mail WLT2 – telephone

n Percent/mean n Percent/mean

Cognitive state
Available 8 38.10% 2 66.66%
Accessible 4 19.05% 0 0.00%
Generatable 9 42.86% 1 33.33%

Sensitivity
Not sensitive 12 57.14% 1 33.33%
Sensitive 9 42.86% 2 66.66%

Reference period/similarity
Short/similar 5 23.81% 3 100.00%
Long/dissimilar 16 76.19% 0 0.00%

Frequency
Low 17 80.95% 1 33.33%
High 4 19.05% 2 66.66%

Regularity
Regular 6 28.57% 1 33.33%
Irregular 15 71.43% 2 66.66%

Reading level 8.76 5.03
Number of words in stem 13.19 14.33
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3.3. Controls

Question characteristics associated with a respondent’s choice of an enumeration or

estimation response strategy may affect many of the data quality indicators in this study

as well as may influence the average respondent’s cognitive state on a question (e.g.,

Blair and Burton 1987; Burton and Blair 1991; Conrad et al. 1998). Therefore, in the mail

mode, we code and control for each question’s reference period length (short ¼ 0;

long ¼ 1); frequency (low ¼ 0; high ¼ 1), regularity (regular ¼ 0; irregular ¼ 1), and

similarity (similar ¼ 0; dissimilar ¼ 1) of episodes of the event asked about; and number

of words in the question stem and reading level using the Flesch-Kincaid grade level

(both calculated excluding the phrase “Your best estimate is fine,” then grand-mean-

centered). Each question’s reference period and similarity rating were perfectly collinear,

so we analyze these two characteristics together (i.e., short/similar ¼ 0; long/

dissimilar ¼ 1).

Likewise, decreased cognitive ability may negatively affect a respondent’s ability to

retrieve information from memory and thus also affect some of the data quality indicators

examined here (i.e., skipping a question or estimating instead of enumerating; Krosnick

1991; Knäuper et al. 1997). In both the mail and telephone surveys, we control for

respondents’ age and level of education (two common proxies for cognitive ability)

(Table 3). We multiply imputed missing values for age (12%) and education (6%) in the

mail survey; due to the low item nonresponse rates in the telephone survey, we used grand

mean imputation (for age, 4%, n ¼ 34) and modal category imputation (for education, 1%,

n ¼ 5) in the telephone survey. The models include a grand-mean-centered continuous

measure of age; level of education is represented by three dichotomous variables (high

school or less, some college, or college graduate or higher).

Table 3. Summary of unimputed respondent characteristics.

Overall Without
invitation

to estimate

With
invitation

to estimate

t-test/
chi-square

NHWPS – mail
Number of respondents 1,002 522 480
Age (in years) 57.35 57.47 57.22 0.218
Education

High school graduate or less 20.58% 20.25% 20.94% 2.797
Some college 31.98% 29.86% 34.30%
College graduate or more 47.44% 49.90% 44.37%

WLT2 – telephone
Number of respondents 899 451 448
Age (in years) 54.13 53.73 54.54 0.644
Education

High school graduate or less 31.32% 31.03% 31.61% 6.022
Some college 26.29% 29.69% 22.87%
College graduate or more 42.39% 39.29% 45.52%

Note: There were no significant differences in respondent age or education across questionnaire version in either

survey
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3.4. Analysis

3.4.1. Mail Survey

We analyze our event/behavior questions (n ¼ 21) together and our income question

(n ¼ 1) by itself. For the event/behavior questions, because the invitation to estimate was

assigned at the respondent level (i.e., no variation within respondents on the experimental

condition; for each respondent, all questions included the invitation to estimate or did not),

we analyze each of our dichotomous data quality indicators using a population-averaged

model with an exchangeable correlation structure (xtgee command in Stata 14.2 with

respondents set as the clustering variable) (Agresti 2002; McNeish et al. 2017;

Raudenbush and Bryk 2002; Rabe-Hesketh and Skrondal 2012; West et al. 2015). We use

a logit link function because we have dichotomous outcomes. Clustering of questions

within respondents is accounted for using cluster-robust standard errors, estimated using

Huber-White sandwich estimators; the multivariate analysis of the mail survey also

accounts for multiple imputation of the age and education variables. Age and education

were multiply imputed D ¼ 5 times (using adjustment cell random hotdeck imputation via

hotdeckvar in Stata; Schonlau 2018) and combined for analysis using Rubin’s Rules

(via Stata’s micombine).

We start our analyses by exploring the bivariate relationship between the invitation to

estimate and each of our dichotomous data quality indicators (i.e., item nonresponse,

nonsubstantive answers, qualified/range answers, and heaped answers). We estimate four

population-averaged models, each predicting a different dichotomous quality indicator

with our invitation to estimate indicator.

We then move to a multivariate framework, adding our remaining independent

variables (each question’s cognitive state and sensitivity) and controls (reference

period/similarity, frequency, regularity, number of words, reading level, respondent age

and education) to each of the bivariate models mentioned above. To test our moderation

hypotheses, we estimate two new models per data quality indicator; each model includes

an interaction term between the invitation to estimate indicator and a different question

characteristic (i.e., an interaction with cognitive state in one model, an interaction with

sensitivity in another). To interpret significant interactions, we calculate predicted

probabilities using the margins command in Stata, holding all other variables at their

means. Results from our main effects models and models with significant interactions are

displayed in-text; results for models with non-significant interactions are displayed in the

Online supplemental material

Our final analyses examine unweighted means for each behavior question across our

two experimental conditions. For the bivariate tests, we estimate 21 ordinary least squares

(OLS) regression models (one per question) predicting each question’s average response

with the invitation to estimate indicator entered as a predictor. We also tested this

relationship using count models (e.g., Poisson and negative binomial regression), and our

substantive conclusions do not change. We therefore describe the OLS results for ease of

interpretation. For the multivariate models, we add respondent age and education as

controls. For these analyses, one model is estimated per question so question

characteristics (e.g., cognitive state, sensitivity) are not included as predictors.
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For the income question, we conduct bivariate analyses using regression models

predicting each of our data quality indicators (logistic regression for dichotomous

outcomes, OLS regression for continuous outcomes) with the invitation to estimate as a

predictor. We confirm our bivariate findings using multivariate models with our two

respondent controls, age and education, as predictors.

3.4.2. Telephone

As the telephone portion of our study contains only three questions, we do not have enough

observations within respondents to estimate the population-averaged models. Thus, we

examine the data quality indicators separately for each question. Additionally, each

respondent is nested within an interviewer, yielding a multilevel data structure (Hox,

1994; Olson and Bilgen, 2011; Olson and Peytchev, 2007). All telephone analyses account

for this clustering using Stata’s complex survey design procedures (svy procedures).

For our bivariate analyses, we estimate design-adjusted regression models predicting each

of our data quality indicators (logistic regression for dichotomous outcomes, OLS regression

for continuous outcomes) for each question with the invitation to estimate as a predictor. For

the multivariate models, we add our two respondent controls, age and education, as predictors.

4. Results

4.1. Mail

Table 4 shows results of the bivariate tests of the relationship between an invitation to estimate

and our dichotomous data quality indicators for our 21 event/behavior questions. Rates of item

nonresponse, qualified/range answers, and heaped answers (multiples of 5 or 7) did not

significantly differ across questions with and without an invitation to estimate ( p . 0.05).

However, question administrations with an invitation to estimate had significantly fewer

nonsubstantive answers (0.78%) than those without the invitation (1.58%), although the

difference is less than a percentage point (diff ¼ 0.80%; z ¼ -2.10, p , 0.05).

In the multivariate models, item nonresponse rates are again not significantly different

across question administrations withand without an invitation toestimate ( p ¼ 0.39; Table 5).

This indicates that, despite conventional wisdom and our H1a, inviting respondents to

estimate does not reduce item nonresponse rates. Further, the interactions between the

invitation to estimate indicator and our two independent variables (i.e., cognitive state and

question sensitivity) were not significant ( p . 0.05), indicating that the (non)effect of an

invitation to estimate on item nonresponse did not differ across these question characteristics

(i.e., hypotheses H1b and H1c were not supported). Table 6 summarizes the test statistics and

p-values for each interaction tested in this study. Full results from models with non-significant

interactions are displayed in Online supplemental material (Table C).

Consistent with H2a, an invitation to estimate did significantly reduce rates of

nonsubstantive answers (e.g., “a lot” or “too many to count”) (OR ¼ 0.555, p , 0.05;

Table 5), though these behaviors were rare overall. Predicted probabilities of

nonsubstantive answers reduced by almost half from 0.014 without an invitation to 0.008

with an invitation to estimate. Explicitly accepting estimation, therefore, may communicate

to respondents that a guess is preferred to admitting that the exact answer is not known.
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The effect of inviting estimation on nonsubstantive answers also differed across

question sensitivity (x2 ¼ 6.44, p , 0.05; Table 6; supporting H2c), though the rates of

occurrence remain low. For nonsensitive questions, there is no significant difference in the

predicted probabilities of nonsubstantive answers between the version with the invitation

to estimate (0.010) and the version without (0.014; Figure 1). However, for sensitive

questions, the probability of nonsubstantive answers is significantly lower in the version

with the invitation to estimate (0.005) than in the version without (0.015). This finding

suggests that the invitation to estimate is encouraging some respondents to sensitive

questions to provide an edited, usable answer rather than indicating that the question is

sensitive by writing a nonsubstantive answer (e.g., “too revealing”). Contrary to H2b, the

Table 6. Summary of test statistics and significance values for

interactions by data quality indicator for mail.

Data quality indicator x 2 p

Item nonresponse
ItE x Cognitive state 0.65 0.72
ItE x Sensitivity 1.96 0.16

Nonsubstantive answers
ItE x Cognitive state 0.28 0.87
ItE x Sensitivity 6.44 0.01

Qualified/range answers
ItE x Cognitive state 0.50 0.78
ItE x Sensitivity 0.49 0.48

Heaped/rounded answers
(multiples of 5)

ItE x Cognitive state 0.35 0.84
ItE x Sensitivity 0.05 0.83

ItE: Invitation to estimate

Not sensitive
Question sensitivity

Without invitation to estimate

With invitation to estimate

Sensitive

.025

.02

.015

.01

Pr
(N

on
su

bs
ta

nt
iv

e 
an

sw
er

=1
)

.005

.0

Fig. 1. Predicted probabilities for nonsubstantive answers by questionnaire version and question sensitivity.
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interaction between the invitation to estimate indicator and cognitive state was not

significant ( p ¼ 0.87; Table 6; full results in Online supplemental material, Table C).

Inviting estimation did not significantly affect the rate of qualified/range answers in the

multivariate models ( p ¼ 0.97; Table 5). The invitation, therefore, did not help clarify the

level of precision requested by the questions in the mail survey. Neither of the interactions

between the invitation to estimate indicator and either cognitive state or question

sensitivity were significant ( p . 0.05; Table 6; full results in Online supplemental

material, Table D). Thus, none of our H3a-H3c were supported.

Our next set of multivariate models demonstrates that respondents heaped their answers

around multiples of 5 slightly more with an invitation to estimate, but the difference is not

significant ( p ¼ 0.36; Table 5). The effect of an invitation to estimate on heaping does not

differ across cognitive state or sensitivity (p . 0.05; Table 6; full results in Online

supplemental material, Table D). Rates of heaping at multiples of 7 also do not

significantly differ with or without an invitation to estimate in the multivariate models for

the five questions with a reference period of a “week” ( p . 0.05; Online supplemental

material, Table E). Overall, we find no support for H4a-H4c.

Next, we examine substantive responses to the NHWPS questions. Table 7 displays

means overall and by questionnaire version for each item. As expected, most event/

behavior questions (76%) did have higher means with an invitation to estimate, but

differences were generally small and none of the 21 bivariate tests were statistically

significant ( p . 0.05). These results remain unchanged when controlling for respondent

age and education in the multivariate models (Online supplemental material, Tables F–H).

Therefore, contrary to H5, any tendencies towards over-reporting when estimation was

allowed were not large enough to cause significant differences in estimated means for

these questions.

For our final set of analyses on the mail survey, we examine the effect of an invitation to

estimate on an income question. We interpret and discuss our findings using the bivariate

tests because the multivariate and bivariate results are the same for all indicators

(multivariate results presented in Online supplemental material, Table I). We find that

adding an invitation to estimate to an income question has no effect on rates of item

nonresponse, nonsubstantive answers, qualified/range answers, or heaping ( p . 0.05;

Table 8). Further, we find that there are no significant differences in estimated means when

an invitation to estimate is added versus when it is not ( p . 0.05). This collection of results

demonstrates that inviting respondents to estimate on an income question does little to affect

data quality (i.e., no support for H1a-H4a or H5). It is possible that respondents assume that

answers to yearly income questions should be estimated, as exact answers are typically not

known; explicitly inviting estimation may not change response behaviors for this question.

4.2. Telephone

In the telephone survey, we explore the effect of an invitation to estimate across three

behavioral questions asking about alcohol consumption and cigarette smoking in the past

seven days, and number of miles driven in a typical week. We interpret and discuss our

findings using only the design-adjusted bivariate tests because the multivariate and

bivariate results are identical for all indicators across all questions, with one noted
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exception. For completeness, results from the multivariate models are presented in Online

supplemental material (Tables J–Q).

Like the mail survey (i.e., contrary to H1a), we find that the relationship between item

nonresponse and an invitation to estimate is not significant for any of the three questions in

the telephone survey ( p . .05; Table 9). As expected, interviewers likely motivated

respondents to provide an answer across both questionnaire versions, nullifying the effect

of an invitation to estimate on item nonresponse.

The percentage of respondents who ever gave a nonsubstantive answer (e.g., “I smoke a

lot of cigarettes”) was lower for questions with an invitation to estimate in the telephone

survey, but this difference was only significant for the question asking about cigarettes

(t ¼ -2.12, p , .05; Table 9). However, this difference becomes not significant when

controlling for respondent age and education ( p ¼ .07). Inviting estimation also did not

significantly change the percentage of cases with at least one qualified/range answer (e.g.,

“between 5 and 10 drinks a week”) for questions asking about alcohol or cigarettes

( p ¼ 0.28; Table 9).

When asking about number of miles driven in a typical week, cases with qualified/range

answers were, however, significantly lower when the question included an invitation to

estimate (47.33%) compared to when it did not (59.74%; diff ¼ 12.41%; t ¼ -3.70,

p , .01; Table 9; partial support for H3a). This may be because the number of miles

driven in a typical week is, by far, the highest-frequency behavior in either the mail or

telephone survey (overall mean ¼ 172.23 miles; Table 7) and cannot be reported exactly

by most respondents (i.e., generatable information). Without an invitation to estimate,

respondents may feel the need to notify the interviewer that they are uncertain of their

answer. Including an invitation to estimate, however, may communicate that an imprecise

number is acceptable, thus reducing respondent expressions of uncertainty.

Contrary to H4a, an invitation to estimate also does not significantly affect the

percentage of respondents that heap their answers around multiples of 5 or 7 ( p . 0.05;

Table 9). For the alcohol and cigarette questions, this may be because these items are

sensitive, making respondents more likely to partially conceal their answers via heaping

with or without an invitation to estimate. Additionally, since the number of miles driven in

a typical week generally cannot be enumerated for many respondents, answers to this

question are likely heaped with or without permission to estimate.

As in the mail survey, we find that means to the three telephone questions do not differ

with or without an invitation to estimate, contrary to H5. These results again indicate that

an invitation to estimate does not trigger any meaningful changes in the magnitude of

respondents’ answers.

Finally, we examine two related indicators of question administration length that are

unique to the telephone mode. We find that adding an invitation to estimate significantly

reduces the number of conversational turns required to reach a final answer by about one

turn for all three questions ( p , .05; Table 9). Eliminating this extra turn significantly

reduces response time by about one second for the question asking about alcohol (t ¼

-2.41, p , .05), and by about two seconds for the questions asking about cigarettes (t ¼

-2.89, p , .01) and miles driven (t ¼ -5.84, p , .001). While an invitation to estimate

may not affect the final answers, it does seem to simplify the interaction between

interviewers and respondents required to achieve those final answers, supporting H6.
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5. Discussion

In this study, we evaluate the common assumption that inviting respondents to estimate when

responding to numeric questions about events, behaviors, or income reduces burden. We

explore the effect of an invitation to estimate on several indicators of data quality in both a

mail and a telephone survey. This is the first study to our knowledge that investigates this

questionnaire design choice in either mode. We have three main takeaways from our analyses.

First, we find no support for the idea that an invitation to estimate significantly reduces

item nonresponse in either a mail or a telephone survey. Notably, this effect did not differ

across the question characteristics in our mail study, meaning that even the most

burdensome or sensitive questions did not benefit from inviting estimation. We do find that

inviting estimation reduces nonsubstantive answers (i.e., answers that cannot be re-coded

and would likely be set to item missing) for the event/behavior questions in our mail

survey, especially when they ask about sensitive topics. However, the rate of these answers

is quite small, and we do not see the same pattern for our mail income question or for any

of the telephone questions. It is possible that the burden of numeric questions is not high

enough to warrant item nonresponse even when respondents enumerate, making an

invitation to estimate unnecessary. Alternatively, respondents may intuit that an estimated

answer is preferable to item nonresponse when an exact answer is difficult or impossible to

provide; they may not need encouragement to make a shift from enumeration. Future work

could explore this further by, for example, investigating whether the effect of an invitation

to estimate differs across respondent characteristics that may be associated with choice of

retrieval strategy (e.g., education and age).

Second, if an invitation to estimate is used, researchers have little reason to worry that it

will negatively affect data quality. Although the difference was not significant, questions

with an invitation to estimate had slightly lower rates of item nonresponse than questions

without the invitation. We also find that rates of qualified/range answers are unchanged

with and without an invitation to estimate in the mail mode. Any measurement error

introduced by re-coding answers like ranges into a single integer is not likely increased by

inviting estimation. Further, explicitly accepting estimation does not change substantive

responses: we find no effect of an invitation to estimate on rounding or means in either

mode. This provides further evidence for the notion that respondents make decisions about

when to use enumeration versus estimation on their own, and do not require an invitation

to employ one strategy over the other.

Third, we find that an invitation to estimate may have some utility in simplifying the

interaction between interviewers and respondents in CATI surveys. For example, inviting

estimation reduced the percentage of respondents that gave qualified/range answers to a

question asking about the number of miles driven in a typical week (i.e., a high frequency

question that would be difficult to enumerate). Further, inviting estimation reduced the

total number of turns required to achieve an acceptable final answer and reduced the length

of response times for all three CATI questions. Although respondents ultimately provided

an acceptable final answer in each of these cases, the invitation to estimate may have

reduced the extra work interviewers had to perform (e.g., probing, providing clarifications)

to obtain an acceptable answer. Therefore, these results are encouraging for using an

invitation to estimate to reduce interactional burden in telephone surveys.
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Future research should investigate whether the reduced response times found in the

telephone survey can be replicated in a mail survey. Though such a study would likely be

restricted to an observational, lab setting, these results would provide more insight into

whether and how an invitation to estimate reduces respondent burden. It is also possible

that some respondents do not actually read an invitation to estimate when it is included in

visual surveys. Eye tracking studies could be used to determine if an invitation to estimate:

(1) is seen by respondents, and (2) affects data quality when it is seen.

Although we experimentally examined an invitation to estimate in both a mail and a

telephone survey, this was not an experimental study of mode differences. These two

surveys had different questions and were fielded at different times. Instead, this study does

provide a foundation for future work testing an invitation to estimate across these modes.

Such a study would also provide insight into best practices for using an invitation to

estimate in mixed-mode (e.g., interviewer- and self-administered) surveys. Further, the

CATI survey only included three questions, which limits our ability to make strong

conclusions about inviting estimation in the telephone mode. We also did not include a

question asking for detailed financial information in the telephone survey. Future work

should test the effects of the invitation to estimate on more questions asked in a telephone

survey, including questions that vary on the theoretically motivated question

characteristics identified here.

This study should also be replicated on the web; previous work in this mode (Couper

et al. 2011) did not include all of the data quality indicators we explore here. We would

expect that an invitation to estimate would have similar null effects across mail and web

surveys, as both are self-administered and use visual channels of communication.

Confirming these findings in a web survey that includes mobile respondents would allow

questionnaire designers to have insights into whether one can drop the lengthy phrase

“your best estimate is fine” and save space when displaying questions on the small screens

of mobile devices. While this study investigated more than 20 questions, the

characteristics of these questions were somewhat limited. For example, many of our

questions asked about events that were unlikely to occur to a person in their lifetime (e.g.,

head injuries; crime victimization) or about the amount of time spent on activities that may

occur with some regularity (e.g., work for pay). Additionally, the reference period and

similarity of events of our questions were confounded. Also, none of our questions asked

for information in the inestimable cognitive state (a good thing for our respondents, but not

as useful for evaluating these questions). Future studies should explore the effect of

explicitly accepting estimation on a wider variety of question types.

We also note that these question characteristics – and notably cognitive state – were not

rated by the respondents themselves. For example, a respondent who has taken several out-

of-state vacations in their lifetime may have more difficulty enumerating their answer than

a respondent who has only taken two such vacations. It is possible, therefore, that an

invitation to estimate may operate differentially based on a respondent’s perception of a

question and the utility of the invitation to estimate, rather than the perception of an

outside rater. In general, raters disagree about question characteristics (Bais et al. 2019),

although the average rating of question characteristics across expert raters has been shown

to be related to measurement error (Olson 2010). Although our raters evaluated questions

based on the “average respondent,” asking a more diverse set of raters to evaluate question
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characteristics and having a more diverse set of questions may provide more insight into

the conditions under which an invitation to estimate is effective.

Overall, we find that inviting estimation in a mail survey has no significant effect for

most of the data quality indicators in this study. Based on this collection of evidence, we

see little reason to recommend using an invitation to estimate on questions asking about

the frequency of events and behaviors or income in the mail mode, especially if

questionnaire space is limited. Though we also note that using an invitation to estimate

does not appear to negatively affect data quality for mail surveys either, so researchers do

not be concerned about data from past studies where an invitation has been used. We are

more optimistic that using an invitation to estimate in telephone surveys simplifies the

interaction between interviewers and respondents. We encourage future research to

replicate these findings in interviewer-administered modes.
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Analyzing the Association of Objective Burden Measures
to Perceived Burden with Regression Trees

Daniel K. Yang1 and Daniell S. Toth1

Higher levels of perceived burden by respondents can lead to ambiguous responses to a
questionnaire, item nonresponse, or refusals to continue participation in the survey which can
introduce bias and downgrade the quality of the data. Therefore, it is important to understand
what might influence the perception of burden in respondents. In this article, we demonstrate,
using U.S. Consumer Expenditure Survey data, how regression tree models can be used to
analyze the associations between perceived burden and objective burden measures
conditioning on household demographics and other explanatory variables. The structure of
the tree models allows these associations to easily be explored.

Our analysis shows a relationship between perceived burden and some of the objective
measures after conditioning on different demographic and household variables and that these
relationships are quite affected by different respondent characteristics and the mode of the
survey. Since the tree models were constructed using an algorithm that accounts for the
sample design, inferences from the analysis can be made about the population. Therefore, any
insights could be used to help guide future decisions about survey design and data collection
to help reduce respondent burden.

Key Words: nonparametric; nonresponse; respondent burden; sample design; survey data.

1. Introduction

The Consumer Expenditure Survey (CE) is a national survey conducted by the U.S.

Bureau of Labor Statistics (BLS) to collect data on how American households spend their

money. The collected data are used to estimate consumer expenditures, which are

published twice a year, as well as to annually produce public-use microdata files to allow

researchers to do their own analyses. This is the only federal survey that provides

information on U.S. consumer expenditures as well as household income and demographic

characteristics, making the data it collects critically important to government and private

agencies examining the association of consumer expenditures and income to household

characteristics. This type of analysis is used by economic policy makers to understand the

effects of policy changes on households among diverse socioeconomic groups.

Importantly, CE data are inputs for producing the Consumer Price Index (CPI), a

Principal Federal Economic Indicator, used by The Federal Reserve to help set U.S.

monetary policy. The data are used to construct new “market baskets” of goods and

services, determine the relative importance of components, and to derive cost weights for
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1 U.S. Bureau of Labor Statistics Office of Survey Methods Research, 2 Massachusetts Avenue Suite 5930, NE
Washington D.C. 20212, U.S.A. Emails: yang.daniel@bls.gov and toth.daniell@bls.gov

Journal of Official Statistics, Vol. 38, No. 4, 2022, pp. 1125–1144, http://dx.doi.org/10.2478/JOS-2022-0048

http://dx.doi.org/10.2478/JOS-2022-0048


the market baskets used in the calculation of the CPI. CE data are also used by the

Department of Commerce for calculating the Supplemental Poverty Measure, by the

Department of Agriculture for estimating the cost of raising a child, by the Internal

Revenue Service for calculating alternate sales tax standard deductions and by the

Department of Defense for determining cost-of-living allowances for military personnel.

Because of the essential role that CE data play in setting policy and in the managing of

the U.S. economy, it is imperative that the quality of the data be maintained at the highest

level possible. Lower response rate is one way that the quality of survey data can be

degraded. A low response rate can potentially introduce response bias as well as increase

the variability of statistics obtained from the data (Groves 2006). In addition, low survey

response rates erode user confidence in the data.

For these reasons, the BLS has put a great deal of effort into maintaining a high response

rate for its surveys. These efforts include the introduction of computer-assisted personal

interviewing and an instrument to track interviewer contacts, as well as a redesign of the

survey (Edgar et al. 2013a,b). Despite these changes the CE has observed a decay of the

response rate to its surveys over the last two decades.

Figure 1 shows the response rates of the CE interview survey falling from a rate of

around 80% to a rate of less than 50% over a 21 year period. Falling response rates is

hardly unique to CE. Czajka and Beyler (2016) found that response rates were declining at

a similar rate for all the U.S. federal surveys that they studied including the National

Health and Nutrition Examination Survey and the Current Population Survey. The large

dip in the CE response rate that occurred late in 2013 was due to the disruption of data

collection and nonresponse follow-up efforts caused by the government shutdown.

One factor that may have an effect on response rates of a survey is the amount of burden

a survey puts on respondents. Burden is something that is difficult to bear, worrisome,

stressful, or oppressive. In survey research, burden is often thought of as the collection of

all costs that the survey respondent incurs for responding to the survey, including loss of
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Fig. 1. Response rate of CE interview survey from january 2000 to june 2020.
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time, exertion of effort, and stress associated with providing the requested information

(Ashmead et al. 2017).

While how much stress or worry is felt by a respondent will depend on the individual,

there are objective measures of burden that can be collected for each survey interview.

These include length of the interview, number of questions asked, and whether

information from records were required to answer the questions. Because of its breadth,

the CE Quarterly Interview Survey (CEQ) is likely burdensome based on these measures,

taking almost an hour to complete with many questions requiring the respondent to look

through receipts or other records to answer.

Though these objective measures do not measure the actual burden felt by a respondent

(perceived burden), one would expect that they are related and therefore have an effect on

the response rate. However, evidence of the effect objective measures of burden have on

the response rate of a survey have been mixed in the literature. Indeed, Bogen (1996)

reviewed several observational and experimental studies of the relationship between

questionnaire length and the response rate and found evidence both supporting and

refuting a relationship. For instance, Lynn (2014) found no evidence that the initial

interview length affected the participation rate for subsequent interviews while Galesic

and Bosnjak (2009) did find evidence that the length of the questionnaire affected response

rates and data quality. Nevertheless, time required to take a survey is definitely a cost that

potential respondents weigh when deciding whether to participate in a survey and must be

accounted for when measuring burden. Interview length was a significant input variable in

the respondent burden model of Fricker et al. (2014).

These mixed results may be attributed, in part, to the fact that it is the perceived burden

that affects a potential respondent’s decision whether or not to participate and how a

respondent reacts to the objective measures of burden vary for different respondents

(Sharp and Frankel 1983). The amount of burden felt (or perceived) by a respondent is

likely not perfectly correlated with the objective measures of burden like length and

difficulty of the survey, but rather an interaction between these measures and

characteristics of the respondent. For example, though Fekete et al. (2017) do not find a

strong correlation between objective and subjective burden, they find that high subjective

burden was linked to poorer general health. Though not tested in their report, this result

could indicate that respondents with health issues are more sensitive to the objective

measures of burden than other respondents.

Though a short survey is likely to have less perceived burden than a long survey in

general, which surveys are judged to be short, and which are judged to be long will depend

on the individual doing the judging, on their current circumstances, on their interests and

on the topic of the survey, among other things. Likewise, which questions are difficult to

answer can vary considerably among people depending on their household and personal

situation at the time they are participating in the survey. Therefore, a measure of the

amount of perceived burden a survey is likely to impose along with the objective measures

of burden is needed to determine how the response rate of a survey is likely to be affected

by the objective measures of burden.

Another factor found to influences the relationship between perceived burden and

quantitative measures of burden is the participant’s impression of the importance of the

survey or it’s salience. Salience is defined as “the quality of being particularly noticeable
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or important” (Cannell et al. 1981). Survey researchers have long known that how salient

the topic of a survey or particular questions are to a respondent can affect the response

rates. For instance, Bradburn (1978) found that a boring questionnaire may drive

respondents away, while an interesting one may motivate them.

Bradburn (1978) explained that survey interviews are social interactions and researchers

must first understand the respondent’s motivation to participate in a survey interview. He

recommended using a sense of civic duty and knowledge about the importance of the

survey as motivators for participation, putting emphasis on how the questionnaire design

can contribute or mask burden of a survey; noting that burden appeared to become more

tolerable for respondents who are persuaded that the collected data are crucial.

Groves et al. (2000) found evidence that respondents maybe more willing to participate

in a burdensome cognitive activity for a salient topic than for a non-salient one. Groves

et al. (2001) used measures of opportunity cost and salience as components of social

interaction. Likewise, Connelly et al. (2003) studied mail survey response rates and found

the salience of the study topic was among the five most significant explanatory variables in

their model for response rate. They found a 25% increase in response rates for the highly

salient survey compared to the non-salient survey. Fricker et al. (2014) also suggests that

the perception of burden was associated with non-salient (less motivated) topics.

For example, participating in a survey on early childhood education that takes a half

hour to complete might feel like no burden to a respondent who is concerned about their

young children’s education, but may seem like a big inconvenience to someone without

young children. Therefore, Cannell et al. (1981) suggest that helping a respondent

recognize that the intent of the survey is important to them could mitigate survey burden.

For a given survey, the amount of perceived burden that responding to it will induce

depends on the current circumstances of the individual, the quantitative measures of

burden for the survey, as well as the survey’s salience to that individual. This suggests that

to estimate the likely burden of a survey, one must account for the characteristics of the

individual respondent as well as the objective measures of burden and that this relationship

between the factors could be complicated.

Getting an accurate understanding of how perceived burden for a given respondent is

affected by changes to the survey design is very important to CE. This could help drive

future changes to the survey that reduce burden and slow or stop the decline of response

rates. Besides reducing response rates, there is evidence that higher levels of burden are

associated with measurement error which also impact data quality (Abayomi et al. 2018;

Ashmead et al. 2017). Therefore, understanding and measuring what impacts the burden

felt by the respondent is necessary for mitigating the burden put on respondents which is

critical for maintaining the quality of the data and the sustainability of the survey.

In order to properly understand the relationship between perceived burden and the

objective measures of burden using data collected as part of the survey, one must account

for both the differences in respondents as well as the survey’s sample design. In this article

we demonstrate the use of regression tree models to study relationships between perceived

burden and objective burden measures conditioned on characteristics of the survey

respondent using CE data. Regression trees are an easily interpreted nonparametric

conditional model type that can make it easy to understand interaction effects. In this case

the interactions between objective and subjective burden and survey, respondent, and
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household characteristics. To obtain these models, we use the R package rpms which

builds regression trees that account for the sample design in their estimation (R Core Team

2020; Toth 2020).

When trying to assess the amount of perceived burden a survey puts on a participant,

objective measures such as measures of the time and effort required to complete the survey

are often used as a proxy (Rolstad et al. 2011). Our analysis will show that the effect of

these objective measures of burden on the perceived burden are different for different

households in the CE interview survey. Our findings also show the effect of respondent

characteristics and the mode of the survey on these relationships.

If the proposed models could “predict” the perceived burden outcome variable

accurately conditionally on the household data collected during the first wave of

collection, the predicted values could be used to warn of respondents who are likely to

experience high levels of burden which could lead to nonresponse or data quality issues in

future waves. This could potentially allow survey administrators to intervene before the

next data collection or make changes to collection procedures to head off potential issues.

The rest of the article is organized as follows. The CE survey data and how it is collected

is described in Section 2. This section includes a description of the variables in the data set

used for the analysis, including the created perceived burden measure. Section 3 contains

the regression tree model analysis showing how the relationship between subjective

burden and the objective burden measures depend on the household and demographic

characteristics of the respondent. A discussion of the study results and their potential

utility in future survey designs is contained in Section 4.

2. CE Interview Survey Data

The CE data on household spending, demographic and socioeconomic characteristics are

collected through two separate household surveys, the CEQ and the Diary Survey. While

the Diary Survey collects data on smaller purchases and irregular expenditures, the CEQ is

designed to collect data on large and recurring expenditures that consumers can be

expected to recall for at least three months, such as rent and utilities. Together, the data

from the two surveys cover the complete range of consumer expenditures.

The interview survey is conducted through a structured questionnaire using one of two

collection modes: personal visit or telephone. Households are selected to be in the panel

using a two-stage cluster sample of addresses where the clusters are geographical regions

defined by groups of counties. The 91 clusters are selected using a PPS (probability-

proportional-to-size) sample with 23 certainty units and then addresses are randomly

selected within each chosen cluster.

Data are collected from the sample of households over four waves. During the first wave, a

field representative collects the demographic and social-economic characteristics of the

household and the spending during the previous month to use as a baseline. Expenditure data is

collected for each household in the sample using a multiple panel questionnaire during the

second, third and the final waves. See Yang (2019) and U.S. Bureau of Labor Statistics (2018)

for more information on the sample design and data collection procedures.

The response rate is defined as the proportion of eligible sampled housing addresses

from which usable interviews were obtained. A sampled housing address is determined to
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be ineligible if the house is vacant, under construction, destroyed, abandoned, converted to

nonresidential use, or contains temporary residents.

The CE interview survey collects household expenditure data over four waves occurring

every three months. In the first wave, demographic questions about the household are

asked. Also in the first wave, income and employment information is collected. This

information is then updated in the final wave of the survey. After completing the interview

in the fourth wave, the respondent was asked four questions aimed at measuring the

amount of burden they felt as a result of taking the survey. The burden questions are not

part of the usual CE interview survey process and were only asked between the April 2017

and March 2018 study period. In general, the response rate of the interview survey tends to

drop from wave 1 to wave 4.

The length and difficulty of a survey is likely to contribute to the attrition of respondents

between the first and fourth waves (Kashihara and Ezzati-Rice 2004; Young et al. 2006;

Gustavson et al. 2012). For instance, CE lost 22.5% of respondents to the interview survey

between wave 1 and wave 4 of the survey in 2017 (Yang 2018). Because the attrition of

respondents could impact data quality, it is important to try to reduce attrition by

mitigating the burden that the survey imposes on respondents as much as possible through

changes to the design and/or collection methods of the survey (Kashihara and Ezzati-Rice

2004; Baird et al. 2008; Cohen et al. 2013).

In order for CE to make meaningful changes to their data collection efforts, it is

important to monitor and understand what causes a respondent to feel burdened by the

survey and whether or not variables usually thought to be associated with burden, the

objective measures of burden, are related to the amount of perceived burden actually felt

by respondents. It is important to account for other survey features or respondent

characteristics when assessing the relationship between perceived burden and the

objective measures of burden because these can affect a respondent’s experience of

burden. Ignoring these other factors can lead to a misleading interpretation of how certain

objective measures of burden are related to perceived burden including making them

appear unrelated (Fricker et al. 2014).

We wish to understand how the objective measures of burden, which are obtained as

part of the usual CE data collection process, are related to respondents’ perceived burden

in the CE Interview Survey conditioned on the household characteristics of the respondent.

This analysis can help determine which objective burden measures are associated with

perceived burden and by how much for different respondents.

One challenge in doing this type of analysis is that in general, surveys do not usually

collect measurements of perceived burden (Bradburn 1978). Indeed, in their meta-analysis

of studies that examined response rates in relation to a questionnaire’s length, Rolstad et al.

Wave 1 Wave 2 Wave 3 Wave 4

Demographic,
income and

employment data

Update income and
employment data
burden questions

Fig. 2. Illustration of the CE interview survey process.
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(2011) found only three studies that had data that directly asked respondents which

questionnaire they preferred and why. Thus, only three of the studies used data that

measured respondent burden directly while 25 studies were found that examined the

relationship indirectly by means of response rates.

Like most surveys, the CE interview survey does not typically include questions asking

respondents directly about the burden they felt filling out the survey. In order to obtain data

measuring this more directly, CE engaged in a study with its interview survey between

April 2017 and March 2018, in which respondents in the final wave of data collection of

the CE interview survey were asked to answer four questions at the end of the

questionnaire that were designed to measure the respondent’s perception of burden.

Respondents were asked to choose answers among “Not at all”, “A little”, “Somewhat”,

“Very” or “Extremely” to questions about the amount of burden they felt filling out the

survey, how difficult it was to fill out, how sensitive the questions were and if the survey

was too long. To get the exact wording of the questions and the possible answers, see U.S.

Bureau of Labor Statistics (2017). The relative frequency of responses to the four

questions are given in Table 1. For this analysis we use the data from the 6,067 CE

interview survey respondents who answered the burden questions at the end of the last

wave of their data collection. We can see from these responses that more than half of

respondents did not feel the questionnaire was too long or that the questions were very

burdensome, difficult or sensitive.

The objective of the analysis demonstrated in this article is to understand the varying

effect objective measures of burden have on perceived burden for different household

types defined by their demographic and socioeconomic characteristics. To do this analysis,

we will need a measure of the perceived burden for each respondent as well as variables

that are considered objective measures of burden and variables capturing demographic and

socioeconomic information about each respondent and their household.

To quantify the perceived burden felt by a respondent into a single value, we create a

composite subjective burden score from the respondents’ answers to the four burden

questions. First, we assign numeric values to each of the answers of the perceived burden

questions, ranging from five for the strongest response, “extremely,” to one for the

weakest, “not at all,” and perform a principal component analysis on these values (Bollen

et al. 2001, 2002). However, as Kolenikov and Angeles (2004, 2009) point out, principal

component analysis is not well suited for ordinal data where the values are unlikely to

Table 1. The unweighted response rates for each of the response choices to questions on how burdensome,

difficult, or sensitive the questions were to answer and how long the survey was in total.

Relative frequency

Questions Not at all A little Somewhat Very Extremely

Burdensome 34.3% 30.2% 24.1% 7.4% 4.1%
Difficult 44.7% 29.9% 20.3% 3.7% 1.3%
Sensitive 35.3% 26.5% 22.3% 10.4% 5.6%

Very short Somewhat Neither short Somewhat Very long
short nor long long

Length 4.9% 15.6% 41.8% 28.0% 9.8%
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follow a normal distribution, leading to estimates that are biased toward zero. For ordinal

(or categorical) data where values are assigned in the manner here, Kolenikov and Angeles

(2004) found that applying principal component analysis using a polychoric correlation

matrix (Pearson and Pearson 1922; Olsson, 1979) rather than the standard correlation

matrix corrects for that bias. Using the first component from this principal component

analysis, as in Yang (2019), we obtain a single composite measure for each respondent that

range in value from 3.4 to 17.0, with a median value of 7.6 and a mean of 8.0.

To help understand what can cause survey participants to feel burden, we model the

relationship between this perceived burden measure and several variables collected as part

of the survey. Some of these variable are usually associated with burden such as the

number of expenditures the respondent had to report (NEXP) and interview time in

minutes (TIME) or BOOK and RECS which record if the respondent used the information

booklet and financial records respectively while answering the questions. These variables

can take values of “Yes”, or “No”. The variable NEXP contain values that range from 0 to

120 with a median of 31 and mean of 33.76. The variable BOOK had a value of “No” 62%

of the time while RECS had the value “No” only 46% of the time. These variables that

Table 2. Description of explanatory variables. For each numeric variable the mean, median, (standard

deviation) and (range) are given. For each categorical variable the percentage of each response is given. All the

statistics and percentages given in this table are unweighted.

Variable Description Descriptive statistics (unweighted)
NEXP Number of expenditures reported 31.0, 33.8, (14.2),[0.0, 120.0]
TIME Interview time (minutes) 63.4, 57.3, (31.7), [6.9, 374.5]
INC Household income before tax (USD) 62,036.8, 42,000.0, (82,140.8),

[-18,572.0, 2865,000.0]
PERL6 Number of people in the household less than 6 years old 0.2, 0.0, (0.5), [0.0, 4.0]
PERL18 Number of people in the household < 18 years old 0.6, 0.0, (1.0), [0.0, 11.0]
PERO64 Number of people in the household ≥ 64 years old 0.4, 0.0, (0.7), [0.0, 3.0]
NCHD Total number of children 0.7, 0.0, (1.1), [0.0, 11.0]
NUMDK Number of “Don’t Know” responses 0.0, 57.3, (1.6), [0.0, 24.0]
NUMRF Number of questions not answered 0.1, 0.0, (0.6), [0.0, 16.0]
FAMSIZ Number of members in the household 2.4, 2.0, (1.5), [1.0, 15.0]
BOOK If the respondent used the information booklet Yes 38.0%, No 62.0%
RECS If the respondent used the financial records Yes 54.3%, No 45.7%
TENURE Whether the household owns or rents their home Homeowner 64.8%, Renter 36.9%
MORT Whether the household has a mortgage Yes 36.2%, No 63.8%
MODE Interview mode Phone 40.7%, Visit 59.3%
CREF Respondent initially refused but was persuaded Yes 13.6%, No 86.4%
DOOR Door step concerns No concerns 81.2%,

Busy and logistics 8.2%,
Privacy and government 7.5%,
Other concerns 3.1%

HEDU Highest education in the household < high school 6.7%, High school 18.6%
Some college 32.3%
Bachelors and above 42.4%

FAMT Family type Married couple 49.7%,
Single father 0.9%,
Single mother 4.1%,
Other 45.3%

URBAN Urban or rural area Rural 18.4%, Urban 81.6%
Cannot be Determined 18.4%
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measure the time and effort required to respond to the survey are often considered

objective measures of burden.

Since the effect that objective measures of burden have on the amount of perceived burden

can be different for different people in different households, we also include a number of

household and demographic variables in the model to help us understand these differences.

These variables include household income before tax (INC), whether the household owns or

rents their home (TENURE), whether the household has a mortgage (MORT), number of

people in the household less than six years old (PERL6), less than 18 years old (PERL18),

and over 64 years old (PERO64) and the total number of children (NCHD).

Other variables that we include describe different aspects of the data collection process

like interview mode (MODE), converted refusal indicator (CREF), and door step concerns

(DOOR). The variable MODE is the mode of collection used to collect the survey data

from the respondent and can be either a personal visit or telephone interview. Since the

mode may affect the relationship between the objective measures of burden and perceived

burden, we include this variable in the analysis.

The binary variable CREF indicates a respondent who initially refused to respond to the

survey and has been persuaded by the interviewer. The categorical variable DOOR records

any concerns that the respondent expressed to the interviewer before taking the survey.

The interviewer can code the concerns of the respondent in variable DOOR as one of “no

concerns”, “busy and logistics”, “privacy and government concerns”, or “other concerns”.

The category “other concerns” is a catch all for several outcomes from the respondent

saying they don’t understand the survey to just shutting the door or hanging up the phone

on the interviewer. Since the variables CREF (McDermott and Tan 2008) and DOOR are

both associated with a respondents initial attitude toward the survey and thus affect their

responses to the burden questions, these variables are also included. The variable NUMDK

is the number of “Don’t Know” responses and NUMRF is number of questions to which

the respondent refused to answer.

There are several variables about the household collected in the CEQ that could be

associated with how busy a respondent is or with their attitudes about government and

privacy, so should be accounted for in the analysis. Among these is the variable HEDU,

which is the highest education level among people in the household. This variable can take

one of the values “less than high school”, “high school”, “some college”, or “bachelors and

above”. The other variables of this type that we include are family type, FAMT, which can

take one of the values “married couple”, “single parent”, or “other”, FAMSIZ, which is the

number of members in the household, and the variable URBAN, which records if the

household is located in an urban or rural area.

3. Regression Tree Model Analysis

In order to understand how different aspects of a survey affect the perceived burden for

different groups of respondents, we model the relationship between the perceived burden

composite score and various characteristics of the survey, household, and respondent. A

model that estimates the value of the perceived burden composite score conditioned on the

values to the collected CEQ variables would allow us to see the effect of different measures

conditionally on the data collected about the household. In addition, a model that allows us
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to easily understand relationships between the conditional variables could help us better

understand what drives the feelings of burden and potentially allow survey administrators

to intervene before the next data collection or make changes to collection procedures to

head off potential issues. For these reasons we use a recursive partitioning algorithm to

create a tree model to do our analysis. These models partition members of the population

by splitting them into sub-populations conditionally on their values of the independent

variables which can lead to easy interpretation of the model (Toth and Phipps 2014). For

examples, Phipps and Toth (2012) and Earp et al. (2018) used these types of models to

understand establishment characteristics that affect responses to employment surveys.

The process is termed recursive because each sub-population may in turn be split an

indefinite number of times until the splitting process terminates after a particular stopping

criterion is reached (Hothorn et al. 2006). One can regard recursive partitioning as

producing a model that “predicts” the value of a target variable (“leaf”) based on input

variables (“branch”). Each leaf represents a value of the target variable given the values of

the input variables represented by the path from the root to the end-nodes of the tree.

Typically, within the tree structure, branches represent conjunctions of features that lead to

the value of the given end-node.

Since CE data is collected from a sample drawn using a complex design and we would like

to generalize our results to the population (Pfeffermann 1996; Pfeffermann and Sverchkov

1999), we use the package rpms, Recursive Partitioning for Modeling Survey Data, (Toth

2020), in R (R Core Team 2020) to estimate the models. This algorithm accounts for the

survey design variables and sample weights during the recursive partitioning and parameter

estimation to produce a design consistent model. We account for the sample design in our

models by including the variables containing the design weights, FINLWT21, cluster

identifiers, PSU, which are the primary sampling units and sample strata, REGION,
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Fig. 3. Bar-charts showing the relative response rates of the choices for each of the burden questions.
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(Northeast, Midwest, South, West), which are used to stratify the CEQ sample. Since this

algorithm uses a design appropriate permutation test to test the statistical significance of each

split, it allows us to specify a p-value for our analysis. For all models in this article, we specify

a p-value threshold of 0.05 to test the significance of each split against.

3.1. Conditional Mean Tree Model

To understand the relationship between the value of the perceived burden score (PB) and

variables that are usually thought to objectively measure burden, we first model PB

conditionally on the values of those measures. Figure 4 shows the regression tree model of

the mean of PB, conditioned on several objective burden measures and survey

characteristics. The partitioning algorithm selected several different variables for splitting,

TIME, NUMEXP, CREF, BOOK, REGS, DOOR, and MODE. These variables were

identified by the recursive partitioning algorithm to significantly affect the amount of

reported burden.

The model identifies whether the respondent expresses concern about their time,

government, or privacy as the most influential variable on how much burden a respondent

reports feeling. The recursive partitioning algorithm on the variable DOOR, where

respondents with busy/logistics, privacy/government doorstep concerns reported the

highest levels of perceived burden. This indicates that respondents in this group that have

these initial opinions (about 15% of the sample), express a higher amount of burden on

average than respondents without these concerns. Indeed, they have a PB value of 10.09,

which is much higher than the 7.6 median and 8.0 mean for respondents overall. The

model did not identify any other variable that had a significant effect on the perceived

burden reported by this group, which could indicate that there is not much that could be

done to change their experience of burden.

The left side of the tree model represents respondents who did not express these

concerns. For these respondents, the amount of perceived burden reported was lower

overall, but was influenced by the amount of time the survey took to complete; the longer

the survey took the higher average reported burden. However, the effect that time has on

the amount of perceived burden depends on the mode of the survey.

Respondents that completed the survey through an in-person interview reported a lower

overall average amount of burden than respondents that completed the survey over the

Perceived Burden (PB)

node 3
n = 922

value 10.09

DOOR ∈ {None,Other}

MODE ∈ {Visit}

RECS ∈ {No} RECS ∈ {Yes}

MODE ∈ {Phone}

DOOR ∈ {Busy, Priv/gov.}

node 11
n = 891

value 8.58

node 10
n = 1015
value 7.7

TIME > 72.11 TIME ≤ 53.33 TIME > 53.33

NEXP > 42

node 19
n = 568

value 8.22

NEXP ≤ 42

node 18
n = 606

value 7.47

TIME ≤ 72.11

node 17
n = 903

value 7.25

node 16
n = 966

value 6.74

Fig. 4. Regression tree model of the conditional mean of PB: The partitioning algorithm selected the TIME;

NUMEXP; CREF; BOOK; RECS; DOOR; and MODE variables for splitting. The mean of PB; conditioned on

the splits using these variables, is given in each end node.
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phone. For personal interview respondents, the average amount of burden did not

significantly increase as long as the time to take the survey was less than 72 minutes,

whereas the average reported burden had a significantly higher average for respondents

taking the survey by phone after only a little more than 53 minutes. For respondents that had

an in-person interview that took longer than 72 minutes, if the number of questions exceeded

42, they reported higher levels of burden than average. While all other respondents that had

an in-person interview reported a lower-than-average level of burden, having to refer to

records led to a higher reported burden than those who did not. We will see in the regression

tree displayed in Figure 7 that the effect of using records on data is more nuanced.

3.2. Conditional Linear Tree Models

Though Figure 4 showed that several objective measures are indeed related to perceived

burden, we would like to investigate the effect of each of these objective burden measures

for different groups of respondents. Besides modeling the conditional mean of a variable

in a tree model, the rpms package allows linear models to be fit conditionally on other

variables in the tree model (Earp et al. 2018).

We use these models to investigate whether the effects of time, TIME, number of

expenditures, NEXP, and use of records, RECS, is different for different groups of

respondents. This is done by fitting a linear regression model between PB and one of these

objective burden measures fit in each end node, while allowing the algorithm to split on the

demographic variables when there is an estimated significant difference in the model

parameters. By investigating these model parameters conditionally on the demographic

information, we hope to understand how the effects of objective measures of burden varies

for different types of respondents. Using this type of analysis, we consider how the survey

length or the need to consult records or information booklets to answer questions affects

perceived burden for different types of respondents.

To analyze the relative effect that time has on the perceived burden we fit the linear

model BURDEN ¼ b1 £ TIME, while allowing the algorithm to split on any of the

variables MODE, INC, MORT, TENURE. PERL6, PERL18, PERO64, NCHD, HEDU,

FAMT, FAMSIZ, or URBAN at each step of the algorithm. This model is shown in Figure 5

We fit a linear model with no intercept because we hypothesize that a respondent to a

hypothetical interview that took no time (TIME ¼ 0 minutes) would report no burden

(PB ¼ 0). The lowest reported time in the data set is 6.9 minutes, while 75% of all

interviews took over 40 minutes to complete.

The resulting regression tree model with this simple linear equation on interview length

without intercept confirms what we saw in the previous model, that the effect of time

depends on the survey mode (all coefficients are . 0). Though time leads to higher

reported level of burden on average, the perceived burden score for a person responding to

a personal visit increases by an average of less than one for each 11 minutes of survey

length. Meanwhile, the effect of time for respondents answering the survey questions over

the phone increases the average perceived burden score at a faster rate, depending on

family income. For respondents with a reported family income below USD 25,000, the

reported burden score increases by one for every 6.25 minutes they are on the phone, while

for respondents with a reported family income greater than USD 25,000, the average
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reported burden score increases by one for each additional nine minutes spent on phone.

This difference in rates of reported burden by income is likely due to a difference in the

salience of the CE survey for these two groups. Respondents with reported family income

below USD 25,000 are unlikely to have as much discretionary income and therefore not

many expenditures that they might find interesting to report as compared to families with

income greater than USD 25,000.

We also consider this type of tree model analysis for each of the variables NEXP, RECS

and BOOK separately. Since each respondent answers demographic questions and

questions about the household before the expenditure questions, there is burden associated

with responding to the CEQ whether or not the respondent had any expenditures to report,

used records, or used the information booklet, so for these variables, we use a linear effect

with an intercept term.

Figure 4 shows that, like time, perceived burden increases when more expenditures are

reported. Since the number of expenditures and time are correlated, it was natural to see if

the effect of NEXP is different depending on the mode of survey collection or other

demographic variables. To see this, we fit a linear model PB ¼ b1 £ NEXPþ b0 at each

node while allowing the algorithm to split on all the splitting variables used in previous

model. Note that, unlike the previous model of time in minutes, we fit a linear model on

number of expenditures with a non-zero intercept term, because even if the respondent

theoretically reported zero expenditures, they still have to answer questions and so would

have burden. The resulting model is shown in Figure 6.

Though the recursive partitioning algorithm found significant differences in average

reported perceived burden for different groups of respondents, the effect of NEXP was

small and about the same for every group. The differences are all in the intercept term.

This indicates that the mode of the survey, owning or renting, and the number of children

living in the household affects the amount of perceived burden. However, the results show

that the perception of burden is not affected by the number of expenditures.

Next, we consider the effect that using records or the information booklet has on

perceived burden. Since RECS and BOOK are indicator variables, fitting linear models

PB ¼ b1 £ RECSþ b0 or PB ¼ b1 £ BOOK þ b0 at each node while allowing the

algorithm to split on any of the variables used in the previous model, leads to an analysis of

how the mean-shift effect of these variables changes for different groups of respondents.

As in the previous model, Figure 6, we include an intercept term in the linear model which

PB = β1 × TIME

INC > 25000

node 7
n = 1544

INC ≤ 25000

node 6
n = 844

node 2
n = 3483

β1 = 0.09 (0)

β1 = 0.16 (0) β1 = 0.11 (0)

MODE ∈ {Visit} MODE ∈ {Phone}

Fig. 5. PB ¼ b1 £ TIME: Regression tree model of the conditional relative effect that time has on perceived

burden. In each end node the estimated coefficients are given with the (standard error) rounded to three digits.
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lets the algorithm differentiate between the effect of the variable being split on and the

effect of the variables RECS or BOOK.

The algorithm did not find any differences in the effect that using the information

booklet had on the amount of perceived burden reported. This is not surprising, since the

indicator variable BOOK does not appear in the tree model relating reported values of

perceived burden to objective burden measures (Figure 4). However, the model displayed

in Figure 7, analyzing the effect that using records has on perceived burden shows some

interesting differences between different groups of respondents.

In the model analyzing the effect of objective burden measures on perceived burden

shown in Figure 4, the use of records was associated with a higher reported amount of

burden, but only for respondents that responded to the survey through an in-person

interview that lasted over an hour (72 minutes). When looking at the difference of this

effect by itself among different groups of respondents (Figure 7), we see that though

respondents answering the survey questions through a phone interview had higher reported

perceived burden, the effect of using records was to lower the amount of perceived burden

node 7
n = 1311

node 13
n = 824

node 12
n = 1348

node 2
n = 2388

β0 = 8.72 (0.001)

β1 = 0.00 (0)

β0 = 7.08 (0.002)

β1 = 0.02 (0)

β0 = 7.31 (0.001)

β1 = 0.01 (0)

β0 = 7.38 (0.001)

β1 = –0.01 (0)

MODE ∈ {Visit}MODE ∈ {Phone}

TENURE ∈ {Homeowner} TENURE ∈ {Renter}

PB = β1 × NEXP + β0

NUMC > 0NUMC ≤ 0

Fig. 6. PB ¼ b1 £ NEXPþ b0. Regression tree model of the conditional relative effect that the number of

reported expenditures has on perceived burden. In each end node the estimated coefficients are given with the

(standard error) rounded to three digits.

node 7

n = 1311

node 6

n = 2172

node 2

n = 2388

MODE ∈ {Visit}MODE ∈ {Phone}

TENURE ∈ {Homeowner} TENURE ∈ {Renter}

PB = β1 × RECS + β0

β0 = 8.79 (0.001)

β1 = –0.36 (0.001)
β0 = 7.62 (0.001)

β1 = 0.36 (0.001)

β0 = 7.17 (0.001)

β1 = –0.05 (0.001)

Fig. 7. PB ¼ b1 £ RECSþ b0. Regression tree model of the conditional relative effect that referring to records

to answer survey questions has on the perceived burden. In each end node the estimated coefficients are given

with the (standard error) rounded to three digits.
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on average. For people responding to the survey through an in-person interview that

owned their home, using records raised the reported amount of perceived burden on

average. For renters responding to an in-person interview, the effect using records had on

the reported perceived burden was negligible. Because consulting records could decrease

measurement error in the data, these findings represent trade-offs in some cases between

burden and potentially more accurate data. More study on the effect of using records on

measurement error in the CEQ should be considered to undergo a complete cost-benefit

analysis of asking respondents to consult their records.

The difference in the effect that using records has on the amount of perceived burden

between the survey interview modes could potentially be explained by salience.

Homeowners often have a larger number of expenditures to report that require records.

Locating and using these records to answer questions requires more effort on the part of

the respondent, so the positive coefficient is understandable. If the respondent is

interviewed in person, it could potentially be more difficult for the respondent to refuse or

make an excuse not to get their records. However, respondents interviewed by phone, who

usually feel more burdened in general, could more easily say the records are not accessible

if they are not interested. Therefore, a respondent’s use of records could indicate that they

are more interested in answering the survey and so feel less burdened than their

counterparts who do not use records in this case.

4. Conclusion

In the above analysis, we demonstrate how regression tree models of the conditional mean

can be used to assess the relationship between objective measures and perceived burden.

Using respondent’s answers to questions directly asking about the burden of CEQ,

collected as part of a study by the CE program between April 2017 and March 2018, we

were able to model the relationship between the objective measures usually collected as

part of the survey and measures of perceived burden. This analysis involves converting the

perceived data into a single composite measure obtained from the principal components,

which allowed us to use regression tree analysis on the composite measure to see how

different survey and respondent characteristics interact with the objective measures of

burden to affect perceived burden.

Though there have been mixed findings in the literature on whether these objective

measures of burden are related to perceived burden in general, our analysis shows a

relationship between perceived burden and some of the objective measures of burden

collected in the CEQ survey after conditioning on different demographic and household

variables. The tree models also show that the relationship between objective and perceived

burden measures are quite affected by the mode of the survey. In general, using a personal

interview to collect data seems to ameliorate the effects that most objective measures of

burden have on perceived burden.

Using tree models with conditional linear regression estimates at the end-nodes allows

us to consider how individual objective measures of burden affect the perception of burden

for different groups of respondents, conditioned on the mode of the survey. We modeled

three objective measures of burden, interview length (TIME), number of expenditures

(NEXP), and use of records (RECS), separately to see the relationship between the values
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of these objective measures and the amount of perceived burden. The regression tree

model fitting the conditional linear model on TIME confirmed a positive association

between the number of minutes it takes to complete the survey and the amount of

perceived burden a respondent feels, but showed that relative change in perceived burden

can be quite different for different groups of respondents. Unfortunately, the finding that

door step concerns affect the amount of perceived burden, cautions us that there may be

limits to how much changes to a survey or data collection can reduce the burden. This is

because door step concerns are indicators of a negative initial attitude that could be very

difficult to change.

Meanwhile, the other two tree models using conditional linear predictors, showed that

the number of expenditures had almost no effect on perceived burden after conditioning on

the survey mode and whether the respondent owned or rented their home, and that record

usage can lead to an increase or decrease in the amount of reported burden depending on

the mode and whether or not the respondent is a homeowner. The effects of these two

variables are likely influenced by whether or not the survey is salient to the respondent.

However, the study that collected this data on perceived burden did not directly ask the

respondent about the salience of the survey, so we could not test this theory.

Another limitation of this analysis is that the data on burden was collected only from

participants who completed the fourth interview. Since burden was not measured for

anyone who dropped out before completing the final interview, the findings from this

analysis could be misleading if the relationship between objective measures of burden and

perceived burden are different for respondents and nonrespondents, even after

conditioning on household and survey characteristics.

Despite some unavoidable limitations, the result of the study suggests that interview

length, number of expenditures, door step concerns, survey mode, housing tenure and

number of children affect perceived burden. Though the relationships between these

variables and perceived burden can be complicated, using tree models helped us understand

these relationships. By using the package rpms which allows us to account for the complex

sample design of CEQ, we are able to generalize these results to the full population. This

implies that these variables should be included in any model to predict a respondent’s

perceived burden outcome in future collections and possibly even different surveys.

When constructing a model for prediction, it is not necessary to restrict the model to

only the most statistically significant effects as does our tree models nor must we restrict

ourselves to models that are easily interpretable. Therefore, in future research, we would

like to consider exploring the possibility of using design consistent random-forest models

to predict respondent’s perceived burden using objective burden measures and

characteristics of the survey and respondent.

By constructing a model that can accurately estimate a respondent’s anticipated

perceived burden, the survey administrator could potentially make changes to the

collection mode or survey design early in the data collection process to avoid levels of

perceived burden that are likely to lead to nonresponse or possibly be used in an adaptive

design. Some of these findings could also be used to guide future changes to the

questionnaire or the administration of the survey. Using regression tree models for this

analysis is a first step to understanding whether objective measures of burden actually

affect perception of burden and to what degree.
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Modeling the Relationship between Proxy Measures
of Respondent Burden and Survey Response Rates

in a Household Panel Survey

Morgan Earp1, Robin Kaplan2, and Daniell Toth2

Respondent burden has important implications for survey outcomes, including response rates
and attrition in panel surveys. Despite this, respondent burden remains an understudied topic
in the field of survey methodology, with few researchers systematically measuring objective
and subjective burden factors in surveys used to produce official statistics. This research was
designed to assess the impact of proxy measures of respondent burden, drawing on both
objective (survey length and frequency), and subjective (effort, saliency, and sensitivity)
burden measures on response rates over time in the Current Population Survey (CPS).
Exploratory Factor Analysis confirmed the burden proxy measures were interrelated and
formed five distinct factors. Regression tree models further indicated that both objective and
subjective proxy burden factors were predictive of future CPS response rates. Additionally,
respondent characteristics, including employment and marital status, interacted with these
burden factors to further help predict response rates over time. We discuss the implications of
these findings, including the importance of measuring both objective and subjective burden
factors in production surveys. Our findings support a growing body of research suggesting that
subjective burden and individual respondent characteristics should be incorporated into
conceptual definitions of respondent burden and have implications for adaptive design.

Key words: Respondent burden measurement; response rates; panel surveys.

1. Introduction

Survey organizations, researchers, and methodologists are concerned with respondent

burden, as it can have an impact on response rates to surveys, data quality, attrition in

panel surveys, and general survey fatigue (Crawford et al. 2001; Rolstad et al. 2011;

Fricker et al. 2014). In an environment where response rates have been on the decline

(Brick and Williams 2013), research designed to understand, measure, and help reduce

respondent burden is an important, yet understudied topic in the field of survey
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methodology, as conceptualizations of respondent burden remain underdeveloped and

varied.

Bradburn (1978) initially conceptualized respondent burden into four components:

interview length, the amount of effort required to answer survey questions, the amount of

stress or discomfort experienced during the survey interview, and the frequency of the

survey. Despite Bradburn’s conceptualization of burden, survey organizations and

methodologists still rely on different definitions of burden, namely, whether they

emphasize objective features (e.g., survey length and frequency) or incorporate subjective

features of burden (e.g., effort and stress). Further, these conceptualizations do not always

consider important respondent characteristics, such as motivation and interest (or salience)

in the survey topic, which also affect respondent burden and survey response. The sections

below summarize these differing conceptualizations of respondent burden, how they have

been measured in the literature, and how respondent characteristics moderate the

relationship between burden and survey response rates.

1.1. Objective Burden Measures

The U.S. Federal Government and surveys used for official statistics rely primarily on

objective measures of respondent burden (also known as “actual burden”). Objective

burden is typically defined as an estimate of the time it takes to complete a survey,

including survey length, number of questions, and survey frequency. These types of

metrics are used to estimate survey burden in the U.S. Federal Government per the Office

of Personnel Management (Paperwork Reduction Act Guide 2011).

Objective burden can affect response rates and unit nonresponse, where it is often

assumed that longer surveys lead to lower response rates. For example, response rates are

higher when respondents anticipate a survey will be relatively short (Crawford et al. 2001;

Edwards and Scheetz. 2002; Cunningham et al. 1999). Longer versus shorter survey

interviews can lead to higher attrition rates in panel surveys (Galesic 2006), and for

respondents to report that they would be less inclined to participate again (Sharp and Frankel

1983). However, the literature on objective burden and response rates has been mixed.

A meta-analysis of studies measuring respondent burden showed only six of 25 studies

supported the conclusion that longer surveys lead to lower response rates (Rolstad et al.

2011), and increased objective burden does not necessarily lead to greater survey attrition

or poorer data quality (e.g., Sitzia and Wood 1998; Branden et al. 1995). In fact, additional

survey waves can actually increase response rates over time, suggesting that objective

measures may not always be good indicators of burden (Stanley McCarthy et al. 2006).

Objective burden measures are also limited in that they do not consider Bradburn’s

concepts of effort or stress, nor respondent characteristics that may affect respondents’

overall experience of burden (Fricker et al. 2014).

1.2. Subjective Burden Measures

In Bradburn’s conceptualization, subjective burden measures (also known as perceived

burden) are comprised of effort (e.g., detailed, lengthy, or difficult questions to answer)

and stress or sensitivity (e.g., personal questions that cause discomfort). Subjective

measures of respondent burden are typically measured via self-reports (e.g., “How
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[burdensome/effortful/sensitive] did you find this survey?”) (see Fricker et al. 2012, 2014

for examples).

One of the few U.S. government surveys that have asked survey respondents directly

about their subjective perceptions of survey burden is the U.S. Consumer Expenditure

Survey (U.S. Bureau of Labor Handbook of Methods, Consumer Expenditure and Income

2018; Fricker et al. 2012, 2014). Findings from these studies indicated that objective and

subjective burden are not always related, that is, survey length was not associated with

how burdensome respondents found the survey (Kaplan and Holzberg 2020). Increased

levels of subjective burden have also been linked to survey outcomes such as lower data

quality, higher attrition rates in panel surveys, and increased survey fatigue (e.g., Rolstad

et al. 2011; Fricker et al. 2014). Thus, subjective burden also has important implications

for survey response, where overall respondent burden can be thought of as an interaction

between both objective and subjective burden factors (Groves et al. 2000).

More recently, researchers have investigated additional measures that may be related to

respondent burden. For example, Yan et al. (2020) developed an innovative model that

considers survey features, characteristics of respondents, and subjective measures of

burden to determine which contribute to respondent burden and survey response rates.

Their model also expands the definition of burden, accounting for subjective burden

experienced at three distinct points in time, including burden experienced at the time of the

survey request, cumulative burden experienced during the survey interview, and

continuous burden experienced at subsequent waves of longitudinal surveys. Importantly,

Yan et al. found that respondent characteristics interacted with burden to predict response

rates, including respondents’ level of motivation, and how difficult, sensitive, or stressful

respondents initially found the survey through multiple waves. However, U.S. Federal

Government surveys do not routinely collect direct subjective burden measures. When

these data are not available, researchers can turn to proxy measures that are available in the

existing data (e.g., Kolenikov and Angeles 2009; Montgomery et al. 2000), and known to

be related to burden, such as respondent and household-level characteristics.

1.3. Respondent Characteristics Related to Burden, Response, and Data Quality

Respondent characteristics of the individual or household can have important implications

for sur-vey outcomes. For example, several studies have measured burden through

respondents’ interest in the survey topic (e.g., Sharp and Frankel 1983; Galesic 2006).

Interest and saliency of the survey topic are positively related to response rates (Groves

et al. 2004; Couper 2007). Respondent motivation and level of competence, as well as

cognitive ability and higher educational attainment, are associated with greater interest in

the survey topic and higher response rates (Haraldsen 2004; Loosveldt et al. 2002).

Relatedly, leverage-salience theory suggests that respondents tend to participate in surveys

that are personally of interest (or the most salient) to them, and thus the survey topic can be

strategically leveraged to increase response by lowering subjective burden (Groves et al.

2000). Thus, individual characteristics of respondents can moderate the relationship

between respondent burden and response rates.

Respondent characteristics may also moderate the relationship between respondent

burden and data quality. For example, question effort (or difficulty) and stress (or
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sensitivity) can increase item nonresponse. Increased question effort can lead to more

“don’t know” responses, whereas stress can lead to privacy concerns and item refusal (Lee

et al. 2004; Bickart et al. 2006; Tourangeau and Yan, 2007; Berinsky 2008). Supporting

this, Loosveldt et al. (2002) found that respondents who were not adequately motivated or

capable of answering certain questions provided more “don’t know” responses and had

higher unit nonresponse in future survey waves, whereas those with higher levels of

education responded more in future survey waves. Yan and Curtin (2010) also found that

once controlling for age, gender, marital status, race, income, and education, respondents

who had higher item nonresponse rates had significantly lower re-interview unit response

rates. This suggests that not only do respondent characteristics influence subjective

burden, but they also predict continuous burden (Yan et al. 2020) and survey response

rates over time.

1.4. Overview of Current Article

Taken together, the literature supports the idea of including both objective and subjective

features in conceptualizations of respondent burden, as well as taking into account

respondent characteristics related to burden and response rate outcomes. Despite this, few

measures of respondent burden include all of these dimensions, and survey organizations

do not regularly include measures of respondent burden on their surveys.

This article investigates a novel approach to measuring the impact of respondent burden

on response rates using proxy measures, when formal measures of burden (e.g., survey

length and number of questions administered per respondent) are not made available.

Using the Current Population Survey (CPS), we examine the impact of respondent burden,

and the moderating role of respondent characteristics, on CPS response rates over time.

Specifically, this research investigates multiple factors of Bradburn’s model, using proxy

factors of both objective burden (e.g., survey frequency and number of months in sample,

and number of supplements received) and subjective burden (e.g., effort, stress or

sensitivity), along with relevant respondent characteristics at both the respondent and

household level measured in the CPS. Because the CPS has eight waves of data collection,

it is possible to observe the impact of survey frequency (including supplements) on burden

and unit response rates over time.

2. The Current Population Survey (CPS)

The Current Population Survey (CPS; U.S. Bureau of Labor Statistics Handbook of

Methods, Current Population Survey 2018) is a monthly longitudinal survey of 60,000

eligible households, jointly sponsored by the U.S. Bureau of Labor Statistics (BLS) and

the U.S. Census Bureau, are administered using telephone and in-person interviews. The

CPS collects demographic and employment data on all people ages 16 and over residing in

the selected household. From the collected data, BLS produces estimates of national

unemployment rates, labor force participation rates, full- and part-time employment, and

usual weekly earnings. BLS also produces breakdowns by age, sex, race, veteran and

disability status, educational attainment, and a variety of other characteristics.

The U.S. Census Bureau collects CPS data in eight waves, where data are collected from

a household for four consecutive months, followed by an eight-month break in data

Journal of Official Statistics1148



collection. Then data are collected from a household for the same four consecutive months

a year later. This allows for a 75% month-to-month overlap and a 50% year-over-year

overlap. Census Bureau interviewers ask households to designate one person per

household to report about the calendar week (Sunday through Saturday) that typically

includes the 12th day of the month. This household respondent reports about all eligible

persons in the household and is designated as the current respondent for that month (U.S.

Census Bureau 2021). Most months out of the year, the CPS administers additional

questions on varying topics–these additional questions are referred to as CPS

supplements. Persons within a responding household may qualify to receive a CPS

supplement depending on their characteristics. A table of the CPS years, months, and

supplement surveys by month in sample discussed in this article is shown in Table 4 in

Appendix, Section 6.

2.1. An Overview of Potential Proxy Indicators of Burden in the CPS

Few recent studies have directly examined respondent burden in the CPS (e.g., Polivka

1996; Copeland and Rothgeb 1990). DeMaio (1980) found that CPS refusals were highest

for collection month one – the introductory month – and month five, when respondents

first return after an eight-month break in data collection. Reasons for refusals included

invasion of privacy, past experience, and the fact that the CPS is not mandatory.

The CPS public and restricted data do not include objective measures of burden, such as

the total length of the survey interview or the number of items each person in the

household was eligible to receive. Due to the length and complexity of the CPS it would be

nearly impossible to estimate the total number of items each person was eligible to receive,

and such estimates would likely be prone to error. While the CPS does not include any

direct measures of respondent burden, it does place some unique demands on respondents

related to burden that can be used as proxy measures. In terms of objective burden, the

CPS is conducted frequently –monthly over eight months. In addition, some subsets of

CPS respondents may be more frequently selected for additional supplemental surveys,

adding additional length to the survey. Serfling (2004) also found that household size,

which can lead to more questions, was a significant predictor of unit nonresponse in future

survey waves.

In terms of subjective burden, some respondents may find CPS questions more effortful

to answer. The CPS uses proxy response, in which one person responds for all eligible

household members. Respondents may have insufficient knowledge to answer for other

household members, leading to “don’t know” responses (e.g., Cobb 2018). The social

distance between household members, or how often they interact, may also cause

difficulties in proxy reporting (Bickart et al. 2006). Respondents most familiar with other

household members, such as spouses, tend to be better proxies than other relatives or

household members (Kojetin and Mullin 1995).

Respondents may also find some CPS questions sensitive to answer, as they might not

want to dis-close personal information about themselves or other household members

(Sudman et al. 1994). Sensitive questions include those about income, marital status,

disability status, education level, or home ownership; depending on these same household

characteristics, this can lead to more item-refusals (Fricker 2007; Borlin 2019; Yan and
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Tourangeau 2007). Item nonresponse to such sensitive items have also been linked to unit

nonresponse in later survey waves in panel surveys (Loosveldt et al. 2002; Kaplan and

Holzberg 2020).

On the other hand, some CPS questions or topics may also be more salient to

respondents with particular characteristics (Tennant et al. 1991; Mechanic and Newton

1965; Perruccio and Badley 2004). For example, CPS supplements that are personally of

interest or most salient may be leveraged to help lower respondent burden (Groves et al.

2000; Zhang et al. 2017). Respondents may experience less burden completing surveys of

personal interest to them, regardless of survey length (Marcus et al. 2007; Adua and Sharp

2010). For instance, respondents who own their homes are typically easier to contact, are

more likely to be invested in their communities and civic engagement (Groves et al. 1992;

Brick and Tourangeau 2017; Abraham et al. 2009; Rohe et al. 2002) and provide more

substantive responses (Coder and Scoon-Rogers 1996; Fricker 2007). Because the main

topic of the CPS is labor force status – specifically, whether people are employed,

unemployed, or not in the labor force – respondents may be differentially motivated to

respond to the survey based on their employment status. Employed respondents may be

less available but more motivated to respond, but household composition, such as having a

spouse present may buffer this because spouses can share the responsibility of responding

(Groves 2006). While answering for a spouse may add length, it is often less burdensome

than responding for more distant household members (Kojetin and Mullin 1995).

Although the literature supports the idea that respondent and household-level

characteristics affect survey response, no research has examined the relationship between

respondent burden, respondent characteristics, and unit response rates in the CPS.

2.2. The Current Research

The relationship between respondent burden and respondent characteristics remains an

important yet understudied topic that could have important implications for survey

response and panel attrition over time. Using Bradburn’s proxy indicators of subjective

burden in the CPS, including effort and stress (or sensitivity) along with objective

measures of burden such as survey frequency and length, this research was designed to

assess the relationship between respondent burden factors, respondent characteristics, and

CPS unit response rates.

3. Identifying Proxy Measures of Burden in the CPS

3.1. Data

For purposes of our research, we used three years of CPS data from 2015 to 2017. Because

we were specifically interested in the concept of respondent burden, our analysis began at

the time a household first responded to the survey and then followed the same household

for the duration of their time in sample.

We restricted our analysis to include all households that were in sample for all eight

waves of data collection between 2015 and 2017, starting at the time of their first response

to the CPS through wave eight. There were 21 panels of households that were in sample for

all eight waves between 2015 and 2017. Of the households that were in sample for all eight
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waves between 2015 and 2017, 170,343 re-sponded to the CPS at least once during the

eight waves. Only nine of the 170,343 households were flagged as having moved and

subsequently replaced by a new household; these households were treated as new

households, given that previous respondent characteristics would not apply to replacement

households. Of the households was 80% first responded to the CPS during their first month

in sample (136,116/170,343). While there is one primary respondent for the household

each month, the respondent can change from month to month. For the 170,343 households,

there were 245,133 unique household respondents. Our final analysis file includes 170,343

households with 245,133 unique household respondents by month in sample (starting at

the first month of household response) totaling 1,115,225 records. The primary respondent

may change over the course of eight waves, and while some characteristics (e.g.,

household characteristics, marital status, and age) will be correlated within a household,

others may be unique to each respondent (e.g., gender, education, and employment status).

3.2. Defining Proxy Burden Measures Used

In order to assess the relationship between respondent burden and CPS unit response rates,

we defined CPS survey response, identified proxy measures of burden, and identified

households and persons sampled or eligible to receive CPS supplements.

3.2.1. Survey Response

Households are in the CPS for eight months total. Each month households agree or refuse

to respond to the survey. At the time of the first survey response, each person in the

household is designated a person-level identification number ranging from one to sixteen

that will carry with them through remaining survey waves, and one of the persons is coded

as the household respondent that month (the person designated as the household

respondent can vary across waves).

Our study modeled household response using both household and household respondent

characteristics. Household response status was determined using the CPS response final

outcome code. Full-completes, labor force section completes, and partial completes were

coded as respondents. If a respondent completed the labor force questions, but skipped

other sections of the CPS, they were coded as a partial complete, and they were treated as a

respondent for purposes of this study. We excluded all households that were coded as non-

interviews. Non-interviews are households that were temporarily inaccessible due to

language barriers or the inability to contact the home, homes that were vacant or were

temporarily converted for a non-residential purpose, addresses that no longer existed, were

demolished, or were permanently converted for a non-residential purpose. Households that

were originally classified as non-interviews, but were later interviewed in subsequent

waves, were included at the first month they responded to the CPS.

3.2.2. Factors

The CPS collects data on a variety of household and person-level characteristics that can

be used as proxy measures of burden. Using Bradburn’s model of respondent burden, we

identified several CPS household and person-level items that may correlate with a

household respondent’s perceived level of effort, stress, as well as survey length and
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frequency. Below we describe our hypothesis of how different household- and person-

level items are expected to correlate and be used as proxy measures of these burden

indicators. The factors described below are not mutually exclusive, nor are they all

encompassing. While the authors identify items on the CPS that may be related to each of

the following factors of burden, and the authors hypothesize that these proxy indicators

will be more highly correlated within the hypothesized factors than across factors, there is

no assumption that these items only measure burden or that they measure burden perfectly

(for similar approaches, see Fuchs 2005; Van Liere and Dunlap 1980; Below et al. 2012).

3.2.2.1. Effort

As proxy measures of effort, we included household size, number of children, labor force

participation, and marital status. Household size is defined as the total number of persons

living in the household and can range from one to sixteen. In general, the larger a

household is, the more persons the household respondent will be asked to report data for,

requiring more effort. Number of children includes the number of children less than 18

years old residing in the household. Depending on the number of children and their ages,

the household respondent may be asked to complete additional questions, such as age,

race, sex, and ethnicity of children. Number of children may also add to the amount of

perceived effort by the household respondent; those with more children may feel like they

have less time to complete the CPS. Using the monthly labor force status codes,

“employed–at work”, “employed–absent”, “unemployed–on layoff”, “unemployed–

looking”, “not in the labor force–retired”, “not in the labor force–disabled”, and “not in

the labor force–other”, initial regression tree analyses indicated that unit response rates

were more similar for those with an monthly labor force status of “employed–at work”

compared to other classifications; therefore, we classified respondents as either being

employed at work as “At Work” or not “Not at Work” (including all other labor force

participation categories). Marital status was self-reported and categorized as married with

spouse present, married with spouse absent, widowed, divorced, separated, and never

married. Marital status may or may not include cohabitating partners, since the designation

is made by the respondent. Marital status with a spouse present was hypothesized to reduce

the amount of effort needed to complete the CPS (Groves 2006; Kojetin and Mullin 1995),

in comparison to the other marital status levels; therefore, we classified household

respondents as either being married with spouse present “Spouse Present” and all other

marital status response options as “No Spouse Present”. The expectation being that

respondents that have a spouse present may be less burdened with household tasks in

general, and potentially have more time to complete the survey. Overall, we expected that

proxy measures of effort would be correlated, and that increased indicators of effort would

be associated with decreased unit response rates over time.

3.2.2.2. Length

The second factor Bradburn describes is length of the survey. While the CPS does not

provide a variable measuring the total time spent to complete the survey, there are other

aspects of the survey that Bradburn also classifies under the dimension of length: number

of months in sample, number of months in data collection, number of waves in data

collection, and survey mode. While Bradburn hypothesizes that the perception of survey
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length varies by survey mode, we did not include survey mode, since all telephone refusals

were reassigned to in-person interviews, and thus all nonrespondents have a mode

designation of in-person. Number of months in sample ranged from one to eight, one being

the household’s first month in the sample, and eight being the household’s last month in

sample. Not all households responded their first month in sample; therefore, we also

measured the total number of months in data collection. Data collection was defined as the

total number of months the household had been participating, starting at the household

respondent’s first month of response. There was an eight-month break in data collection

between the first four months in sample and the last four months in sample. We defined all

months in data collection prior to the eight-month break as Phase I and all data collection

after the eight-month break in data collection as Phase II. If a household did not respond until

after the eight-month break in data collection, then they were coded as Phase I, since they did

not experience the eight-month break in data collection. We also measured the number of

months in data collection within each phase, since month one in sample is thought to have

similar characteristics to month five in sample, meaning that both of these initial months

tend to have lower unit response rates and ask more key demographic questions. Overall, we

expected that proxy measures of survey length would be correlated and that increased

survey length would be associated with decreased unit response rates, and that this would be

moderated by respondent characteristics. For instance, increased CPS survey salience and

availability to respond would be associated with increased unit response rates relative to

those with respondent characteristics associated with lower CPS saliency.

3.2.2.3. Stress

The third factor Bradburn (Bradburn 1978) describes is stress and sensitivity, which relate to

the re-spondent’s perception of how personal they find the survey questions, or the amount

of discomfort experienced while responding. As potential proxy measures of stress and

sensitivity, we included several item missing/not reported flags. While there are over a

hundred item missing flags included in the CPS public file, many items are missing less than

one percent of the time. Our model included item missing flags for items thought to be

potentially stressful or sensitive that had missing rates of at least one percent. We included

item missing flags for education, age, marital status, race, ethnicity, previous or current

military service, and disability (a person was considered to have a disability if they reported

that they have serious difficulty hearing; sleeping; seeing; concentrating, remembering, or

making decisions; walking or climbing stairs; dressing or bathing; or doing errands alone

because of a physical, mental, or emotional condition), based on the literature that these

items can be sensitive to respondents and are associated with greater item nonresponse

(Fricker 2007; Borlin 2019; Kaplan and Holzberg 2020). We hypothesize that item

nonresponse across items would be correlated and that increased item nonresponse to

sensitive questions would be related to unit nonresponse in later survey waves.

3.2.2.4. Frequency

Lastly, Bradburn (Bradburn 1978) describes the potential moderating effect of survey

frequency on survey saliency, hypothesizing that certain subpopulations are sampled/

eligible for surveys more frequently than others and that this potentially lessens the

positive effects of saliency over time. This is different than being contacted multiple times
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during a longitudinal survey, since typically everyone in the sample is surveyed at the

same intervals of time. While every household is contacted over all eight waves of data

collection in the CPS, only certain households are asked to complete an additional

supplement survey each month, and depending on the characteristics of the household,

some households may be sampled/eligible for more supplemental surveys than others,

which could potentially negate the survey saliency and adversely affect their propensity to

respond to future waves of the CPS. For example, in the CPS, a female veteran who is in

school would potentially be eligible for at least three supplements (fertility, veterans, and

school enrollment), not to mention the supplements that everyone is eligible to receive

such as civic engagement and computer and internet usage. While all of these topics may

be salient, which could increase their interest and motivation, being sampled for an

additional supplemental survey every month could also reduce the impact of saliency on

respondent burden and thus reduce survey response rates. In order to assess the potential

effect of survey sampling frequency, we examined the effect on CPS unit response rates of

the number of additional supplemental surveys a household was previously sampled/

eligible for, as well as the number of supplements the household respondent was

previously sampled/eligible for. Overall, we expect survey frequency to correlate with

proxy measures of survey length and to be associated with decreased response over time,

especially for those with respondent characteristics indicative of lower CPS saliency.

In order to estimate frequency, we used supplement sampling flags when available and

otherwise we used supplement selection criteria as specified in the corresponding

supplement documentation for that given month. We created two supplement frequency

sum variables: (1) the total number of supplemental surveys a household was previously

sampled/eligible for using the person-level data; and (2) the total number of supplements

for which the household respondent was previously sampled/eligible. We used both the

household and the household respondent sums as proxy measures of survey frequency.

The total number of supplements that a household or household respondent could

previously be sampled/eligible for prior to month eight in sample is seven supplements.

Due to the fact that a household needs to respond to the CPS in order to be administered a

supplement that month, we also controlled for previous month response, by including an

indicator of previous month response status, when assessing the effect of previous

supplement sampling/eligibility.

We examined the effect of being previously sampled/eligible for the following 13

supplemental surveys administered between 2015 and 2017: Tobacco Use, Unbanke-

d/Underbanked, Computer and Internet Use, Veterans, Volunteer, School Enrollment,

Food Security, Displaced Workers/Job Tenure, Child Support, Fertility, Voting,

Contingent Workers, and Public Participation in the Arts. Since all households in sample

in March are given the Annual Social and Economic Supplement (also known as the

March supplement), regardless of their characteristics, we did not examine the impact of

having been previously sampled for the Annual social and Economic Supplement in

February, March, or April.

3.2.3. Factor Structure

In order to examine relationships among the different burden proxy measures proposed in

Subsubsection 2.1.2, we used an exploratory factor analysis (EFA). EFA is used to assess
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the relationship among variables and to identify subsets of correlated variables that

potentially measure distinct constructs or varying dimensions of constructs referred to as

factors (Bates 2017; Brust et al. 2016; Couper et al. 2008). Unlike Principle Components

Analysis that is primarily focused on reducing the number of variables, EFA is used to

explore the factor structure of an underlying construct. Exploratory factor analysis is

typically used to explore the relationship between continuous variables, since it examines

the Pearson correlation among each pair of variables. While the Pearson correlation

coefficient is typically used to assess the correlation between two continuous variables, it

is also equivalent to the Point-Biserial correlation when used to calculate the correlation

between a continuous variable and a binary variable, and to the Phi coefficient when used

to calculate the correlation between two binary variables, and therefore is used to explore

and make sense of the relationships between a mixture of continuous and binary proxy

burden indicators described above.

Using exploratory factor analysis, items that are correlated will have higher loadings

under the same factor, where items that are not correlated will have higher loadings under

other factors. In order to determine factor loadings, items are plotted in a multidimensional

space with a separate axis for each factor. The axes of the factors are typically rotated in

one of two ways, orthogonal versus oblique, in order to determine where items fall in that

multidimensional space. Orthogonal rotation assumes that the factors are not related,

whereas oblique rotation assumes that the factors are correlated. For purposes of our

research, we use oblique rotation, assuming that the different factors of respondent burden

are correlated. The most common orthogonal rotation is varimax rotation. The varimax

rotation is shown in Table 1. Promax is the most common oblique rotation and is based on

the varimax rotation and is shown in Table A2. Promax raises the varimax factor loadings

to the power of two, three or four, which drives down smaller factor loadings without

having much of an impact on larger loadings, and can be used to simplify the results,

especially when factors are expected to be correlated (Finch 2006). Given that we are

interested in modeling respondent burden conditional on being sampled for the CPS, we do

not use the design weights in either EFA model.

First, we assessed the appropriateness of the four-factor solution proposed by Bradburn

(1978) using Kaiser’s (1960) eigenvalue-greater-than-one rule as proposed by Cattell

(1966). An eigenvalue represents the amount of variance that a given factor explains in the

variables; the lower the eigenvalue, the less variation in the variables the factor explains

(Norris and Lecavalier 2010). Using the eigenvalue-greater-than-one rule we settled on a

four-factor solution. After the four-factor solution was assessed for appropriateness using

the eigenvalues, we examined the factor loadings for each variable. Factor loadings are

used to assess how representative a variable is for a given factor (Howard 2016). We

retained all items with a factor loading of 0.32 or greater as proposed by Costello and

Osborne (2005), Hinkin (1995, 1998), and Tabachnick and Fidell (2001). All items had

absolute factor loading values of greater than 0.32, using both the orthogonal and the

oblique rotation (see Table 1 for the orthogonal rotation factor loadings and Table 5 in the

Appendix, Section 6, for the oblique factor loadings). After identifying the optimal

number of factors, we then assessed the item factor loadings. The eigenvalues and factor

loadings support the four-factor solution shown in Table 1.
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Overall, the four-factor solution provided evidence for an effort factor, a length factor,

and two stress factors. According to the eigenvalues (l), the stress factor for disability

items explained the most variation (lDIS – Stress ¼ 5.65) followed by length

(lLength ¼ 3.41), stress for demographic items (lDEM – Stress ¼ 1.80), and effort

(lEffort ¼ 1.91) (see Table 1). Household size, number of children, being “employed–at

work”, having a disability, and having a spouse present all had positive correlations with

effort, where age had a negative correlation with effort. While we actually expected

having a spouse present to decrease the amount of perceived effort, the factor loading is

likely positive due to the positive correlation with household size (r ¼ 0.42, p , .0001,

Table 1. Exploratory factor analysis factor loadings of CPS proxy burden measures and factor eigenvalues (l)

using orthogonal varimax rotation.

CPS variable Effort Length DIS stress DEM stress
l ¼ 1.91 l ¼ 3.41 l ¼ 5.65 l ¼ 1.80

Household size 0.854 0.003 0.011 -0.036
Number of children 0.732 0.023 0.002 -0.026
Marital status 0.346 0.028 0.016 -0.046
Labor force participation 0.332 -0.010 -0.033 0.007
Disability status 0.330 -0.002 -0.015 0.019
Age -0.502 0.068 0.029 -0.019
Month in data collection -0.091 0.972 -0.003 -0.024
Month in sample -0.015 0.805 0.001 0.016
Data collection phase -0.049 0.761 0.001 -0.014
Number of previous supplements

the household respondent was
sam-pled/eligible for

-0.002 0.742 -0.009 -0.030

Number of previous supplements
the household was sampled/
eligible for data collection

0.191 0.673 -0.004 -0.037

month w/in phase -0.049 0.480 -0.004 -0.015
NR – Difficulty dressing or

bathing
-0.026 -0.004 0.969 0.190

NR – Difficulty walking or
climbing stairs

-0.025 -0.003 0.967 0.189

NR – Difficulty doing errands
alone

-0.026 -0.004 0.966 0.190

NR – Blind or difficulty seeing -0.022 -0.003 0.964 0.191
NR – Difficulty concentrating,

remembering, or making
decisions

-0.024 -0.004 0.963 0.190

NR – Deaf or difficulty hearing -0.019 -0.004 0.942 0.190
NR – Ethnicity 0.006 -0.006 0.094 0.642
NR – Race 0.007 -0.005 0.070 0.566
NR – Education Level -0.020 -0.023 0.227 0.481
NR – Marital Status -0.051 -0.015 0.096 0.477
NR – Veteran status (ever served

in the military)
-0.016 -0.005 0.062 0.381

NR – Age 0.005 -0.024 0.107 0.355
NR – Current military status

(currently serving in the military)
0.012 -0.003 0.026 0.339
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n ¼ 1,115,225). Month in sample, month in data collection (starting at the first month of

response), data collection phase, number of previous supplements that the household and

the household respondent were sampled/eligible for, and data collection month within

phase, were all positively correlated with length. All disability and demographic item

missingness flags were positively correlated with the two stress factors.

According to the inter-factor correlations shown in Table 2, both of the stress factors are

positively correlated (r ¼ 0.35), indicating that item missingness for disability questions is

related to item missing-ness for demographic questions. The inter-factor correlations provided

in the EFA model are not tested for significance and are merely meant to be informative. EFA

also does not consider moderating and interaction effects between variables within the same

factor and across factors, therefore, the remainder of our article uses regression tree modeling.

While we could have used a structural equation model (SEM), regression trees are better

suited for handling missing data, moderating and interaction effects, as well as nonlinear

effects (Earp et al. 2014, 2018; Morgan and Sonquist 1963; Phipps and Toth 2012; Toth and

Phipps 2014). We also could have created factor score variables to be included as inputs in a

model of survey nonresponse; however, this would fail to provide us with insight as to how

specific household and respondent characteristics interacted and related to survey

nonresponse. The EFA model was used to assess construct validity, and ultimately provided

evidence that proxy measures of effort are correlated with other proxy measures of effort,

proxy measures of length are correlated with other proxy measures of length, and proxy

measures of stress are correlated with other proxy measures of stress.

4. Measuring the Impact of Proxy Measures of Burden on CPS Unit Response Rates

Using the burden proxy measures described above and shown in Table 1, we assessed the

effect of respondent burden on CPS unit response rates, as well as the linear effect of CPS

supplement frequency on CPS unit response rates controlling for other proxy measures of

burden and respondent characteristics available in the CPS thought to be indicative of

survey saliency. Though we do not have direct measures of saliency, we expected that the

saliency of the CPS would be affected by a number of household- and respondent-level

characteristics. In addition to the characteristics described above in relation to effort (e.g.,

marital status, labor force participation, household size, and so on.), additional

characteristics thought to impact CPS saliency included household income, home

ownership status, race, ethnicity, education level, veteran status, and disability status. If the

house was reported as being owned, then home ownership status was set to “own home”, but

if the house was reported as being rented either for cash or for no payment, then it was

classified as “not own home”. If a person reported ever having served in the military, they

Table 2. Exploratory factor analysis inter-factor correlations (w/ promax rotation).

Effort Length DIS stress DEM stress

Effort 1.00 -0.02 -0.03 -0.05
Length -0.02 1.00 -0.01 -0.05
DIS stress -0.03 -0.01 1.00 0.35
DEM stress -0.05 -0.05 0.35 1.00
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were classified as being as veteran. Lastly, if a person reported that they had serious

difficulty hearing; sleeping; seeing; concentrating, remembering, or making decisions;

walking or climbing stairs; dressing or bathing; or doing errands alone because of a physical,

mental, or emotional condition disability, then they were coded as having a disability.

Traditionally survey response is modeled using logistic regression models; however, over

the last decade there has been an increase in the use of regression tree models to model survey

response (Earp et al. 2014, 2018; Toth and Phipps 2014). Regression trees can be

advantageous for modeling survey response for a number of reasons: (1) they can

automatically identify associated variables as well as their optimal break points or categorical

groupings; (2) they can automatically detect statistically significant interaction effects;

(3) they can use missing data as a valid input into the model; (4) they are nonparametric and

can model nonlinear effects; and (5) the models can be used to easily identify and describe

mutually exclusive subgroups with varying levels of unit response rates.

While predictions from a regression tree are not usually as accurate or stable as those

from a ran-dom forest or a boosted model, the overall structure of the regression tree and

the relative values of the estimate parameters are what is important for inference about the

population, and these tend to be stable from sample to sample. Tree models produced

using the R Package “Recursive Partitioning for Modeling Survey Data (rpms)” are

especially stable since they are based on a permutation test to determine the variables on

which to split as well as a when to stop splitting (Toth 2019). In addition, since these other

types of models are not easily interpreted, being intended for prediction as opposed to

inference, they are not appropriate for this application.

For this article, the regression tree R Package “Recursive Partitioning for Modeling

Survey Data (rpms) (Toth 2019) was used to assess the impact of proxy indicators of

survey burden on CPS unit response rates. Using the rpms package, we were able to model

the impact of proxy burden indicators and CPS supplement frequency on CPS unit

response rates. We built two regression tree models using rpms: (1) modeling the effect of

proxy burden measures on overall CPS response; and (2) modeling the linear effect of the

number of supplements a household respondent was previously sampled/eligible for on

CPS response, controlling for the effect of proxy burden measures. The rpms algorithm

uses the permutation test that accounts for clustering and unequal probability of selection

introduced in Toth (2020), to determine if each split is significant at the level specified by

the user. Once the algorithm fails to find a significant split, the recursive splitting is

stopped. This stopping rule leads to an unbiased variable selection as opposed to many

algorithms which rely on an over-fitting and pruning procedure to build regression trees.

The subgroups resulting from each split are referred to as nodes, and the final mutually

exclusive groups shown at the bottom a tree a referred to as end nodes. The entire data set

before splitting takes place is referred to as the root note, as is labeled node 1 (n). The first

left child node of the root node is labeled as node 2 (2n) and the right child is given the

node number 3 (2nþ1). This leads to every node getting a unique node label.

Two regression tree models are described below. The first regression tree model

assesses the effect of proxy measures of burden (including all variables listed in Table 1)

on CPS unit response rates, and the second regression tree model assesses the linear effect

of frequency of CPS supplements on CPS unit response, controlling for other proxy

measures of burden (including all other variables shown in Table 1).
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While the rpms package treats missing values for categorical variables as valid values, it

does exclude missing values for continuous variables. The results of both regression tree

models are based on 976,417 out of 1,115,225 observations that did not have missing

values for continuous variables.

4.1. The Effect of Proxy Measures of Burden on CPS Unit Response Rates

See Table 3 for an overview of the components of burden and relevant respondent

characteristics, CPS proxy burden measure, its hypothesized impact on unit response rates,

and the final results from the regression tree analysis.

Our model of the effect of proxy measures of burden on CPS response rates indicates that

proxy measures of subjective burden, including effort, stress/sensitivity, and respondent

characteristics, are related to CPS survey response. First, the model indicated that

respondents that report owning a home (related to respondent characteristics) (see Figure 1,

Nodes 6 and 7) have a higher average response rate (�z) than respondents that do not own their

home (rent their home) or do not report whether they own or rent their home (see Figure 1,

Nodes 9, 10, 11, 16 and 17). Second, the model indicates that persons that do not report home

Table 3. Overview of respondent burden factors, CPS proxy measures, hypothesized impact on response rates,

and final results from regression trees.

Component of
respondent burden

Hypothesized CPS
related proxy
measures

Hypothesized impact
on response rates

Regression tree
results

Objective burden
(Survey frequency
and length)

† Survey character-
istics known to add
time spent on the
CPS:

† 8+ CPS survey
waves

† Number of months
in sample

† Number of months
in data collection

† Number of waves of
data collection
(including CPS sup-
plements)

† Number of sup-
plements the house-
hold was previ-
ously sampled/eligi-
ble for

† Number of sup-
plements the house-
hold respondent was
previously sampled/
eligible for

† Increased survey
length and fre-
quency will be
associated with
decreased unit
response rates over
time, especially for
those who find the
survey topic least
salient

† Number of
additional CPS
supplements a
household respon-
dent was sampled/
eligible for was
associated with
decreasing
response rates for
homeowners,
employed at work,
who refused to
report education
level.
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Table 3. Continued

Component of
respondent burden

Hypothesized CPS
related proxy
measures

Hypothesized impact
on response rates

Regression tree
results

Subjective burden
(Effort)

† Factors known to
add effort to the
CPS interview due
to responding for
additional persons
in the household or
make responding
more or less effort-
ful due to avail-
ability (i.e.,
household size,
number of children,
labor force partici-
pation, and marital
status)

† Increased indicators
of effort will be
associated with de-
creased unit
response rates over
time.

† Those who are
currently em-
ployed may be
busier and less
available to respond

† Those with a spouse
present have more
people in the
household available
to respond

† Labor force partici-
pation (being
employed at work)
and being sampled
for additional CPS
supplements was
associated with
decreasing
response rates over
time

† Having a spouse
present in the
household was as-
sociated with
higher average
response rates over
time for those who
were currently
employed and at
work

Subjective burden
(Stress/sensitivity)

† Response to ques-
tions known to be
stressful/sensitive
(i.e., income, mar-
ital status, edu-
cation, age, race,
ethnicity, military
service, disability
status)

† Increased item
nonresponse to
sensitive questions
will be associated
with unit nonre-
sponse in later sur-
vey waves

† Nonresponse to
ques-tions on home
ownership and
education level
were associated
with lower average
response rates

Respondent char-
acteristics (CPS
saliency)

† Respondent or
household-level
characteristics that
impact CPS sal-
ience, e.g.,

† Home ownership
† Marital status
† Labor force partici-

pation
† Household size
† Race
† Ethnicity
† Education level
† Veteran status
† Disability status

† Respondent
characteristics
related to CPS sal-
iency may impact
response and mod-
erate the relation-
ship between re-
spondent burden
and response rates
(e.g., those who
own their homes
are more interested
in the survey topic,
and will have
increased response
rates).

† Home ownership
was associated with
higher average
response rates,
except for respon-
dents that refused
to report education
level; home-owners
that refused to
report education
had lower average
response rates over
time

† Respondents that
did not report home
ownership had
lower average
response rates over
time.
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ownership or education level have lower response rates (related to sensitivity). Overall, we

see that not reporting whether a home is owned or rented and not reporting education level

are negatively correlated with CPS response rates ðr NR - Home Ownership ¼ -0:07 and

r Education ¼ -0:06; p , 0:0001Þ:Refusing to provide education level is not only correlated

with unit nonresponse, but it is also correlated with not reporting other items as indicated by

the results of the EFA described above. Third, the model indicates that persons with a spouse

who is present have higher response rates than those that do not have a spouse, or their

spouse is absent, for those that previously reported being “employed –at work” and did not

report whether they owned or rented their home (see Figure 1).

The regression tree also highlights an interesting interaction effect between sensitivity

and respondent characteristics. The model indicated a potential interaction effect between

marital status and labor force participation within households not reporting whether they

own or rent their home. While households where the respondent previously reported being

“employed – at work” tended to have lower response rates on average, we found that this

effect varied based on marital status. Households where the respondent previously

reported being “employed – at work”, but had a spouse present (see Figure 1, Node 17,

�r ¼ 0:896Þ; had closer response rates to those who previously reported not being

“employed – at work” regardless of marital status (see Figure 1, Node 9, �r ¼ 0:884Þ:

4.2. The Linear Effect of Frequency on CPS Response, Controlling for Other Proxy

Measures of Burden

The second model assesses the effect of objective burden (survey frequency) on response rates,

controlling for proxy measures of burden. Here we model the linear effect of the number of

supple-ments that a household respondent was previously sampled/eligible for (controlling for

all the variables shown in Table 1), in order to examine if being sampled for additional CPS

supplements exacerbates or lessens the effect of other proxy burden measures on survey

response rates. Where regression trees typically distinguish between groups with different

means (e.g., average response rates), the linear regression tree model used here instead

distinguishes between groups with different intercepts and slopes. The second model identifies

groups that were affected differently by number of supplements. The intercept (b0), represents

the average response rates for household respondents who have never been sampled/eligible

for a supplement previously, and the slope (b1), is the effect on response rates for every

additional supplement that the household respondent was sampled/eligible for.

The second model indicates that while average response rates did not vary as a function of

labor force participation for households that reported owning their home according to the

previous model (see Figure 1), labor force participation is a determinant for home owners that

do not report an education level when we consider the number of supplements that the

household respondent was previously sampled/eligible for (see Figure 2). The response rates

for home owners “employed – at work” decreased by 2.5 percentage points for every

additional supplement that the household respondent was previously sampled/eligible for (see

Figure 2, Node 10), where the response rate for home owners not “employed – at work”

decreased by 1.6 percentage points for every additional supplement that the household

respondent was previously sampled/eligible for (see Figure 2, Node 11). Number of

supplements did not appear to affect response rates for households that rented their home or
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did not report whether they owned or rented their home, as well as for households that reported

owning their home, but did report their education level.

Taken together, these findings suggest subjective burden as it relates to effort and stress

or sensitivity, and objective burden as it relates to being eligible for additional

supplemental surveys, are related to CPS response rates. Further, several interactions

between objective and subjective burden factors, including respondent characteristics,

sensitivity, and survey frequency provided predictive value in identifying who responded

to additional CPS waves and supplements over time.

5. Discussion

Respondent burden has important implications for response rates, panel attrition over time,

and data quality, yet remains an understudied topic in the survey methods literature (Crawford

et al. 2001; Rolstad et al. 2011). Objective measures of burden, including survey length and

frequency have received the most attention and are often used as the primary metric when

defining respondent burden in surveys used for official statistics in the U.S. Federal

Government (Paperwork Reduction Act Guide 2011). However, relying on objective

measures of burden alone does not consider respondents’ subjective perceptions of burden and

individual respondent characteristics that can have an impact on survey outcomes (Fricker

et al. 2014; Yan et al. 2020). Further, studying subjective burden is challenging since U.S.

Federal Government surveys do not routinely include measures of subjective burden. Thus,

this research used a novel approach to investigate the impact of objective and subjective proxy

burden measures based on Bradburn’s (1978) framework, and respondent characteristics

available in the Current Population Survey, on response rates over time.

Overall, we found that the proxy burden measures, including effort, stress, and

respondent charac-teristics correlated as we would have expected given Bradburn’s model

of respondent burden. House-hold size, marital status, and labor force participation all

correlated with items intended to be proxy measures of effort. Item nonresponse and stress

or sensitivity tended to be correlated, while household and respondent characteristics such

as income, race, and education level intended to measure saliency were often correlated

with other proxy measures of saliency.

Interestingly, several proxy measures of burden, as well as interactions between

objective and subjective burden factors, were predictive of nonresponse in future survey

waves. We found that one of the biggest determinants of future nonresponse was item

nonresponse to questions related to household ownership and education level, indicative of

survey stress or sensitivity. Respondents that refused to report household ownership or

education level also tended to have lower response rates in future waves of data collection,

indicating that subjective burden factors such as effort and stress or sensitivity are

predictive of CPS response rates. We also saw that respondent characteristics related to

effort and respondent characteristics, including labor force participation and marital status,

predicted response rates in future waves. This suggests proxy measures of effort, such as

being busy at work, reduce the probability of future response, whereas having a spouse

present increases the probability of future response.

Lastly, we found that the frequency at which household respondents are sampled or eligible

for additional CPS supplemental surveys can also impact their response rates in future waves of
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data collection. While owning a home may be correlated with civic engagement and thus

increase the overall saliency of the CPS, home owners who are not motivated to report an

education level either because the question is considered difficult or sensitive, are also adversely

impacted by the frequency of CPS supplements, especially for those who are “employed–at

work”. Taken together, these findings provide evidence that an interaction between objective

burden factors (survey frequency) and subjective burden factors (effort, and sensitivity) related

to respondent characteristics impacted propensity to respond to the CPS over time.

5.1. Implications

Our findings support a growing body of literature arguing that respondent burden should

be con-ceived of as the interaction between objective and subjective survey factors, and

that definitions of respondent burden that only consider objective features are limited. This

research suggests that not only do objective features of surveys like frequency contribute

to important survey outcomes such as response rates and attrition over time, but subjective

factors, including effort, sensitivity, and respondent characteristics are predictive of

survey participation over time. We believe these findings are of considerable importance

to survey organizations and researchers who want to understand burden when direct

measures are not available. Using the approach demonstrated in this article, researchers

can use existing data by examining proxy factors and respondent characteristics related to

burden to predict response rates.

The findings from this research could be applied in a number of settings. For example,

these results could be used in adaptive or responsive survey designs to target those likely to

experience greater subjective burden in the CPS via operational interventions (e.g.,

switching modes or increasing level of effort for those likely to experience the most

burden; Brick and Tourangeau 2017) to help mitigate the impact of declining response

rates in the future. Researchers could also improve messaging in survey advance letters

and within survey instruments to increase saliency.

Because the proxy burden measures used in this study were comprised of general

household and respondent level characteristics that are also collected on a variety of other

household surveys, these findings likely have implications for other household surveys.

Our study provides evidence of interaction effects between proxy measures of burden and

respondent characteristics that may be available in existing household survey data where

direct measures of respondent burden are not. While the specific results outlined in this

research apply to the CPS, other U.S. Federal Government surveys collect similar data and

other researchers could apply similar techniques using Exploratory Factor Analysis and

regression trees to help predict response rates. This novel approach to measuring and

studying respondent burden may be applicable to other surveys to investigate survey

response rates in household surveys more generally, but future research is needed to assess

whether these results are generalizable to other surveys.

5.2. Limitations and Future Directions

One limitation of this research was that we could not directly measure respondent burden,

instead relying on proxy measures of burden. For instance, while we were able to include

several proxy measures of length as specified by Bradburn, the CPS does not provide an
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actual measure of total survey time, nor does it include any subjective burden measures by

asking respondents to report on burden. However, a plus side of that limitation was

developing a novel approach, relying on existing measures in the CPS as a proxy for

burden to study their impact on response rates.

Although these proxy measures reflected the burden constructs of interest, future research

should directly measure respondent burden. This is seldom done, but one example is the

Bureau of Labor Statistics’ Consumer Expenditure Survey (Fricker et al. 2014), which

reports measures of objective burden (length of survey interview in minutes) and includes

subjective burden measures of effort, stress, saliency, and length, and could be used to

ascertain (a) if the proxy measures proposed in this article are correlated with perceived

levels of these dimensions in the Consumer Expenditure Survey; and (b) if the subjective

and objective burden measures in the Consumer Expenditure Survey correlate with

characteristics thought to be proxy measures of each of the respective respondent

dimensions. In the future, these findings could be used to guide adaptive or responsive

survey designs in the CPS by identifying subgroups that are more at risk of attrition, as well

as those whose response rates are most impacted by receiving additional CPS Supplements.

Future research could also use qualitative and mixed-methods approaches to better

understand respondent burden. For example, cognitive interviews could be designed to

understand intra-household dynamics that take place when responding to a complex

survey like the CPS that involves multiple waves, different household relationships, and

proxy responses. The Yan et al. (2020) framework to gain insight on initial, cumulative,

and continuous burden could be used to improve messaging in survey advance letters and

within survey instruments to increase saliency. In addition, future research could examine

paradata looking at where respondents tend to break-off during survey interviews as a

proxy measure for questions that might be considered burdensome, and conduct

qualitative research on how to reduce item effort and sensitivity for those items.

5.3. Conclusions

This article demonstrates a novel and innovative approach to measuring the impact of

respondent burden on response rates when direct measures of respondent burden are not

available. We believe our findings support the need to continue research that systematically

measures both objective and subjective burden factors to further our understanding of the

interplay between survey features and respondent characteristics that affect data quality and

response rates. In an ideal world, burden would be directly measured in Federal Government

surveys, and we encourage researchers to consider ways to directly measure burden in their

production surveys, such as using interviewer observations and post-survey assessments

(e.g., Fricker et al. 2012, 2014). When this is not possible, we would encourage researchers

to look for ways to measure burden and its impact on response rates using existing data, as

well as extend and replicate the findings in this research to other surveys.

As research on respondent burden continues to evolve, we believe these findings support

the per-spective that subjective burden factors play an important role in predicting who

participates in surveys and thus contributes to official statistics, and research should

continue in support of expanding our understanding of how to measure and define

respondent burden in the future.
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Exploring Burden Perceptions of Household Survey
Respondents in the American Community Survey

Jessica Holzberg1 and Jonathan Katz1

Minimizing respondent survey burden may help decrease nonresponse and increase data
quality, but the measurement of burden has varied widely. Recent efforts have paid more
attention to respondents’ subjective perceptions of burden, measured through the addition of
questions to a survey. Despite reliance on these questions as key measures, little qualitative
research has been conducted for household surveys. This study used focus groups to examine
respondents’ reactions to possible sources of burden in the American Community Survey
(ACS) such as survey length, sensitivity, and contact strategy; respondents’ knowledge,
attitudes, and beliefs about burden; and overall perceptions of burden. Feedback was used to
guide subsequent selection and cognitive testing of questions on subjective perceptions of
burden. Generally, respondents did not find the ACS to be burdensome. When deciding
whether it was burdensome, respondents thought about the process of responding to the
questionnaire, the value of the data, that response is mandatory, and to a lesser extent, the
contacts they received, suggesting these constructs are key components of burden in the ACS.
There were some differences by response mode and household characteristics. Findings
reinforce the importance of conducting qualitative research to ensure questions capture
important respondent burden perceptions for a particular survey.

Key words: Burden measurement; household surveys; federal surveys.

1. Introduction

“Respondent burden” is a multi-faceted concept that includes survey characteristics and

how they are perceived by respondents (Bradburn 1978). When respondents find a survey

too burdensome, they may engage in undesirable respondent behaviors such as breaking

off from a survey early, refusing to respond to a question or survey, or attempting to

complete the survey as quickly as possible (i.e., satisficing). Understanding respondent

burden and lessening it may decrease these undesirable respondent behaviors, and

minimizing burden is also respectful of the respondents upon whom we rely for data.

Survey characteristics impacting burden may include the length of the survey, the effort

required to complete it, “stress on the respondent” (sensitivity), and the frequency of

survey requests respondents receive in general (i.e., whether they are “over-surveyed”;

Bradburn 1978). The effect of these survey characteristics on burden can vary based on
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respondent characteristics and their beliefs, knowledge, and attitudes. Respondents may

also weigh characteristics differently depending on the nature of a specific survey request.

One survey topic may be more sensitive for one respondent than it is for another, and a

respondent’s belief that a particular survey is important may have more influence on their

perceptions of burden than their belief that it is too long (Bradburn 1978). Therefore, it is

important to distinguish between measures of objective and subjective burden. Objective

burden refers to burden that can be measured by the researcher, such as length or item

nonresponse rates, while subjective burden refers to respondents’ self-reported

perceptions and attitudes (Sharp and Frankel 1983).

In practice, many researchers have focused primarily on objective burden, using

breakoffs, nonresponse, or satisficing as outcome measures. While important, this research

does not provide insight into respondents’ opinions of the survey experience from their

own, subjective perspective. There is some evidence that there is no or only a limited

relationship between objective and subjective burden (e.g., Yan et al. 2020; Read 2019;

Kaplan and Holzberg 2019). As a result, there has been an increase in efforts to measure

respondents’ subjective perceptions of burden, to be used alone or in combination with

objective measures.

Typically, subjective burden is measured through the addition of one or more questions

to a survey. However, despite reliance on these questions as key measures, we are unaware

of any large-scale qualitative studies on the measurement of respondents’ perceptions of

burden in household surveys, which are surveys that ask questions about people living in a

sampled housing unit. Groves et al. (1999) used vignettes to assess the impacts of

incentives, refusal conversion techniques, and survey length on response, but this research

was based on response to a hypothetical survey. Focus groups and cognitive interviews

have been used to learn about perceptions of burden in establishment surveys, or surveys

of organizations and businesses (Hedlin et al. 2005). While there are some parallels

between burden in establishment and household surveys, there are also important

differences. Since establishment survey respondents respond on behalf of an organization

(as opposed to themselves and their household), respondents go through the response

process both at an individual level and at an organizational level, which may affect

perceptions of burden (Bavdaž 2010). Furthermore, while the impact of some survey and

respondent characteristics on perceptions of burden may be fairly consistent across

surveys, others may be survey-specific based on the survey’s design. There is generally a

need for more qualitative research to ensure questions capture the most important

respondent perceptions for a particular household survey. A respondent-driven approach

to question development helps ensure that respondents are asked about aspects of burden

relevant to them, and that questions are well understood and easy to answer.

In this research, we collected initial feedback from respondents about survey burden for

a U.S. federal survey that does not currently include subjective burden perception

questions, the American Community Survey (ACS). Respondent feedback was collected

via focus groups and was used to guide subsequent selection, development, and cognitive

testing of questions on subjective perceptions of burden (Holzberg et al. 2021). If

implemented on the ACS, subjective burden questions could be used to examine overall

perceptions of burden of the ACS and whether perceptions differ over time or by

respondent or household characteristics. In this article, we first review the literature to
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identify survey and respondent characteristics that may play a role in burden. The goal of

this literature review was to select critical topics on which to solicit ACS respondent

feedback. We then discuss our methods for data collection and findings from the focus

groups. We conclude with a discussion of future areas for research in the measurement of

subjective burden.

2. Measuring Burden

In the following section, we focus on burden research conducted on household surveys

using various measures of respondent burden, organized by the four components of burden

originally outlined by Bradburn (length, effort, sensitivity, and over-surveying). We also

discuss other survey features and respondent characteristics that may potentially

contribute to burden as well as whether a single overall burden question can be used to

capture respondent perceptions. We include examples of survey questions measuring

respondent perceptions from the Consumer Expenditure Survey (CE), a survey providing

data on consumer spending and, at the time this research was conducted, one of the only

federal household surveys in the United States that has collected data on subjective

perceptions of burden.

2.1. Survey Characteristics

2.1.1. Length

The Paperwork Reduction Act requires U.S. federal agencies to publicly report the

“paperwork burden” a given data collection activity is expected to require of respondents,

defined as the estimated number of minutes a typical respondent would need to complete

the task (U.S. Office of Personnel Management 2011). Perhaps because of this, survey

length has been one of the most researched components of burden, with research showing

the relationship between objective length and nonresponse is mixed (Bogen 1996). While

objective survey length can be measured using an estimate or available paradata,

subjective length can also be examined via questions about respondents’ perceptions, as

has been asked in the CE (U.S. Bureau of Labor Statistics 2012, 2013):

“Do you feel that the length of today’s interview was too long, too short, or about

right?”

“Would you say that the time and effort you put into answering the survey questions was

very well spent, somewhat well spent, a little well spent, or not at all well spent?”

Studies examining subjective perceptions of length in household surveys have been

mixed. Some research has found that respondents who were assigned to a shorter

questionnaire reported the survey to be less burdensome, with some improvements in data

quality, and that perceptions of length were an important dimension of burden (Fricker

et al. 2012; Yu et al. 2015; Fricker et al. 2011; Fricker et al. 2014). On the other hand, there

is evidence that length and perceptions of burden were not correlated (e.g., Kaplan and

Holzberg 2019). Dahlhamer et al. (2019) found that length was a less important factor in

perceptions of burden than difficulty, sensitivity, and other respondent or survey interview

characteristics. Sharp and Frankel (1983) also found that while respondents assigned to a
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longer 75-minute interviewer-administered survey felt more negatively about the length of

the survey than those who took a 25-minute survey, the two groups did not differ in item

nonresponse or broad perceptions of survey burden.

2.1.2. Effort

Burden research on respondent effort has generally focused on the difficulty of the task,

which can include the amount of thought or consultation with records required to respond,

or obstacles to responding presented by a poorly designed survey (Haraldsen 2004;

Tourangeau and Plewes 2013). The perceived cognitive burden of the survey topic (e.g.,

health) may impact respondents’ decision to participate in a survey at all (Groves and

Couper 1998). Respondents who do participate but find a survey requires more effort than

they are willing to give may engage in undesirable behaviors such as speeding (e.g.,

Malhotra 2008), straightlining (e.g., Kim et al. 2019), and satisficing (Krosnick 1991). The

CE (U.S. Bureau of Labor Statistics 2012, 2013): has asked questions about perceived

difficulty and effort:

“How difficult or easy was it for you to answer the questions in this survey? (Very easy,

somewhat easy, somewhat difficult, very difficult)”

“Thinking about the amount of effort that you put into answering today’s survey, would

you say that you put forth a lot of effort, a moderate amount of effort, or a little effort?”

Galesic (2006) found that half of the variability in respondents’ subjective assessments

of burden in a questionnaire was explained by question characteristics that varied in effort

required, such as open versus closed-ended format. Burdened respondents were also more

likely to drop out of the survey. Researchers have also considered whether asking

questions that require respondents to consult records increases burden because it requires

more effort (Phipps 2014; Hedlin et al. 2005). Sharp and Frankel (1983) asked some of

their respondents to use records when completing a survey. Those asked to consult records

did so, but the authors did not find any evidence of this impacting burden perceptions. On

the other hand, in a study in which respondents were not told they had to use records, Yang

(2015) found a significant association between records use (as observed by the survey

interviewer) and burden perceptions. In one recent study, Kunz and Gummer (2019)

examined effort and difficulty independently. Respondents tended to rate the survey as

more effortful than difficult, suggesting perhaps these are separate concepts. Difficulty

seemed to correlate more strongly with other potential measures of perceived burden such

as distraction and fatigue. Bradburn (1978) also noted that effort can correlate with length,

though some longer surveys do not require much effort and vice versa.

2.1.3. Sensitivity

Bradburn (1978) defined respondent stress as the level of “personal discomfort” or

sensitivity a respondent feels when responding to a survey. There is a considerable amount

of survey literature on minimizing the impact of sensitive questions due to their potential

role in motivated misreporting (e.g., Tourangeau and Yan 2007). The CE (U.S. Bureau of

Labor Statistics 2012, 2013) has asked respondents about their perceptions of question

sensitivity:
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“How sensitive did you feel the questions I asked today were? (Very sensitive, somewhat

sensitive, a little sensitive, not at all sensitive)”

However, sensitivity has overall received fairly little research attention as it pertains to

subjective burden and has been generally absent from studies of burden in establishment

surveys (Hedlin et al. 2005). In one study, Kaplan and Fricker (2017) found that

perceptions of question sensitivity predicted overall perceptions of burden. Earp et al.

(2019) also found that sensitivity had a consistently negative impact on response rates to

Current Population Survey supplements. Bradburn (1978) noted that it is hard to examine

how much perceptions of sensitivity might affect nonresponse. Some researchers have

discussed that a given survey can be both difficult and sensitive but generally do not

examine those characteristics separately (e.g., McCarthy et al. 2006). Haraldsen (2004,

397) also stated that respondent stress seems more like “an aspect of a burdensome

feeling” than a cause of burden.

2.1.4. Over-surveying

Researchers have echoed Bradburn’s concern that the growing prevalence of survey

requests may lead to “survey fatigue” or an “over-surveying effect” (Groves and Couper

1998; Olson 2014; Leeper 2019). This effect may be particularly strong for groups that are

frequently oversampled for surveys, such as demographic minorities (Leeper 2019). In the

U.S. federal government alone, the number of surveys increased by 50% between 1984

and 2004 (Presser and McCulloch 2011). Researchers have been particularly concerned

about the effects of survey fatigue in establishment surveys (Haraldsen 2004; Giesen et al.

2011; Phipps 2014). Many establishment surveys sample some establishments with

certainty because of their large influence on estimates; therefore, these establishments may

receive many requests. While most evidence of survey fatigue for establishments remains

anecdotal, McCarthy and Beckler (2000) generally did not find a relationship between the

number of prior survey requests and establishment survey respondent attitudes towards the

U.S. National Agricultural Statistics Service (NASS). However, responding establish-

ments who had been contacted more times said they thought it was important to respond

more than establishments who had been contacted fewer times did. For household surveys,

Sharp and Frankel (1983) found no evidence of a follow-up request impacting attitudes or

behavior in a two-interview study and Read (2019) found that the burden of continued

participation in a receipt scanning mobile app study was small. While there has also been

discussion about the potential for an individual survey’s contact strategy to contribute to

burden (e.g., Hedlin et al. 2008; Giesen et al. 2011; Hughes et al. 2016; Fricker 2016),

there has been little examination of this, other than a question asked on the CE (U.S.

Bureau of Labor Statistics 2012, 2013):

“Thinking about the number of calls you received before each interview, would you say

it was too many, or did it seem like a reasonable number?”

2.1.5. Other Survey Characteristics

In addition to those discussed by Bradburn (1978), a variety of other survey characteristics

may impact both objective and subjective burden. While incentives are often useful for

increasing response, it is less clear whether there is a relationship between incentives and
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perceived burden (Galesic 2006; Hedlin et al. 2005; Lee and Knappenberger 2019). Other

survey characteristics that may contribute to perceived burden include the survey sponsor

(Haraldsen 2004; Jones 2012), perceived legitimacy of the request (Dale et al. 2007),

mandatory response (Phipps 2014), survey mode (Haraldsen 2004; Yan et al. 2020;

Peytchev 2009), how the questionnaire is designed (Peytchev 2009; Crawford et al. 2001),

and whether the survey request is sent at a convenient or inconvenient time for respondents

(Haraldsen 2004; Hedlin et al. 2005).

2.2. Respondent Characteristics

As with survey characteristics, a number of respondent characteristics have been proposed

as potential predictors of burden, including demographic and household characteristics

(such as age, education, and household size), respondent knowledge and attitudes, and

interest in the subject matter of a survey (Hedlin et al. 2005). It is well known that some

demographic groups of respondents are more difficult to reach and interview than others,

raising concerns for researchers worried about response rates and nonresponse bias. What

limited literature on the interaction between respondent demographics and perceptions of

burden exists seems to be somewhat mixed. Sharp and Frankel (1983) and Fricker et al.

(2011) found little evidence overall of significant differences in perceptions of burden by

respondent demographics. On the other hand, Galesic (2006) and Kaplan and Fricker

(2017) found that sex predicted perceptions of burden, with male respondents having

higher perceptions of burden. Earp et al. (2019) found that education, disability status, and

presence of a child in the household consistently affected factor loadings in an exploratory

factor analysis on burden. One study using data from the CE found that household size was

collinear with other predictors in a burden model and thus excluded it from analysis (Yang

2015).

Respondents’ knowledge of and attitudes towards a survey may impact their

perceptions of burden. Knowledge and attitudes may be preconceived and “insulate the

sample member from processing new information about a specific survey” or they can be

“quickly formed based on an impression of a specific [survey] request” (Tourangeau and

Plewes 2013, 64). Specific factors identified by researchers as potentially contributing to

burden include understanding of the survey’s purpose, perceptions of the survey’s

usefulness, motivation, and general attitudes towards the government or about privacy

(Fricker 2016; McCarthy and Beckler 2000; Hedlin et al. 2005; Tortora 2017; Wenemark

et al. 2010; Jones 2012; Yan et al. 2020). There have been a few studies examining the role

of general attitudes in perceptions of burden. Sharp and Frankel (1983) found that

respondents who agreed that surveys are beneficial were willing to be reinterviewed at

similar rates regardless of assignment to a less or more burdensome experimental

condition. They also found that respondents who held attitudes about surveys being “too

personal” had higher burden perceptions. Similarly, in a 1979 study, Jones et al. (1979, 69)

found that farmers and ranchers “who are convinced that surveys produce useful and

accurate information that serves primarily their own economic interest tend not to feel

burdened by even large numbers of surveys. Those who are not so convinced are likely to

feel that even one survey request is too many”. In a qualitative study, respondents said that

the perceived usefulness of survey questions is a component of burden (Yu et al. 2015).
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Trust in the survey sponsor is another attitude that may impact perceptions of burden, as it

may be associated with respondent’s motivation to be cooperative and put forth effort into

responding (Fricker et al. 2014). The CE has asked several attitudinal questions of

respondents, including (U.S. Bureau of Labor Statistics 2012, 2013):

“I see why it was necessary to collect this information. (Strongly agree, agree, neither

agree nor disagree, disagree, strongly disagree)”

“I trust the U.S. Census Bureau to safeguard the information that I have provided them”

Respondents’ interest may be something that surveys can manipulate; for example, by

changing how the survey request is framed to respondents (Haraldsen 2004); interest may

also play a role in respondents’ willingness to continue with a survey (Galesic 2006). The

CE has asked respondents about their interest in the survey (U.S. Bureau of Labor

Statistics 2012, 2013):

“How interesting was this survey to you? (Very interesting, somewhat interesting, a

little interesting, not at all interesting)”

Some researchers have found evidence that interest significantly predicts overall

perceptions of burden (Fricker et al. 2011; Fricker et al. 2012; Kaplan and Fricker 2017).

In an exploratory factor analysis, Earp et al. (2019) found that the topic of a Current

Population Survey supplement impacted factor loadings.

2.2.1. Measuring Overall Perceived Burden

Some researchers have explored using an overall subjective burden question in addition to

or in lieu of more detailed measures assessing survey or respondent characteristics. The

CE (U.S. Bureau of Labor Statistics 2012, 2013) has asked:

“How burdensome was this survey to you? (Very burdensome, somewhat burdensome, a

little burdensome, not at all burdensome)”

A single measure of overall perceived burden may be sufficient as responses to the

question have correlated with other measures of reluctance (Galesic 2006; Yang 2015;

Yan et al. 2020). Therefore, while it may be useful to ask respondents a series of questions

about their perceptions of survey burden, it may not be necessary. This approach has also

been beneficial in that it does not require researchers to tease out individual effects of

respondent and survey characteristics and it does not add a lot of time to a survey,

therefore avoiding the possibility of increasing the burden of a survey by asking questions

about burden (Dale et al. 2007). In a field test comparison of the current National Health

Interview Survey (NHIS) questionnaire to a shortened, redesigned questionnaire,

responses to an overall perceived burden question differed significantly by condition

(Dahlhamer et al. 2019). The percentage of respondents reporting that the survey was “not

at all burdensome” was 10% higher in the redesign condition. We note that there has been

only minimal pretesting of an overall perceived burden question using the word

“burdensome” in household surveys. While questions using “burdensome” have been

pretested and used in establishment surveys, this word may not be well-understood by all

household survey respondents, some of whom may have lower levels of education.
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3. Methods

In spring 2017, we conducted ten focus groups with 46 recent ACS respondents in three

cities to learn about their perceptions of the ACS and its burden. Focus groups are a

method of qualitative research in which a researcher learns about the opinions, feelings,

and beliefs of respondents in a group setting (Morgan 1998). They foster rich, in-depth

discussion because respondents can speak to each other as well as to the moderator, and

comments made by other respondents may help remind respondents of things they had

forgotten. Focus groups are sometimes used as a method of preliminary, exploratory

research before new survey questions are written to measure a construct. Usually, multiple

focus groups are conducted, and analysis focuses on themes identified across groups, as

identified by researchers upon review of notes, recordings, and transcripts. Focus group

analyses typically do not rely on reporting exact numbers, as not every respondent in a

focus group answers a given question and quiet respondents may or may not agree with

other opinions voiced (Ritchie et al. 2003).

Findings from focus groups help researchers learn what is salient to respondents and

what words and phrases respondents use to describe concepts of interest, therefore making

it easier to develop questions that are relevant and easy for respondents to understand.

Sometimes focus groups generate new ideas of which researchers had not previously

thought. For this research, taking this initial exploratory step was helpful because

subjective burden has been studied less frequently than objective burden. This approach

mimicked qualitative research undertaken at national statistical institutes in the United

Kingdom, Norway, and Sweden to develop a burden model and perceived burden

questions for establishment surveys (Hedlin et al. 2005). We note that this approach did

not provide insight into how nonrespondents perceive the burden of the ACS.

As a starting point for the focus group discussion, we used the framework of Bradburn

(1978) and findings of the literature review to develop a moderator’s guide focused on

survey and respondent characteristics that could contribute to burden perceptions in the

ACS, including question sensitivity, effort, length, and respondents’ knowledge, attitudes,

and beliefs. To leverage the exploratory nature of the focus groups, we also included ACS-

specific features that we expected could uniquely contribute to burden perceptions in the

survey, such as the contact strategy and the fact that response is mandatory. We collected

respondent feedback on these topics to aid in development of burden questions that could

potentially be added to the ACS. In subsequent research not discussed in this article, we then

conducted individual interviews with additional ACS respondents to cognitively test these

questions and collect additional feedback on the burden of the ACS (Holzberg et al. 2021).

3.1. The American Community Survey

Formerly administered as the long form in the decennial census, the ACS is conducted by

the U.S. Census Bureau. It serves as the premier source for detailed population and

housing information about the United States and is used to help allocate USD 675 billion

to local communities (Hotchkiss and Phelan 2017). The ACS is particularly unique among

U.S. household surveys in both its size and its mandatory response requirement –

approximately 3.5 million addresses are sampled over the course of a year and response to

the ACS is required by U.S. law. The ACS produces estimates on over 35 demographic,
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social, economic, and housing topics such as age, marital status, disability, income, and

internet access. These questions vary in their potential perceived sensitivity and

effort/difficulty. Except for questions on housing, most ACS questions are asked at a

person-level about most or all members of the household; therefore, the amount of time

spent answering the survey can vary depending on the size of the household. On average,

the U.S. Census Bureau estimates it takes 40 minutes to complete the ACS.

At the time the present research began, all mailable sampled addresses received two

pieces of mail that ask a recipient to complete the survey online on behalf of the

household. If no internet self-response is received, sampled addresses are provided a paper

questionnaire in a third mailing and are also sent a fourth mailing reminder. If a response

was not received by internet or mail before the fifth mailing, the address was either sent a

fifth mailing, or the U.S. Census Bureau attempted to complete the ACS by computer-

assisted telephone interview (CATI) using telephone numbers obtained by external

sources. A subsample of addresses for which an internet, paper, or CATI response was not

received were then selected for computer-assisted personal interview (CAPI) follow-up.

Respondents could still self-respond online or by paper during these latter phases of data

collection. The CATI operation was eliminated in late 2017 (U.S. Census Bureau 2017).

More detailed information about the ACS methodology is available online (U.S. Census

Bureau 2014).

3.2. Sample and Recruitment

Focus group respondents responded to the ACS in the one to two months immediately

preceding the focus groups. Nonrespondents were not in scope for this research. Since

nonrespondents had not responded to multiple ACS mailings, and in some cases, phone

calls or personal visits from interviewers, the expected effort associated with recruiting

nonrespondents was higher than our resources allowed for this research. Groups ranged in

size from three to eight respondents, and each focus group respondent received USD 75.

The groups were conducted by one of two experienced moderators who were trained on

the moderator’s guide before the first focus group and were also audio and video recorded.

The first two focus groups were also attended by several observers.

Because of the sequential data collection mode strategy, many ACS respondents who

self-respond do so earlier in the data collection period than others and therefore may be

more eager to respond to the ACS. ACS respondents who complete the survey with an

interviewer respond later (i.e., after multiple contacts) and therefore may generally be

more reluctant to respond. This reluctance to participate may be related to respondents’

perceptions of burden of the ACS, so to ensure both perspectives were captured we

separated the focus groups by response mode. Five of the ten groups were with those who

responded in a self-administered mode (on the internet or paper), and five were with

those who responded in an interviewer-administered mode (by CATI or CAPI; see

Table 1).

We recruited prior ACS respondents for the focus groups by telephone, using a list of all

addresses that had responded to the ACS within the prior two months in three different

geographic areas. Recruitment primarily focused on mode of response to get sufficient

participation from each group. The demographic profile of respondents is shown in Table 2.
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Across all focus groups, respondents were fairly balanced on characteristics such as sex, race

(white versus nonwhite), and education (less than Bachelor’s degree versus Bachelor’s or

higher). Most of our respondents lived in one to two person households. The demographics

of respondents also differed between the self-response (SR) and interviewer-administered

(IA) groups. Compared to IA respondents, SR respondents were older and had higher levels

of education. More SR respondents were white, male, and lived in three to four person

households. Response mode differences for race, education, and age align with those

typically observed in the ACS (Joshipura 2008; Nichols et al. 2015).

Table 1. Number of focus group respondents by mode.

Mode Number of Respondents

Self-response
Paper 9
Internet 17

Interviewer-administered response
CATI 7
CAPI 13

Total 46

Table 2. Respondent demogra phic characteristics by mode

Respondent Characteristic Self-response
(n ¼ 26)

Interviewer-administered
response (n ¼ 20)

Total
(n ¼ 46)

Household Size
1 6 11 17
2 9 3 12
3 7 2 9
4þ 4 4 8

Sex
Male 16 9 25
Female 10 11 21

Age*
18–29 5 1 6
30–44 4 7 11
45–60 8 8 16
Over 60 9 3 12

Race*
White 16 4 20
Black or African American 8 14 22
Other 2 1 3

Education
High school degree or less 3 6 9
Some college, no degree 3 4 7
Associate’s degree (AA/AS) 3 2 5
Bachelor’s degree (BA/BS) 9 5 14
Post-bachelor’ s degree 8 3 11

*There is one response missing from each of these characteristics for the interviewer -administered groups.
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3.3. Protocol

Upon arrival to the focus groups, respondents completed a short handout with

demographic questions and a consent form. Respondents were told that information they

provided would be confidential, that the group would be video- and audio-recorded, and

that observers were present (when applicable). After respondents signed the consent

forms, focus group moderators introduced the topic, set ground rules for the discussion,

and facilitated respondent introductions. Respondents were told that these focus groups

were being conducted to learn more about people’s survey experiences.

After a discussion of their general survey experiences to get a sense of whether

respondents felt over-surveyed, respondents were asked what they recalled about their

experience with the ACS. We started with open-ended questions so that we could learn

what features of the ACS were most salient to respondents and therefore might contribute

most to their perceptions of burden. After respondents were given enough time to

spontaneously recall their experience, we asked probes from the moderator’s guide as

needed about what they remembered about the ACS. Probes were focused on the survey

and respondent characteristics identified by Bradburn (1978) and the broader literature as

well as ACS-specific features identified by researchers. Moderators used more probes in

focus groups where spontaneous recall was low. Probes within each section of the

moderator’s guide started general and then grew increasingly specific.

After probing respondents on their ACS experience, we asked them to respond to a

written survey question about the burden of the ACS that was adapted from the CE: “How

burdensome was the ACS to you?” (U.S. Bureau of Labor Statistics 2017). We asked

respondents to discuss how they came up with their answers and what “burdensome”

means to them. Respondents also answered and discussed 12 additional questions, most of

which were adapted from Sharp and Frankel (1983) and the 2012/2013 Consumer

Expenditure Survey (Yang 2015). Questions were on topics such as the length of the ACS,

question difficulty and sensitivity, and broader knowledge and attitudinal topics such as

the importance of the ACS, see Figure 1 in the Appendix (Section 6). The questions were

used to encourage further discussion on earlier topics; the focus groups were not used to

cognitively test these questions. To conclude the groups, we asked respondents if there

were any changes that could make the ACS less burdensome.

3.4. Analysis

Following data collection, focus group recordings were transcribed except for the

introduction, off-topic comments, and moderator probes, which were generally

summarized rather than transcribed. Personally identifiable information such as names

were not included in the transcriptions; respondents were referred to using numbers

instead. Transcripts were reviewed individually by the two focus group moderators as well

as three additional researchers for recurring themes and patterns across focus groups and

by focus group type (SR versus IA response; Willis 2015). We used the topics of the

moderator’s guide as a preliminary list of themes and added themes as necessary.

Comments that pertained to more than one theme were included in both themes. We also

analyzed the transcripts for evidence of respondent or household-level characteristics that

may have influenced responses. We then created a summary document with consensus
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findings organized by sections of the focus group moderator’s guide that compiled these

results.

4. Results

In this section, we discuss common themes that emerged across the focus groups. We also

describe notable differences between focus groups and by response mode and respondent

characteristics. Overall, focus group respondents mostly commented on aspects of the

ACS questionnaire, including the response mode, question topics, the length of the survey,

difficulty, and sensitivity. Respondents also made some comments about the contact

attempts they received, though this received less attention than the questionnaire did.

While respondents reported that they did not remember the messaging of these contacts,

some respondents still recalled that response was mandatory and some details about how

ACS data would be used, which may have been gleaned from the mailings, or from the

interviewer for those who responded by CATI or CAPI. Some respondents also

commented that ACS data is important and discussed their knowledge of and attitudes and

beliefs towards the ACS and the U.S. Census Bureau. Overall, focus group respondents did

not find the ACS to be very burdensome. When asked how they decided whether the ACS

was burdensome, respondents tended to think about the process of responding to the

survey itself (e.g., time, effort, question topics), the value of the data, that response is

mandatory, and to a lesser extent, the number of contacts they received.

In the following sections, we discuss the survey characteristics that were most salient to

respondents as well as respondents’ knowledge, attitudes, and beliefs. We then discuss

respondents’ reactions to the overall perceived burden of the ACS and responses to probes

about which of these features contributed to their perceptions of burden. For simplicity,

results are grouped by topic because most of the comments made across sections of the

moderator’s guide were similar. Findings distinguished by section of the moderator’s

guide can be found in Holzberg et al. (2021). Throughout these sections, we also embed

findings related to respondents’ demographic and household characteristics and response

mode where applicable.

4.1. Questionnaire

4.1.1. Response Mode and Question Topics

Focus group respondents were able to correctly recall their mode of response to the ACS

unprompted. A few respondents said they appreciated being given the option to respond by

mail; one of these respondents did not have internet access. While some respondents

responded early in the field period, a few respondents talked about starting the ACS online

or on paper and coming back to it later, often after receiving a reminder:

“I remember getting it in the mail and setting it aside and then filling it out when I got

nudged.”

Most of the respondents in the IA response focus groups indicated that they liked

responding with an interviewer, in some cases finding it preferable to SR because of the

personal interaction and because they thought it was easier. A few of these respondents
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discussed starting the ACS online or on paper and then neglecting to finish, with one

respondent saying she thought if she ignored the mail she received, the ACS would “go

away.” A few IA focus group respondents indicated their response was reluctant:

“I got caught off guard because I didn’t know what I was about to get myself into. Had I

known, I would not have taken that phone call. But once I was there, I didn’t want to be

rude and say, ‘hey, I have to go.”

The topic of the questions on the ACS came up in about half of the focus groups

unprompted. In a few groups, respondents described the ACS as asking basic questions

“about the household” or “just basic facts that they need to collect.” One respondent

remembered some questions included a reference period (e.g., “in the past 12 months”)

and said the questions were specific. Some of the questions recalled by respondents

included name, age, race, sex, property value, health insurance, education, and income. A

few respondents incorrectly recalled being asked about topics such as square footage.

Respondents were not always sure why certain questions were being asked; for example,

one respondent thought the utilities questions were particularly strange. A respondent in an

IA response group said that not all the questions applied to her but “they had to ask (them)

anyway.”

4.1.2. Length

At least a few respondents in most of the groups said unprompted that they thought the

ACS was too long and/or too repetitive. Some respondents were unable to provide

examples of how it was repetitive, while others commented on answering questions about

each household member. On the other hand, a few respondents, mostly in IA response

focus groups, said the experience was quick. These respondents said that their response

seemed shorter than self-responding on the paper form would have been:

“It’s quicker on the phone... if you take the form, it’s going to take longer because of the

reading and writing.”

When we asked respondents whether the length of the ACS was too long, too short, or

just right, about half of the respondents in the SR focus groups said it was too long and

about half said it was about right. Most IA response focus group respondents said the

length was about right. This may be because IA focus group respondents tended to think

the ACS took less time than those in the SR groups and/or because more SR focus group

respondents lived in larger households. Respondents who thought the length was about

right said it seemed appropriate given the importance of the ACS and that this is a survey

for the U.S. Census Bureau. Other than mode, perceptions of length seemed to be

influenced by having a large household, having trouble answering the questions, being

unsure about the purpose of some of the questions, and needing to look up information or

get help from someone else:

“I think a lot depended [on] if you had three [people] in your household versus seven in

your household.”

Only a few respondents mentioned being told in advance how long it would take. When

we asked probing questions about the length of the ACS, respondents indicated they were
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not sure how long it took and were guessing. Responses varied widely from ten to 90

minutes, though most said it took between 20 and 45 minutes.

4.1.3. Difficulty and Effort

Most respondents in both the SR and IA response groups spontaneously mentioned that

they thought the ACS was “easy,” “straightforward,” “basic,” and “simple” as a whole,

though some found individual questions to be confusing. In one IA response group,

respondents said the interviewers were able to explain any questions that confused them. A

few people said that while the questions were not difficult, they sometimes made them

think about why they were being asked. A few people also talked about trying not to

estimate. In a few groups, respondents mentioned needing to look up information or

consulting with a household member to respond; one respondent looked up her mortgage

and another said she looked up her income. A few respondents mentioned that responding

on the behalf of other household members required them to speak to other household

members to get their information:

“The questions were fairly easy; they weren’t difficult at all. But:.. had to keep, you

know, asking....yelling back in the room, ‘hey, where do you work? How many hours do

you work? What do you do?”

Most of the respondents making these comments lived in more complex households,

including arrangements such as having stepchildren, adult children who sometimes live

with the respondent, and roommates. One respondent referred to this experience as

“frustrating but also interesting.” Some other respondents speculated that their experience

may not have been as easy or pleasant if they lived in larger households:

“I could see [how] if you’re [not in] a nuclear family... that it might be difficult.”

We also asked respondents how much effort they put into responding to the ACS. Most

respondents across groups said they put in a moderate amount of effort into responding to

the ACS, as opposed to a lot of effort, a little effort, or no effort. Overwhelmingly,

respondents said that answering the ACS required at least a little effort because they tried

to be precise in their responses. A few respondents said that responding took a little bit of

time and thus effort; others said that it took some effort for them to get started but that once

they did, the ACS was not that bad. Respondents also answered a question about whether

the time and effort responding to the ACS was well-spent. There were not any respondents

who said their time and effort on the ACS was not at all well-spent. However, responses to

this question were split across the other categories of this question (a little well spent,

somewhat well spent, and very well spent). Respondents who said a little or somewhat

well spent tended to do so because they were unsure of the ultimate data use or purpose of

the survey. Others were more optimistic about the uses of the data and therefore thought

their time and effort was well spent.

4.1.4. Sensitivity

Respondents in about half of the groups felt that at least some of the questions on the ACS

were sensitive, most frequently describing it as “personal.” One respondent joked, “You

might as well have a chip in me when this is over.” Another respondent said he only
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answered the questions because it was for the U.S. Census Bureau; he would not answer

them for anyone else. Income was mentioned a few times as a sensitive question; however,

most respondents who found the ACS sensitive did not cite any specific questions as

particularly sensitive. Respondents who found the ACS sensitive cited lack of knowledge

about data use, concerns with certain questions such as income, and proxy response on

behalf of household members as making response more sensitive. Most respondents who

found the ACS sensitive were the same ones who said they found response difficult

because of their complex households:

“I felt kind of awkward answering questions about them because... I didn’t know how it

was going to be used. I just felt like it wasn’t my information to give, I guess.”

One of the respondents with roommates said it was sensitive because her roommates

were not U.S. citizens. Another respondent said that she and her roommates each

individually logged into the survey online to answer about themselves:

“At first I started filling it out and then when it started asking these details about them, I was

like, ‘I don’t know.’ I basically had to then coordinate and be like, ‘here’s the PIN guys...’

We had to do these separate logins... we know each other well enough, but I was kind of

thinking... we could have scrolled through and seen [how much money] we made...”

People who did not find the ACS sensitive tended to either say the questions were not

personal in any context, or that questions they would usually consider to be too personal

were okay on a U.S. Census Bureau survey. A few respondents mentioned that they knew

the data would be aggregated which made it less sensitive.

4.2. Contact Strategy

4.2.1. Number and Mode of Contact Attempts

Most respondents said they felt like the number of contacts they received was reasonable,

commenting they did not feel “flooded” or “bombarded.” Only a few respondents said that

the number of times they were contacted was a lot or felt excessive. Most respondents

remembered receiving contacts by mail and a few remembered receiving phone calls;

however, this varied by focus group type with more SR respondents recalling mail

contacts. Some IA response respondents remembered only one piece of mail or did not

remember receiving any mail. This was somewhat surprising, since the U.S. Census

Bureau sends addresses five mailings before an interviewer attempts to contact someone

living at that address. It is possible that these respondents were not paying attention to their

mail or that someone else in their household saw the mail instead.

Some respondents across groups were able to provide a general description of the types

of mail they received when we asked. Among those who recalled receiving mail across the

groups, some respondents commented that they received reminder mailings because they

had not yet responded, and some said reminders were helpful. One respondent said the

timing of a reminder surprised them.

“It was just the right amount for me because I kept forgetting.”

“I got letters saying to do it online, and then three days later I got a letter that said, ‘You
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haven’t filled it out yet,’ and I was like ‘Holy cow! It’s only been three days! It’s not

even the weekend yet!’ (laughter)”

Other than those who responded by mail, most respondents did not recall receiving a

paper questionnaire, including IA respondents who should have received a paper

questionnaire before being contacted by an interviewer. Respondents in IA response

groups mentioned having interactions with interviewers by phone, in person, or both.

Some respondents recalled receiving a notice of visit from an interviewer or a missed

phone call, while others only recalled a single contact attempt in which they also

responded to the ACS. A few respondents said they were surprised to be contacted on the

phone or in person, with one respondent who did not recall receiving mail even suggesting

that they be warned or notified somehow ahead of time.

4.2.2. Messaging of Contact Attempts

Only a few respondents in either the SR or IA response groups made explicit comments

about the messaging of the contact attempts they received. In about half of the groups,

respondents made comments about response to the ACS being mandatory. When we

specifically asked respondents about this, most respondents recalled that it was mandatory

though some respondents, mostly in IA response focus groups, thought response was

voluntary. Interviewers are instructed to gain cooperation with respondents by using

methods other than pushing that response is mandatory, so respondents may have been

unaware of it. The reaction to the ACS being mandatory was mixed, with some

respondents disliking it and others saying it communicated to them that the survey must be

important. A few people said they would have still done it if it was not mandatory.

Only a few respondents specifically mentioned other types of messaging in the contact

attempts. One respondent admitted he did not read most of the material. No one said they

could recall messaging in contact materials about how the data would be used or why the

ACS is conducted, though comments made by some respondents on these topics during

other parts of the focus groups indicated that perhaps some had retained this messaging

and simply forgot where they had learned this information (see Subsection 4.3). A few

respondents recalled messaging about how they would continue to be contacted until they

participated, with one respondent in a SR group saying they were motivated to complete

the ACS so an interviewer would not contact them:

“(It said) you better finish your survey in like five days or we’re going to come visit ya.”

4.3. Knowledge, Attitudes, and Beliefs

Overall, respondents in nearly all groups spontaneously articulated a vague sense that the

ACS was useful and valuable, and a few respondents were knowledgeable about the

survey. At the end of the groups, we also asked respondents additional questions about

their knowledge, beliefs, and attitudes towards the ACS. When asked about their overall

impressions of the survey, respondents across groups said that the ACS is used to plan for

the future, designate funds for community resources like schools and hospitals, create

population statistics and “reports” or graphs, and monitor changes in the population over
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time. One respondent referred to the ACS as “statistics jury duty,” and others similarly

said responding was a civic duty:

“It will help the city and the town, and I think that’s very important.”

“It made me feel good that I was able to contribute to something like that.”

Other respondents stated generic uses such as that the government would “review it.”

However, respondents in about half of the groups said that they did not exactly know how

the data would be used or expressed some sort of skepticism that it would be used for its

intended purpose. These respondents who were unsure about how the data are used had

trouble deciding how important they thought the survey was.

“I know it’s for data, statistics but... I’m more concerned about the outcome of the

demographic research. I feel like the questions they were asking, there was legitimacy,

but... it would be nice to know... well, in answering this, these things will be affected.”

“I hope they use this for good analysis (and don’t) sell it off for marketing out to the

public.”

“As far as what effect this has on us, I have no idea.”

“I don’t think much will be done in the community.”

At least one respondent in nearly all the focus groups conflated the ACS with the U.S.

decennial census, such as by commenting that the ACS is administered every ten years or

that ACS data are used for congressional redistricting. There was no clear evidence of

conflation with the census differing between the SR and IA response groups. Respondents

also asked questions such as how ACS data are kept secure, why ACS information could

not be collected from other records, and how ACS respondents are selected.

Most respondents said that they trust the U.S. Census Bureau to safeguard their

information, though there were more respondents in the SR focus groups than in the IA

response focus groups who said they neither trusted nor distrusted the U.S. Census Bureau.

Across groups, most respondents who were not very trusting said it was because

everything today is hackable, including U.S. Census Bureau data.

“I don’t know where it could be floating around. Look what happens.”

Other respondents said they thought the information might otherwise be leaked or

misused. Some respondents were considering their level of trust in the government more

broadly. In a few groups, respondents discussed the potential for data sharing between

government agencies. In one of these groups, respondents assumed their data was shared

but did not mind because they had “nothing to hide”; in another group, respondents

strongly trusted the U.S. Census Bureau because they said they knew their individual

information could not be shared.

Respondents’ answers to a question about how interesting they found the ACS to be

varied, but most said the ACS was a little or somewhat interesting. People who thought the

ACS was interesting often said it was because the ACS is important, and the data are used

widely. On the other hand, some respondents said the ACS was interesting because they

did not understand how the data are used; therefore, they were curious about the purpose of

the survey. Similarly, a few respondents made comments about feeling curious about the

rationale behind specific questions. Respondents who did not find the ACS interesting said
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this was because it was something they just had to do. One respondent said he did not see

how the ACS would be interesting to anyone.

We also asked respondents about their attitudes and experiences with surveys other than

the ACS to get a sense of whether they felt over-surveyed. Most focus group respondents

had taken surveys other than the ACS and most said they felt like they are asked to

participate in surveys “constantly,” particularly customer satisfaction surveys and political

polls. When asked how they decide whether to respond to these survey requests,

respondents mentioned considering what good would come out of their participation, the

topic, sponsor, and length. Throughout the focus groups, respondents clearly thought of

the ACS as very different from other surveys they are often asked to do. The mandatory

response requirement, topic, and sponsor were all distinguishing factors.

4.4. Overall Perceived Burden

After hearing about respondents’ experiences with the ACS and learning about their

knowledge, attitudes, and beliefs, we administered a survey question assessing overall

perceptions of burden. We asked respondents to discuss how they came up with their

answers and what the word “burdensome” means to them. None of our focus group

respondents said the ACS was very burdensome, and only seven said it was “somewhat

burdensome” (see Table 3). More IA response focus group respondents evaluated the ACS

as “not at all burdensome.”

When we asked respondents how they came up with their answer to this question, most

focus group respondents commented that the ACS was “not a big deal” and “not a huge

imposition” on their lives. One respondent asked if we were conducting this research

because something had “gone wrong” with the ACS.

“Why would they even ask this question? It’s not a burden.”

Respondents considered numerous factors when deciding how to answer. However, the

most common responses were related to how respondents felt about responding to the

survey itself, especially the time needed to complete it and complications associated with

proxy response. Other factors mentioned related to the questionnaire, including the level

of effort required to complete it, difficulty and sensitivity of the questions, and needing to

check records. A few respondents said the fact that the ACS is not something they are

asked to do frequently made it less burdensome. Some respondents commented on

weighing the fact that response to the ACS is mandatory against the fact that the data are

valuable. Interestingly, some respondents who thought that the survey was too long or

required a moderate amount of effort said that the ACS was not at all or only a little

Table 3. Respondents’ perceptions of ACS burden: “Hoe burdensome was the ACS to you?”

Response option Self-response
(n ¼ 26)

Interviewer-administered
response (n ¼ 20)

Very burdensome 0 0
Somewhat burdensome 5 2
A little burdensome 12 5
Not at all burdensome 9 13
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burdensome. It appeared that perceptions about the importance of the survey and a focus

on the survey being a one-time request outweighed negative perceptions of length and

effort when making this determination. Slightly less often, respondents commented that

they considered how they felt about the contacts they received such as mail, and in the case

of the IA focus groups, interactions with interviewers. These comments were consistent

across groups, except for proxy response and response being mandatory, which came up

more frequently in SR focus groups. Since these survey features were also discussed

extensively earlier in the focus groups, this suggested that these might be the most

appropriate topics on which to focus burden questions for the ACS.

When asked what being “burdensome” or a “burden” means to them, focus group

respondents most frequently thought of it as a nagging responsibility or chore that they

need to complete:

“A thorn in your side.”

“It’s another thing on my plate that I have to do.”

Most respondents also said that a burden is something that requires a lot of time and/or

effort, with some respondents saying a task becomes especially burdensome if it interrupts

your usual routine. Other common synonyms were annoying, a hassle, inconvenient, and

bothersome. A few respondents who were not native English speakers were not sure what

“burdensome” meant. A few respondents also said that “burdensome” did not feel like the

right word to use to describe the survey:

“Took a little time for me to do it, but I wouldn’t have exactly called it burdensome. That

seems like a strong word to use. Inconvenient? Sure. But burdensome almost seems like

an extreme word to use for filling out a survey.”

“It wasn’t a burden to me... it’s not something you have to do every week, every month.

It’s something that needs to be done so it wasn’t a burden to me at all.”

“It didn’t hurt me or cause me any conflict.”

When we asked respondents how the ACS could be less burdensome, they did not have

much to offer in terms of suggestions. A few respondents across groups suggested that the

ACS should better communicate how the data are used. Other less frequent suggestions

included making questions easier and less sensitive, asking fewer questions, giving a

deadline for responding, and explaining the penalty for nonresponse. A few respondents in

IA response focus groups said they thought ACS respondents should be able to choose

their response mode. Some of these comments illustrated respondents’ lack of memory for

the mailing materials they should have received.

5. Discussion

The findings of our focus groups support the idea that burden is a complex,

multidimensional concept likely to be affected by both survey and respondent

characteristics (Bradburn 1978). Respondents were able to give an assessment of their

overall perceived burden of the survey, but they tended to think of different aspects of the

ACS when assessing the overall burden. Most thought about the process of responding to

the survey itself (e.g., length, effort, sensitivity), the value of the data, that response is
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mandatory, and to a lesser extent, the contact attempts they received. This suggested that

these are the most important aspects of burden on which to ask questions in the ACS,

though the importance of each aspect varied by the individual respondent. Some

perceptions varied by response mode or respondent characteristics such as household size

and composition.

Some of the themes that emerged during these focus groups aligned with those

suggested by Bradburn (1978) and found in qualitative burden research with establishment

survey respondents, such as the process of responding to the survey itself and the value of

the data. However, new themes also emerged, and this research was a good opportunity to

delve into unique features of the ACS and understand respondents’ attitudes. For example,

it was useful to learn that respondents did not think the ACS was like other surveys and

therefore effects of over-surveying did not seem as relevant as they might be for other

surveys. We also were able to confirm that the mandatory nature of this household survey

was salient to respondents and learned that proxy response may be an important

understudied component of effort and burden.

Our findings reinforce the importance of capturing respondents’ perceptions, as

perceived burden did not always align with objective burden. Using only objective

measures of burden (e.g., number of contacts) may lead researchers to focus their efforts

on changing or improving survey characteristics that may not actually lessen burden from

the respondents’ perspective. In our research, some focus group respondents who received

a small number of contacts from the U.S. Census Bureau said they received too many

contacts while others who received more did not say they received too many. We

recommend a qualitative research approach be taken before adding subjective burden

questions to help identify burden themes relevant to an individual survey.

5.1. Limitations

We note that prior respondents who were amenable to participating in a focus group may

differ from those who did not want to participate in their experiences with the ACS or in

their knowledge, attitudes, and interest about the ACS and the U.S. Census Bureau. We

were also unable to learn about perceptions of burden from people who chose not to

respond to the ACS. While we tried to prioritize respondents who had completed the ACS

more recently during recruitment, some respondents still had difficulty recalling their

experience with the ACS because the time between survey completion and research

participation was at least one month. However, there was no clear evidence of recall

differing between the SR and IA response groups. There was also a gap between when

respondents completed the questionnaire and when they answered the burden questions. If

burden questions were to be administered on the ACS, they would be asked immediately at

the end of the questionnaire. It is possible that respondents’ perceptions may differ when

they are given an opportunity to provide feedback with their experience fresh in their

minds. Finally, the impact of some survey and respondent characteristics on perceptions of

burden may be specific to the ACS. We expect our findings would be most applicable to

other household surveys sponsored by the U.S. government of similar length, effort, and

sensitivity, but we emphasize that it is important to conduct qualitative research before

adding subjective burden questions.
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5.2. Future Research

While this research was a useful first step to learn about the most salient aspects of burden for a

specific survey, identifying a short series of questions to capture the most important perceptions

of burden is difficult because burden is multidimensional. Further qualitative testing and field

testing can help narrow down options identified through initial qualitative research. In addition

to examining the response distributions to the burden questions themselves, looking at the

correlations between burden items, using them as predictors in models, and examining whether

responses to burden questions differ by respondent characteristics would be useful. This type of

work is being conducted on surveys such as the CE.

It is important to note that qualitative and quantitative research on subjective burden,

including the present study, is typically conducted with people who responded to a survey

request. Therefore, we do not know much about where the perceptions of burden may be

highest––those who never respond at all (Hedlin et al. 2005). In 2018, U.S. Census Bureau

staff conducted an analysis of complaints received about the ACS (Fox et al. 2018). While

this analysis serves as a useful starting point and similar analysis can be conducted with

other surveys, these complaints still only reflect the perceptions of people who proactively

reached out to provide their feedback. Future qualitative research on burden should

prioritize nonrespondents, perhaps by leveraging input from interviewers for CATI and

CAPI modes.

Reactions to the term “burdensome” were not universally positive in this study, raising

some concerns about the appropriateness of this widely used burden measure that are

worth further examining. Though respondents were still able to understand and answer the

question using this word and thought about different aspects of the survey while doing so,

some respondents thought it was an odd or severe term to describe a survey experience. A

clearly superior alternate term for a question about overall perceived burden was not

identified in these focus groups or subsequent cognitive interviews (see Holzberg et al.

2021). Other household surveys using an overall perceived burden question with the word

“burdensome” have still found meaningful differentiation in response options (e.g.,

Dahlhamer et al. 2019; Yan et al. 2020), and a more severe word may be more useful for

identifying respondents whose burden perceptions are particularly strong. However, future

research should continue to explore alternate terms that may be more appropriate,

especially as the word “burdensome” was also not well understood by a few respondents

who were not native English speakers. To our knowledge, no U.S. household survey has

conducted qualitative research about subjective burden questions in languages other than

English. Cognitive testing in languages such as Spanish would provide better insight into

potential issues in other languages. While a benefit of the overall perceived burden

question is a reduction in the number of subjective burden questions asked, an alternative

solution to a question with the word “burdensome” may be to ask a series of questions

teasing out individual effects of respondent and survey characteristics. We recommend

researchers consider a multi-question approach in future studies of burden.

Overall, research into subjective perceptions of burden on household surveys is still in its

relative infancy, with few surveys in the United States regularly asking questions on this

topic. There is generally a need for more qualitative research to ensure questions capture

important respondent perceptions for a particular survey and are understood as intended.
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Determination of the Threshold in Cutoff Sampling Using
Response Burden with an Application to Intrastat

Sašo Polanec1, Paul A. Smith2, and Mojca Bavdaž1

Statistical offices frequently use cutoff sampling to determine which businesses in a
population should be surveyed. Examples include business surveys about international trade,
production, innovation, ICT usage and so on. Cutoff thresholds are typically set in terms of
key variables of interest and aim to satisfy a minimum coverage ratio–the share of aggregate
values of reporting units. In this article we propose a simple cost-benefit approach to
determination of the sampling cutoff by taking into account the response burden. In line with
existing practice, we use the coverage ratio as our measure of accuracy and provide either
analytical or numerical solutions to cutoff determination. Using a business survey on response
burden of reporting trade flows within the EU (Intrastat), we present an application that
illustrates our approach to cutoff determination. An important practical implication is the
possibility to set industry-contingent cutoffs.

Key words: Accuracy; cost-benefit analysis; reporting costs; social benefits; social welfare
function.

1. Introduction

As long ago as 1978, Bradburn (Bradburn 1978) raised the issue of “respondent burden”

because of an increasing ‘number and complexity of sample surveys’. Since then, burden

has grown into an even more urgent matter, especially in business surveys, as with global

competition, pressures on achieving higher productivity and the spread of lean approaches

to eliminate any ‘waste’ activity, working time has become more precious and the

opportunity cost of survey response higher. Businesses have been loudly questioning the

need to provide data to the government, which has contributed to programs of

administrative burden reduction and increased attention to burden in mandatory business

surveys. National statistical institutes (NSIs) have taken different measures to reduce

response burden; some of them try to help businesses to carry the burden by providing

guidance and improving processes and others try to reduce the burden by reducing sample
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sizes, numbers of questions, and so on (Bavdaž et al. 2015, Giesen et al. 2018). This article

mainly focuses on this second approach, controlling burden through sample sizes.

Economic activity is typically concentrated, with a large proportion of activity in a few,

large businesses, and a relatively small proportion amongst many small businesses. Moreover,

the activity of small businesses is often strongly correlated with that of surveyed large

businesses through vertical supply linkages. This makes it possible to completely disregard

the business units with the smallest values (a take-none stratum, hereinafter E, for “excluded”)

at the cost of a small bias. This sampling procedure is known as cutoff sampling. The part of

the population which is included may be completely enumerated (take-all, C, for “completely

enumerated”), sampled (take-some, S, for “sampled”), or divided into different strata in which

one of the preceding options is used. The reason for choosing cutoff sampling is mainly

pragmatic, to substantially reduce the cost of the survey while only modestly decreasing

accuracy (Knaub 2007). Research on cutoff sampling has been relatively scarce. Some studies

have focused on decreasing the potential bias in estimation because of excluded units by using

auxiliary information (e.g., Haziza et al. 2010; Guadarrama et al. 2020). Other studies have

focused on establishing optimal thresholds between take-none, take-some and take-all strata

(e.g., Benedetti et al. 2010). We found only one study, Lee and Shin (2016), that explicitly

considers the cost of data collection, and that has a quite different context. It doesn’t consider

the burden imposed on businesses but rather the cost to the statistical agency; it optimises the

trade-off in sample size between an expensive take-all stratum and a less expensive take-some

stratum; and it does not include a take-none stratum. Indeed, Lee and Shin (2016)’s

optimisation uses variance estimates which do not exist in a take-none stratum.

Besides reducing the cost on the NSI side, another advantage of cutoff sampling is the

reduction of response burden, typically among the smallest units that are most sensitive to

it. To give some examples where cutoff sampling is used in the European Statistical

System: the Prodcom Regulation states that NSIs are not required to survey enterprises

with fewer than 20 employees (Eurostat 2020d); the Labour Cost Survey typically includes

units with at least ten employees (Eurostat 2020b); the population for the Community

Innovation Survey consists of all enterprises with ten or more employees (Eurostat 2020c);

the population for the survey on ICT usage in enterprises consists of enterprises with ten or

more persons employed (Eurostat 2020a), and so on. These examples demonstrate two

subtly different strategies–the first two conceptually cover the whole population of

businesses but use a cutoff design, whereas the second two redefine the population of

interest to exclude businesses below the cutoff (Dalén 2005).

In Intrastat, the system for collecting information and producing statistics on the trade in

goods between Member States of the European Union, coverage of at least 93% of the total

value of intra-EU imports, and 97% of the total value of intra-EU exports is prescribed by

Regulations (EC) No 638/2004 and No 222/2009. EU Member States have to set the

exemption threshold for Intrastat so that it satisfies the prescribed coverage. Thresholds are

therefore country specific and may change annually (thresholds for 2017–2020 are given

in the Annex of Eurostat 2021b). The required minimum coverage of intra-EU imports was

reduced three times in the past because of the high response burden in what is the largest

business survey in the EU. With the implementation of the so-called FRIBS (Framework

Regulation Integrating Business Statistics) regulation (Commission Implementing

Regulation (EU) 2020/1197, 2020), the production of import statistics will not be
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regulated at the EU level any longer, while more data will have to be collected on intra-EU

exports from units above the exemption threshold and exchanged confidentially with

relevant NSIs of other EU Member States; that is, intra-EU trade flows may only be

measured in one direction.

The cutoff value is set according to a detailed technical procedure that also takes into

account nonresponse, fluctuations in economic activity and response burden (Eurostat

2021a, Sec. 5). Scenarios with different coverage rates (i.e., different exemption thresholds)

for 2005 showed that the impact on response burden (measured by the number of providers

of statistical information) varied considerably across the Member States (Eurostat 2007a).

Compared to a census, the impact would be larger when reducing the coverage of exports

than imports for most Member States, with some notable exceptions (e.g., Germany, Italy,

Austria), while compared to the actual coverage rate, reducing the coverage of exports

would be preferred to imports in even more scenarios. Reducing the coverage rates would

primarily affect businesses that report trade flows for just a few products, as their number

and percentage among reporting units would considerably decrease, and it would also lower

the quality of data at disaggregated (product, country) levels (Eurostat 2007b).

Despite the detailed presentation of scenarios, the selection of a specific coverage rate

(and consequently, the exemption threshold) appears to be experiential rather than

theoretically founded. Our article aims to address this gap by offering a simple theory of

cutoff determination built around two key concepts from official statistics, namely

accuracy and response burden. The research exposes trade-offs that are implicit in the

cutoff determination, thus contributing to an increased transparency that is also advocated

by the European Statistics Code of Practice (Eurostat 2018). Unlike Lee and Shin (2016),

our approach focuses on costs incurred by businesses and uses cost functions that allow

both fixed and variable costs. Heterogeneity of costs across units is common in business

surveys and it is also clearly present in the Intrastat data used for illustration.

Our research was inspired by Abowd and Schmutte (2019) who analyse the trade-off

between two competing mandates of NSIs – ensuring sufficient accuracy and privacy

protection of responding units–as a problem of resource allocation; a decrease in accuracy

is required to increase privacy protection. They solve an optimization problem where the

objective is a social welfare function that depends on both accuracy and privacy, while

taking into account a transformation curve as a constraint. Cutoff determination addresses

a similar trade-off: a decrease in accuracy is required to free businesses of response

burden; to increase accuracy, businesses incur higher opportunity costs as productive time

is lost on reporting. However, for a social welfare function, we would have to model social

preferences defined over accuracy of official statistics as the public good, and over

consumption (arising from output generated from resources not used for statistical

reporting) as the private good. Even though the use of social welfare functions is

recommended for an analysis of costs and benefits (Adler and Posner 1999; Adler 2019),

this approach goes beyond the scope of this article. We therefore narrow down the problem

to the comparison of benefits from accuracy and costs incurred by businesses, and treat

them in the framework of a cost-benefit analysis. A cost-benefit analysis is a technique for

making decisions based on enumeration and evaluation of all relevant (direct and indirect)

costs and benefits (Prest and Turvey 1965; Layard and Gleister 1994). We will conduct a

simple cost-benefit analysis given our focus just on the main (but most sensitive)
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component of costs, and therefore disregard cost components such as privacy costs, or

costs to NSIs of running the survey. Optimal levels of response burden and accuracy will

be determined when the marginal cost of the additional response burden equals the

marginal benefit of the additional accuracy.

The article continues in Section 2 with a discussion of related literature, and Section 3

proposes a theory of cutoff determination, which also includes the operationalisation of

relevant concepts. Section 4 presents an empirical application using intra-EU trade data

and Section 5 concludes with a discussion of the findings and some proposals for future

research.

2. Related Literature

In this section we briefly discuss the literature that provides the two main building blocks

for our proposed theory of cutoff determination. The first block is the theory of cutoff

sampling and second is the cost-benefit analysis. We discuss these in turn.

2.1. Cutoff Design

The literature on designing cutoff samples is rather sparse even though they are widely

used. It distinguishes between two cases–one where there are two strata, a take-all stratum

(C) and a take-none stratum (E); and a second where there is additionally a take-some

stratum (S). These two cases will be labelled EC and ESC respectively.

In EC designs, there is strictly no (design-based) sampling variance, whereas in ESC a

sampling variance arises in the S stratum. E can be regarded as containing negligible

activity, so that it may be ignored, or, more usually, a model based on some auxiliary

information is used as the basis for estimation in E. Knaub (2007) suggests the use of the

variance from the model (a model-based accuracy measure) as the variance component,

and this can be applied in both EC and ESC designs as the basis of a variance component

of (model-based) mean squared error (henceforth MSE).

The approaches to defining the cutoff values (the boundary(ies) of the strata) are then:

1. The cutoff is set according to a minimum coverage criterion (Yorgason et al. 2011),

so that at least x% of the population is covered by responses (for Intrastat this

percentage is prescribed by Regulations (EC) No 638/2004 and No 222/2009). The

idea is to make the bias (from either neglecting E or using a modelled estimate for E)

sufficiently small. But this is not solvable through a minimisation, since the bias is

minimised when C covers the whole population. So cutoffs set in this way rely on

judgement. For further approaches it is necessary to generate an expression for the

MSE (either the design-based MSE in ESC or the model-based MSE in either EC or

ESC), which is followed by:

2. Minimising the MSE analytically with respect to the stratum boundaries. This is the

basis of the Lavallée and Hidiroglou (1988) approach, which aims to optimise the

placement of the boundary between C and S (without considering E).

3. Minimising the MSE numerically with respect to the stratum boundaries. Benedetti

et al. (2010) use simulated annealing for this purpose to deal with ESC designs with

multiple auxiliary variables, and Bee et al. (2011) use simulated annealing for this

purpose to deal with ESC designs with multiple auxiliary variables, and Bee et al.
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(2011) use the same approach to the univariate case in longitudinal surveys, focusing

on determining the sample size required to meet a fixed MSE for estimating a ratio,

and for estimating a total in the presence of nonresponse. This kind of approach has

been used more widely in stratified designs (see Smith and Yung (2023) for an

overview), but needs to be adapted to cutoff sampling to include the bias from

neglecting or modelling E in the MSE.

4. Chaudron and Carlier (2015) do a grid search over the stratum boundaries in an ESC

design and then choose the smallest MSE, although their description is not

comprehensive.

There are therefore rather few approaches to objective optimisation of the cutoff with a

univariate predictor. In this article we consider an EC design, similar to Yorgason et al.

(2011). However, instead of relying on judgement in determining the cutoff, we develop

an objective approach based on the trade-off between the costs and benefits of response in

the survey.

2.2. Cost-Benefit Analysis

The second building block of our approach is cost-benefit analysis (Prest and Turvey 1965;

Layard and Gleister 1994), which allows cutoff determination without reliance on

arbitrary judgment. The cost-benefit approach is in our view more general as it does not

only focus on minimization of MSE (subject to some constraints), but instead on choosing

accuracy that yields the highest net benefits. In order to be able to calculate such net

benefits, Layard and Gleister (1994, 2) note: “we should be willing to assign numerical

values to costs and benefits, and arrive at decisions by adding them up and accepting those

projects whose benefits exceed their costs.”

The overall government goal is to maximize the social welfare subject to constraints

given by preferences, technology and resources. In line with this aim, the government

should use the cost-benefit approach to decisions by measuring the costs and benefits of

individual agents, and then aggregating them. In the context of surveying, the costs are

born by: (1) taxpayers, who pay for surveys conducted by national statistical institutes and

(2) responding firms, whereas the benefits from surveying are accrued by residents, either

directly or indirectly through ownership of firms. The residents enjoy the benefits of better

governance (better economic policies) that stem from research activities and

improvements in general knowledge, such as understanding economic relationships (a

form of public good) that may lead to higher economic growth, but also macroeconomic

and microeconomic policies designed to alleviate the implications of various transitory

economic shocks. According to the cost-benefit analysis principle (Layard and Gleister

1994) we should appropriately determine the relative values of costs and benefits, taking

into account the time, risk and individual valuations of incomes (due to income differences

marginal utilities or valuations vary). While the most convenient way of expressing these

costs and benefits is in monetary terms, this is not necessary (Layard and Gleister 1994).

In our framework both costs and benefits of reporting increase with accuracy–defined

as the coverage ratio–which in turn depends on the cutoff that determines units included

(and excluded) from the survey (The coverage ratio reflects the bias component of

accuracy from sampling, since there is no sampling variance in a cutoff design). The main
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trade-off is between social benefits of accuracy and reporting costs of survey respondents.

While in practice the costs and benefits may accrue in different time periods and may be

uncertain, we assume these complications away, but allow for differences in income

inequality that may generate decreasing marginal benefits of accuracy. The proposed

approach is different from the existing statistical literature, which has usually considered

the social cost of inaccuracy alone (Spencer 1985; Spencer and Moses 1990; Trottini and

Fienberg 2002; Spencer and Seeskin 2015).

Our approach is also quite different from the analysis recently considered by Abowd

and Schmutte (2019). Unlike our problem of maximization of net social benefits, they

frame the sample determination as a social welfare maximization problem with a trade off

between the accuracy of statistical outputs and the privacy of survey respondents. While

we could formulate our problem as a social welfare optimization problem, with accuracy

as the public good and consumption as the private good, the limited information on the

parameters of social welfare functions makes this route impractical, so we do not pursue it

here. The second important difference from Abowd and Schmutte (2019) is in the

arguments of the social welfare function. While we consider the costs of reporting, they

focus on the cost of privacy loss. Lastly, their measure of accuracy is the expected squared

error loss, which allows the error between the published estimate and the true population

value to be stochastic due to randomness in the data publication mechanism, whereas our

measure is a simpler coverage ratio that is not random.

3. A Theory of Reporting Cutoff Determination

3.1. Theoretical Framework

For cutoff determination within the cost-benefit framework, we use the net social benefits

function as the objective function. It depends on two elements: (1) the social benefits

(B(A)) and (2) reporting costs of survey respondents (C(A)), both of which depend on

accuracy (A). As these two components do not have the same measurement units, we use

weights in the social benefits function that allow comparison between costs and benefits.

Specifically, we assume the following functional form for net social benefits:

NSBðAÞ ¼ BðAÞ–CðAÞ ¼ l0Al1 –CðAÞ; ð1Þ

where l0 . 0 converts the measure of accuracy into monetary units like costs; its positive

value implies that the marginal benefit of accuracy is positive. l1 determines the shape of

the marginal benefits function. If l1 ¼ 1, the marginal benefit of accuracy is constant,

while if l1,1, the marginal benefit is decreasing with accuracy.

In this article, the measure of accuracy is defined in terms of the reporting variable (V)

and depends (i.a.) on a reporting or exemption cutoff V. In empirical illustration of our

approach to cutoff determination, the reporting variables are firm-level values of Intra-EU

exports and imports, and cutoffs are determined in terms of these variables. Values of

exports and imports in our empirical example come from administrative sources, but from

a preceding period; we assume a strong relationship to the reporting variable, but leave the

challenge of explicitly accounting for this relationship for further research. We do not

consider defining a cutoff on variables that are not on the frame.

Journal of Official Statistics1210



We now assume that the reporting variable (V) is a random variable with a continuous

distribution. Then aggregate accuracy is defined as the proportional coverage of the

population quantity:

AðVÞ ¼

R Vmax

V
V f ðVÞdV

R Vmax

Vmin
V f ðVÞdV

ð2Þ

where f denotes the probability density function of V; Vmin and Vmax denote the lower and

upper bounds of the distribution, and V denotes the reporting cutoff (sometimes also

known as the exemption cutoff). Note that Vmin is non-negative for most reporting

variables (e.g., employment, turnover, investment etc. all have a minimum value of zero).

What is the interpretation of our measure of accuracy and how is this measure related to

the standard measure of mean squared error? To provide the answers to these questions,

note that the numerator is a partial expectation, which can be expressed as a product of the

conditional mean for reporting firms, EðVjV $ VÞ; and the share of reporting firms,

FðV $ VÞ; whereas the denominator is the expected value of the reporting variable or

unconditional mean, E(V). (Note that the measure of accuracy pertains to the total quantity

or aggregate, so both the numerator and denominator should be multiplied by the same

mass of firms (denoted N), which cancels and is thus not shown.) Hence our measure of

accuracy is a product of two components (1) a ratio between the conditional mean and the

unconditional mean, which reflects the bias of the conditional expectation, and (2)

the share of reporting firms. As the reporting cutoff typically exceeds the lowest values,

the conditional mean exceeds the unconditional mean (the ratio is above 1), and the share

of reporting firms is below 1, with the product assuming values below 1.

Our exposition is for the estimation of a total, but the accuracy measure (2) is also

related to the quality of other statistics such as means or ratios, though in these cases the

reduction in accuracy from increasing the threshold would often be smaller since these

statistics implicitly compensate for the cutoff part of the population. Inasmuch as Equation

(2) is a good reflection of the effect of changing coverage on the quality of the estimate, the

same arguments can be used for other outputs.

As EC cutoff sampling does not feature any design-based variance for the estimates, the

design-based root mean squared error (RMSE) for the aggregate value of V is just equal to

the bias of the aggregate value and can be directly expressed as a function of accuracy:

RMSE ¼ NðEðVjV $ VÞFðV $ VÞÞ ¼ N EðVÞð1–AðVÞÞ; ð3Þ

Moreover, the RMSE expressed relative to the aggregate value of V is just 1–A(V).

Next we turn to aggregate costs of reporting; these are defined as the following partial

expectation of cost function:

CðVÞ ¼ N

Z Vmax

V

cðVÞf ðVÞdV ð4Þ

where unit-level reporting costs c are allowed to vary with the reported value. In line with

discussion below regarding the normalization of the net social benefits function, the mass

of firms, N will be normalized to 1.
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The cutoff is then determined using optimization methods by maximizing the net social

benefits function. The solution to this problem will generally depend on the specific

assumptions regarding the continuity and functional form of the probability density

function of the variable of interest f (V), the functional form for the cost function c(V), and

the preference parameters. In this article we assume that all functions are twice

continuously differentiable with respect to V.

The solution to the optimisation of the net social benefits function depends on the

following derivative

NSB 0ðVÞ ¼ B 0ðAðVÞÞA 0ðVÞ–C 0ðVÞ;

which has both corner and interior solutions. Two corner solutions refer to situations where

no units are in the sample (no survey) or all units are in the sample (a census). The first case

arises when the marginal social benefit of reporting is negative even at the upper bound

ðlimV!Vmax
NSB 0ðVÞ , 0Þ; and a census is a solution when at the lower bound the marginal

net social benefit is still positive ðlimV!Vmin
NSB 0ðVÞ . 0Þ:While these two cases are clearly

relevant, we focus on determining interior solutions for which NSB0(V) is equal to zero.

3.2. Cutoff Determination for Reporting Variables with Log-Normal Pdfs

The optimal reporting cutoff from the first-order condition NSB0 (V) ¼ 0 depends on (1)

the functional forms for the pdf f(V), the function that maps accuracy to social benefits

B(A) and the function for the costs of reporting c(V), and (2) the specific values of the

parameters for these functions. The purpose of this article is not to provide a wide range of

theoretical results for different functional forms, but instead to derive results for functional

forms which are commonly used in survey and economic analysis, and to apply these to

the Intrastat reporting of Slovenian business units (see Section 4).

As our main theoretical case we assume a log-normally distributed random variable V

(i.e., ln V is normally distributed). We motivate this assumption with empirical evidence

on business revenues whose logarithms are often bell-shaped and may be reasonably

approximated using this distribution (e.g., Cabral and Mata 2003; Head et al. 2014; Bee

and Schiavo 2018; Fernandes et al. 2018). We also consider an alternative assumption of

the Pareto distribution (in Appendix, Subsection 6.1) that is used in theoretical models of

international trade with heterogeneous businesses (e.g., Melitz 2003) and also documented

in empirical analysis of business size distributions for variables such as revenues and

employment (e.g., Axtell 2001; Gabaix 2009). For the cost function we assume a loglinear

functional form in this section and Appendix, Subsection 6.1. (e.g., Nerlove 1963;

Christensen and Green 1976). Finally, for the function that links benefits to accuracy we

consider a power function with either constant or decreasing marginal social benefits of

accuracy. The constant marginal social benefits require that agents are both risk neutral

and society features no inequity aversion, while either risk aversion or inequity aversion

would imply declining marginal social benefits (Stern 1976). An alternative motivation for

declining marginal benefit of accuracy may be declining value of information for policy

makers (e.g., Bikhchandani and Mamer 2013).

Based on the assumption of normality for ln V with mean m and variance s 2, we can

express accuracy given in Equation (2) as a function of the reporting cutoff:
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AðVÞ ¼

1
ffiffiffiffiffiffi
2s
p

Z Vmax

V

e ln V e�
1
2
ðhðVÞÞ2 dV

1
ffiffiffiffiffiffi
2s
p

Z Vmax

Vmin

e ln V e�
1
2
ðhðVÞÞ2 dV

¼ F h V
� �� �

ð6Þ

Here F denotes the cumulative distribution function of the standard normal distribution

and h(V) ¼ (m þ s 2–ln V)/s. As the CDF of the standard normal distribution is strictly

increasing and h(V) is a decreasing function of V, raising (lowering) the reporting cutoff

reduces (improves) the accuracy.

Next, we determine the benefits of accuracy. These are harder to model as empirical

evidence is rather scant. Social benefits pertaining to individual agents may feature either

linear functions (Abowd and Schmutte 2019) or concave functions (Samuelson 1954). A

sum of individual utilities even in the linear case can give a concave social benefits

function (see e.g., Stern (1976) for an explanation of two sources of concavity of social

welfare functions). Hence, as in Equation (1), we assume a simple increasing and concave

power function with two parameters that is commonly used in economics:

BðAðVÞÞ ¼ l0AðVÞl1 ; ð7Þ

where l0 . 0 and 0,l1 # 1. Note that a higher value of the scalar l0 implies higher

social benefits for given accuracy and vice versa. l1,1 implies that the marginal social

benefits of accuracy decline with increasing A(V), whereas l1 ¼ 1 implies that marginal

social benefits are constant.

Using expression (6) in the social benefits function allows us to determine the marginal

social benefit (the derivative of the social benefits function) of changing the reporting

cutoff:

dB

dA

dA

dV
¼ –l0l1FðhðVÞÞ

l1�1fðhðVÞÞðVsÞ�1 ð8Þ

where f(.) denotes the density of the standard normal distribution. The marginal social

benefit of increasing (decreasing) the reporting cutoff is negative (positive) for all values,

as such changes reduce (increase) the accuracy. Further note that the marginal social

benefits vary with cutoff non-monotonically as the second derivative dB 2/dV 2 is either

positive or negative. Namely, the second derivative of the benefits function with respect to

the cutoff is d2B=dV 2 ¼ l0l1F
l1 –1 ððl1 –1ÞF–1f2ðh 0Þ2 þ f 0ðh0Þ2 þ fh00Þ;where f and F

are shorthand notations for the functions that depend on function h(V), which is also

denoted shortly as h. The first term in the parentheses is always negative for assumed

l1,1 (or 0 for l1 ¼ 1), the second term is either negative or positive, whereas the third

term is always positive. However, in our empirical examples, the second derivative tends

to be positive, which implies that the marginal social benefit is higher at higher values of

the reporting cutoff.

In order to calculate the aggregate or social cost of reporting, C(V), for the loglinear cost

function cðVÞ ¼ e ln c0þc1 ln V ; we calculate the following partial expectation (normalizing

N to 1):
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CðVÞ ¼

Z Vmax

V

cðVÞ
1
ffiffiffiffiffiffi
2p
p

s
e – 1

2
ln V –m

s

� �2

dV ¼ e ln c0þc1mþ
c2
1
s 2

2 F g V
� �� �

where g(V) ¼ (m þ c1s
2–ln V)/s. The derivative of the social cost of reporting with

respect to the reporting cutoff, which can be interpreted as the marginal social cost of

reporting, is also negative:

dC V
� �

dV
¼ –e ln c0þc1mþ

c2
1
s 2

2 f gðVÞ
� �

Vs
� �–1

ð9Þ

This expression implies that the social costs of reporting decrease (increase) when the

reporting cutoff increases (decreases), although at a different rate than the marginal

benefits of accuracy. Equating the two derivatives with respect to the cutoff given in

Equations (8) and (9) yields:

l0l1FðhðVÞÞ
l1 –1fðhðVÞÞ ¼ e ln c0þc1mþ

c2
1
s 2

2 f gðVÞ
� �

)

l0l1FðhðVÞÞ
l1 –1 ¼ e ln c0þmþ

1
2
s 2 – 1–c1ð Þ ln V ð10Þ

The optimal reporting cutoff is determined by this implicit function. Before turning to

discussion of the effects of changing key parameters, note that the solutions to this

equation are invariant to simultaneous re-scaling of both cost and preference parameters

l0 and c0 (which is also the reason we could normalize N to 1). The solution only depends

on the ratio between the two, which gives some flexibility to use various measures of costs

either in terms of monetary units or units of time. As long as the costs of reporting per unit

of time are homogeneous across businesses (i.e., an hour of reporting bears a similar

monetary cost regardless of unit characteristics), the optimal reporting cutoff will be the

same.

Turning to analysis of the determinants of the optimal reporting cutoff in Equation (10),

note that analytical solutions are attainable under the assumption of constant marginal

social benefits of accuracy, that is, l1 ¼ 1, which we also use below in our empirical

application. Focusing on unique interior solutions, which exist for c1,1 (costs of

reporting are subject to economies of scale) and finite values of l0, the optimal reporting

cutoff is:

V ¼ exp
ln c0 þ mþ 1

2
s2 – ln l0

1–c1

� �

Evidently the optimal reporting cutoff increases in both cost parameters (c0 and c1) and

parameters that determine the mean of the lognormal distribution (m þ 1
2
s 2), and

decreases with the parameter that reflects the weight given to accuracy in the social

benefits function (l0).

For decreasing marginal benefits of accuracy (l1,1), we rely on numerical solutions

and illustrate the determination of the optimal reporting cutoff graphically. Figure 1 shows

the curves for the marginal social benefits and marginal social costs for a set of specific

values from our application below in Section 4. It is evident that both the marginal social
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benefits and costs are negative and increase with the reporting cutoff. As the marginal

social costs are lower than the marginal social benefits at low cutoff values and the former

also increase with cutoff at higher rates, the two curves intersect (at point V*) and

determine the socially optimal cutoff. Alternatively, starting at higher values of the

reporting cutoff where the marginal benefits exceed the marginal costs in absolute terms,

lowering the reporting cutoff increases net social benefits (but at a decreasing rate) until

the optimal cutoff is reached.

Although Figure 1 is used for illustrative purposes only, note that four (out of six)

parameters are obtained from the Intrastat application in Section 4. In particular, we use

the fitted parameter values for the business unit-level distribution of log (annual) values of

total exports of goods from Slovenia to other EU countries in 2013 (m ¼ 9.233 and

s 2 ¼ 8.111). The parameters of the loglinear cost function are estimated using a survey

(the ‘Survey on current response burden in Intrastat’ (SURS 2014); see also Perše (2016)

for details) measuring the costs of reporting, completed by a set of Slovenian business

units (mostly firms and sole proprietors) that were engaged in intra-EU trade in goods:

c0 ¼ 0.105 and c1 ¼ 0.247. The parameters for converting accuracy into social benefits are

l0 ¼ 7.841 and l1 ¼ 0.800, which are selected to yield an optimal reporting cutoff equal

to EUR 200,000, which corresponds to the actual reporting cutoff set in Slovenia for intra-

EU export flows in 2013. The corresponding accuracy is 0.9644, which is slightly below

0.97–the official lower bound for accuracy (see Regulations (EC) No 638/2004 and No

222/2009). It is important to note again that these preference parameters are not unique

and we could find an alternative set of parameters that would yield the same cutoff.
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Fig. 1. Marginal social benefits and marginal social costs of reporting.

Notes: For this figure it is assumed that ln V is distributed normally with parameters m ¼ 9.233 and s 2 ¼ 8.111.

The cost function is loglinear with parameters c0 ¼ 0.105 and c1 ¼ 0.240. The parameters for converting

accuracy into social benefits are l0 ¼ 7.841 and l1 ¼ 0.800. The optimal reporting cutoff V* is at 200,000 and the

corresponding accuracy is 0.9644.
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For example, if we restricted l1 to 1, then l0 ¼ 6.319 would also replicate the actual cutoff

and therefore produce the same accuracy.

Next we discuss the role of changes in key parameters on the marginal social benefits

and marginal social costs, and the optimal reporting cutoff values. These variations offer

further insights regarding how the cutoff determination changes over time (e.g., due to

shifts in all the parameters) and across different groups of respondents (e.g., businesses in

different industries).

Figure 2 depicts the effects of an increase in m, while keeping all the other parameters at

the benchmark values used in Figure 1. The motivation for this increase may be found in

the dynamics of values like business revenues over time, but also in differences across

industries. An increase in m shifts both marginal social benefits and marginal social costs.

The higher mean implies that the distribution of V shifts to the right, which in turn lowers

the marginal social benefits as less accuracy is lost at given values of the reporting cutoff.

Hence the marginal social benefits curve shifts downwards. Marginal social costs are also

affected by this increase as costs of reporting increase at all levels. The combined effect of

these shifts leads to an increase in the reporting cutoff from 200,000 to 388,000 with a

reduction in optimal accuracy by 0.0047 (from 0.9644 to 0.9597). While analysis of a shift

in s 2 is not presented in detail, an increase in variance s 2 decreases marginal social

benefits and increases marginal social costs for all cutoff values, leading to an increase in
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Fig. 2. The effects of an increase in m from m1 to mh on marginal social costs and benefits, and the optimal

reporting cutoff.

Notes: This figure shows the impact of an increase in the mean of the lognormal distribution from ml ¼ 9.233 (the

benchmark case) to mh ¼ 9.733, while keeping the variance of the distributions the same as in the benchmark

case, that is, s 2 ¼ 8.111. The cost function is loglinear with parameters c0 ¼ 0.105 and c1 ¼ 0.247. The

parameters converting accuracy into social benefits are l0 ¼ 7.841 and l1 ¼ 0.800. The optimal reporting cutoff

V* is 200,000 and the corresponding accuracy is 0.9644, whereas reporting cutoff V** for mh ¼ 9.733 is

significantly higher at 388,000 and the corresponding accuracy is lower at 0.9597.
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the optimal reporting cutoff as well. This illustration suggests that upward (downward)

shifts in means over time should be met with increases (decreases) in reporting cutoffs.

Moreover, it suggests that reporting thresholds across industries should differ–industries

with higher means should set higher reporting thresholds. In our empirical application we

revisit these practical implications for cutoff setting.

Variation in the cost parameters is considered next. Such changes are interesting as they

are likely to take place over time, but also because different groups of businesses may

exhibit heterogeneous cost structures. Changes in cost parameters over time may be

motivated by general technological progress, changes in the content and data collection

procedures of the surveys, and changes in costs of inputs such as staff time or computer

costs, whereas disparities across industries may be due to differences in economic

structure that may affect reporting costs. Figure 3 shows the impact of an increase in c0,

which increases the (geometric) mean of the cost function (a shift in elasticity has a

qualitatively similar effect). The marginal social cost schedule exhibits a downward shift

that increases the optimal reporting cutoff from 200,000 to 282,500, and thereby leads to a

reduction of accuracy by 0.0106 from 0.9644 to 0.9538. From this example we can infer

that our model suggests that the reporting cutoff should be lower when technological

improvements reduce the costs of reporting, higher when surveys become more detailed

(increasing costs), and increase when input costs such as wages increase. Moreover, the

model suggests that if cost parameters differ across industries (assuming similar
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Fig. 3. The effects of an increase in c0 from c0;l to c0;h on marginal social costs and the optimal reporting cutoff.

Notes: This figure shows the impact of an increase in the cost parameter c0 from the benchmark case c0,l ¼ 0.105

to c0,h ¼ 0.1365. All other parameters assume their benchmark values. Elasticity of costs with respect to value is

c1 ¼ 0.247, ln V is distributed normally with parameters m ¼ 9.233 and s 2 ¼ 8.111, and the social benefits

function parameters are l0 ¼ 7.841 and l1 ¼ 0.800. The optimal reporting cutoff V * is 200,000 and accuracy is

0.9644 for c0,l, whereas reporting cutoff V** for c0,h is 282,500 and accuracy is lower at 0.9538.
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distributions f(V)), the reporting cutoffs should also differ. Finally, if businesses with more

experience in reporting exhibit lower costs, the reporting cutoff for such businesses should

be lower as well.

Our final illustration shows the impact of shifts in the parameters of the social benefits

function. Figure 4 depicts an increase in l0; qualitatively the effects of an increase in l1 are

similar and therefore not shown. From this figure it is evident that such a change shifts the

marginal social benefits function downwards and thus lowers the reporting cutoff. While these

changes are harder to motivate with practical examples, the mere fact that various surveys (e.g

community innovation survey, industrial production survey) achieve different accuracies may

be partly attributed to differences in the social valuations of different data sets.

4. Empirical Application: Intrastat Reporting

This section provides an application of the method of optimal cutoff determination

developed in Section 2. In our illustration we discuss cutoff determination for intra-EU

trade flows using data for Slovenian businesses, for which cutoff sampling is already used.

As our method requires information on several parameters, an important advantage of this

application is the availability of data on trade flows that allows estimation of the

parameters of the distributions f(V) and the cost of reporting. The key limitation of our

empirical application is an inability to estimate the parameters of the function that links
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Fig. 4. The effects of an increase in l0 from l0,l to l0,h on marginal social benefits and the optimal reporting

cutoff.

Notes: This figure shows the impact of an increase in the social preference parameter l0 from the benchmark case

l0,l ¼ 7.841 to l0,h ¼ 10.193, while keeping l1 ¼ 0.800. All other parameters assume their benchmark values.

The distribution of ln V is normal with parameters m ¼ 9.233 and s 2 ¼ 8.111. The cost function is loglinear with

parameters c0 ¼ 0.105 and c1 ¼ 0.247. The optimal reporting cutoff V* is 200,000 and the accuracy is 0.9644 for

l0,l, whereas reporting cutoff V ** for l0,h is 141,500 and accuracy is higher at 0.9729.
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benefits to accuracy, which we further discuss below in Subsection 4.2. However, even

without this information, using calibrated values raises important questions regarding the

optimality of cutoffs used in practice.

4.1. Institutional Features of Intrastat Reporting in Slovenia

Our application uses Slovenian business unit-level data on intra-EU trade flows and a

survey of a subset of these business units on response burden that was implemented for the

year 2013. Therefore, we begin by setting out background information on the institutional

setting for Intrastat in Slovenia. To avoid confusion, we will refer to exports and imports of

goods throughout, although official terminology refers to dispatches for intra-EU exports

and arrivals for intra-EU imports.

The reporting cutoffs for exports and imports in goods are set by the Statistical Office of

the Republic of Slovenia (SURS). As Slovenia is a member state of the EU, SURS is

obliged to comply with the aforementioned Regulations No 638/2004 and No 222/2009,

which determine the lower bounds on accuracy for intra-EU reporting set by Eurostat. In

2013 the lower bounds on accuracies for intra-EU exports and imports were set to 97% of

total exports and 95% of all imports of the taxable persons covered. Based on these EU-

wide constraints on accuracy, SURS determined by October 31, 2012 the set of business

units that were obliged to report export and import flows of goods. A business was required

to report exports (imports) if it (1) was obliged to fill in and submit Value Added Tax

returns and (2) had total intra-EU exports (imports) exceeding EUR 200,000 (120,000) in

2012. A business could also be added to a group of businesses reporting intra-EU trade

flows within any month of the year if their 12-month cumulative trade flows (based on

information on the Intrastat trade flows from the value added tax forms) exceeded the

reporting cutoffs. Finally, additional reporting cutoffs were set for the collection of

additional variables like type of international commercial terms, transport means and

statistical value of trade, which is the net domestic value (fair market value) of a product

when it crosses a border. These were set to EUR 9,000,000 for exports and EUR 4,000,000

for imports.

4.2. Data Sets

We estimate the parameters needed in determination of the optimal reporting cutoff using

three main data sets obtained from three distinct sources.

A comprehensive study of response burden was conducted in May 2014 among all

Slovenian businesses included in Intrastat (excluding only businesses with their seat

abroad or which became part of Intrastat in 2014) (SURS 2014). For this analysis, we used

data from businesses that reported data to Intrastat themselves (from n ¼ 3,579 units,

2,141 responded, yielding a response rate of 59.9%; see Perše (2016) for more details).

These data were used to estimate the parameters of the cost functions. Survey respondents

were also asked to state their tax office registration number, which allowed SURS to match

the data from the response burden survey with other key business-unit-level information.

For our illustration we use information on the value of exports and imports in 2013, broad

sectors of economic activity (manufacturing, trade and other industries), the numbers of

records or distinct reporting items (i.e., distinct records are due to differences in country of
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consignment/destination, delivery terms, nature of transaction, mode of transport, and

country of origin), trading partners, countries and products (the latter based on the

Standard International Trade Classification, SITC); and past obligation to report intra-EU

trade flows up to five years back.

Businesses that report through a declarant (n ¼ 2,675) and declarants themeselves

(n ¼ 927) were surveyed separately and are not included. Compared to the Intrastat

population, our sample has relatively fewer micro units and relatively more larger units

with more trade (5% of responding units were large compared to 4.1% among units that

report themselves and 1.9% among units that report through a declarant). Additionally, we

have to take into account that units below the officially determined cutoffs for reporting

intra-EU trade were not surveyed. The moments of such a truncated distribution are

severely biased as estimators of the full distribution, which is the motive for the use of an

alternative dataset on Intrastat trade flows that is collected jointly by SURS and the

Slovenian Financial Authority (SURS and FURS 2014). While the same cutoffs should

apply to Intrastat trade, many business units nevertheless report trade volumes below the

cutoff, partly because obligation to report is determined on the basis of past trade flows.

From this source we use total values of exports and imports. Using business-level

identifiers we also add broad sectors of economic activity from annual business accounts

(Agency of the Republic of Slovenia for Public Legal Records and Related Services,

henceforth AJPES).

Finally, as the estimated moments of the distributions from Intrastat are nevertheless

likely to be biased, we also consider a data set on intra-EU trade from the Annual Business

Accounts of businesses (AJPES 2014). From this source we obtain total values of exports

within the EU. Although this data set does not suffer from truncation, it excludes

information on exports of sole proprietors and other business units, and contains

information on sales of both goods and services (whereas Intrastat covers only goods).

4.3. Descriptive Statistics

Table 1 shows descriptive statistics for the responding sample of business units with

information on response burden, separately for export and import flows, that is used in

estimation of the cost functions. Of 2,141 business units, 872 reported total time needed to

fill the Intrastat forms on export flows, and 1,855 reported on import flows (see Appendix 3

in Perše (2016) for more information on the representativeness of the sample).

Table 1 contains descriptive statistics for original variables and log-transformed

variables for the reference year 2013. From the top panel of this table it is evident that the

average surveyed exporting (importing) business needed 6.6 (9.3) hours per month or

roughly 80 (111) hours per year to complete the Intrastat questionnaires. The average

value of intra-EU exports (imports) within this truncated sample was EUR 7.9 (4.1)

million. Note that these values are significantly higher than the corresponding averages

reported in Table 3 for the sample of all 2013 Intrastat reporters–these were EUR 0.87

(0.403) million. Due to this discrepancy, we expect that the estimated cost function

parameters are not consistent and possibly suffer from selection bias. Table 1 also shows

the descriptive statistics for the numbers of records, products, partners and countries of

reported flows. The average surveyed exporting business unit within this sample sells 21
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products to 37 partners in seven countries and has 342 corresponding records. In contrast,

its importing peer buys on average 56 products from 33 partners in six countries and has

590 records of these activities. We can see that import flows are significantly more

dispersed than export flows, which likely contributes to the higher reporting time–even for

lower transaction values.

The bottom panel of Table 1 also shows the descriptive statistics for log-transformed

variables, which are used in cost function estimations. In order to give some indication of

the direction and strength of correlations between these variables, Table 8 in Appendix,

Subsection 6.2, also contains correlation coefficients, separately for exports and imports.

All variables are positively correlated; most importantly, reporting time is particularly

strongly correlated with numbers of products and records, which suggests that businesses

more engaged in reporting also have more disaggregated trade flows.

As already mentioned above, Perše (2016) merged the data from the SURS survey

(SURS 2014) on response burden with administrative data providing the broad sector of

the respondent’s main economic activity (from AJPES), distinguishing between

manufacturing, trade, and other industries. For these sectors Table 2 presents further

summary statistics for the two main variables of interest: value of trade flows and reporting

time. From these statistics it is evident that business units in manufacturing businesses

have the highest mean values for both values of trade flows and reporting times. However,

differences in mean trade values do not seem to translate into differences in reporting

times, suggesting important differences in the structure of trade flows. For example, the

mean number of records (not shown in the tables) is the highest for ‘manufacturing’ among

exporters, but not among importers.

The next set of descriptive statistics features estimates of the moments of the distribution

of the value of transactions from the full sample of Intrastat reporters in 2013. As discussed

above, we do not use the estimates of the mean and variance from Table 1 for the value of

trade due to truncation of the distributions below the cutoffs set at EUR 200,000 for exports

Table 1. Summary statistics for key variables for 2013 from response burden sample

Exports Imports

Observations Mean S.d. Observations Mean S.d.

Levels
Reporting time (hrs) 872 6.6 10.6 1,855 9.3 15.0
Value (m EUR) 911 7.9 36.4 1,925 4.1 23.4
Products 911 20.9 38.9 1,936 55.9 93.5
Partners 930 36.6 90.6 1,925 33.2 55.8
Countries 911 6.9 6.1 1,919 5.8 4.1
Records 911 342.6 1,191.7 1,925 590.7 2,272.8

Logs
Reporting time 872 1.17 1.18 1,855 1.49 1.20
Value 906 13.94 1.85 1,919 13.29 1.70
Products 906 2.13 1.36 1,919 3.18 1.41
Partners 930 2.71 1.30 1,936 2.87 1.11
Countries 906 1.53 0.96 1,919 1.49 0.79
Records 911 4.43 1.59 1,925 4.93 1.72

Source: Survey on current response burden in Intrastat, May 2014 (SURS 2014).
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and EUR 120,000 for imports. The full sample of Intrastat reporters also suffers from

truncation, as many businesses below the cutoffs do not report trade flows. However, the

samples of exporting and importing businesses above the cutoffs are 2,538 and 5,181

business units, whereas the full samples used for the estimations of the moments given in

Table 3 are 16,575 and 33,978 business units, respectively. The average value of exports

(imports) for these larger samples are EUR 0.87 (0.40) million, which is significantly lower

than the averages reported in Table 1 for the sample of businesses filling the response burden

survey. Nevertheless, given that reporting under the cutoffs was still incomplete, the

parameters for the lognormal distribution are likely still biased. The estimates of means

(variances) are likely upward (downward) biased. In cutoff determination below we use the

means and squared standard deviations for the log-transformed variables. In our basic cutoff

determination exercise we use the estimates of means and variances for log transformed

values given in Table 3 (these values were also used in the illustrations of the method in

Subsection 3.2). The distributions of log transformed values of exports and imports for all

observations are depicted in Figure 5. Evidently, these are fairly closely approximated with

normal distributions. The three economic sectors have similar shapes of distributions, but

different values of mean and dispersion.

The final set of statistics refers to the sample of businesses for which we have

information on all intra-EU exports (including exports of services) that is collected in

annual business accounts. This sample contains a complete set of businesses, but excludes

Table 2. Trade flows and reporting times (in logs) for 2013 by sector.

Exports Imports

Value Reporting time Value Reporting time

Sector Mean S.d. Mean S.d. Mean S.d. Mean S.d.

All 13.945 1.847 1.173 1.177 13.296 1.699 1.486 1.203
Manufacturing 14.405 1.819 1.306 1.202 13.667 1.803 1.572 1.208
Trade 13.256 1.645 1.077 1.151 13.262 1.585 1.523 1.191
Other 13.527 1.827 0.838 1.040 12.698 1.640 1.217 1.195

Source: Survey on current response burden in Intrastat, May 2014 (SURS 2014).

Note: All variables are log transformed.

Table 3. Summary statistics for the values of imports and exports (in logs) for the full sample of Intrastat

reporters, 2013.

Exports Imports

Observations Mean S.d. Observations Mean S.d.

All 16,575 9.233 2.848 33,978 8.913 2.701
Manufacturing 4,268 10.530 3.110 6,178 9.721 2.856
Trade 5,213 9.498 2.680 10,181 10.049 2.598
Other 7,094 8.258 2.417 17,619 7.979 2.356

Source: SURS and FURS (2014) and AJPES (2014).

Note: All variables are log transformed.
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sole proprietors. In the construction of the sample used for calculation of the moments of

the distribution, we follow the EU regulations and exclude businesses that are not obliged

to pay value added tax. This reduces the final sample of businesses from 15,382 to 12,797

with total value of exports EUR 18.667 billion. For these businesses we again calculate

means and standard deviations for all businesses and three economic sectors (Table 4).

Comparison of the moments reveals that the exclusion of sole proprietors and addition of

service flows yields higher means and mostly lower standard deviations. In addition to

these statistics we are able to calculate the measure of accuracy using the full samples and

samples restricted by the EUR 200,000 reporting cutoff. Note that we apply both VAT

status and inclusion in reporting based on 2013 data, which makes the accuracy calculated

here comparable to that reported in the determination of the optimal cutoff below. From

these measures of accuracy we can observe that actual accuracy varies across sectors

between 95.9% in trade and 99.3% in manufacturing, while overall accuracy is 98.1%.

Accuracy in trade and other sectors is thus below the required 97%. Not surprisingly,

application of the same cutoff at industry level reveals even greater variation in accuracy,

some industries achieving accuracy close to 80%.

4.4. Cost Function Estimation and Cutoff Determination

In this section we estimate the cost functions using the sample of observations from the

SURS survey (SURS 2014). Based on these estimates, the estimated moments of the

.1
5

.1
.0

5
D

en
si

ty
.0

0 5 10
Log Exports

Kernel = epanechnikov, bandwidth = 0.3631

15 20

Actual distribution
Normal fitted distribution

Actual distribution
Normal fitted distribution

.1
5

.1
.0

5
D

en
si

ty
.0

0 5 10
Log Exports

Kernel = epanechnikov, bandwidth = 0.3010

15 20

Fig. 5. Actual and fitted distributions of the values of exports and imports (in logs) for the full sample of

Intrastat reporters, 2013.

Source: SURS.

Notes: All variables are log transformed. The actual distributions are smoothed kernel density plots.

Table 4. Summary statistics for the values of exports of goods and services (in logs) for the full AJPES sample,

2013.

Observations Mean S.d. Accuracy

All 12,797 10.487 2.743 0.981
Manufacturing 2,912 11.597 2.995 0.993
Trade 4,113 10.183 2.562 0.959
Other 5,752 10.143 2.584 0.964

Source: AJPES (2014).

Note: All variables are log transformed.
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distributions for the values of trade flows and the assumed benefits functions, we

determine the optimal reporting cutoffs.

The parameters of the cost function (c0 and c1) are estimated from the following

loglinear equation:

ln Ci ¼ ln c0 þ c1ln Vi þ 1i ð11Þ

which can be done using the ordinary least squares method. We estimate this equation

separately for different types of trade flows (exports and imports) and different sectors of

economic activity (all sectors, manufacturing and trade) in order to allow for heterogeneity

of parameters.

Table 5 shows the estimated coefficients based on constant marginal benefits of

accuracy, l1 ¼ 1, in Equation (7). The elasticity of reporting time (parameter c1) is

between 0 and 1 for both types of flows and all economic sectors, while the estimated

constant is always negative and the corresponding parameter c0 is small, but positive. The

most interesting observation is that the parameters are significantly different between the

sectors (and the same direction of flow), with manufacturing having a lower constant than

trade (the difference for exports is –3.266–(–0.765) ¼ –2.501 with p,0.001, whereas

for imports it is –3.044–(–1.716) ¼ –1.328 with p ¼ 0.004) and higher elasticities (the

difference for exports is 0.320–0.139 ¼ 0.181 with p,0.001 and for imports it is

0.339–0.245 ¼ 0.094 with p ¼ 0.006). The estimates for the two trade flows within a

sector are similar, and significantly different only in elasticity for the trade sector (the

difference is 0.139–0.245 ¼ –0.106 with p ¼ 0.003).

Table 6 shows optimal reporting cutoffs calculated with the estimated values of

parameters for the cost functions and the moments of the distributions. Given our

ignorance regarding the values of parameters of social preference for accuracy, we first

calibrated parameter l0, while assuming l1 to be equal to 1. Calibration was done for

estimated paramaters of costs and trade value distributions for all sectors jointly to

replicate the official cutoffs, that is, EUR 200,000 for exports and EUR 120,000 for

imports. Calibrated l0’s are equal to 6.319 (6.849) for exports (imports) with

corresponding accuracies at 0.9644 (0.9526).

Table 5. Estimates of cost function parameters.

Exports Imports

All sectors Manufacturing Trade All sectors Manufacturing Trade

c1 0.247** 0.320** 0.139** 0.268** 0.339** 0.245**

(0.021) (0.027) (0.042) (0.015) (0.024) (0.023)

log c0 -2.251** -3.266** -0.765 -2.073** -3.044** -1.716**

(0.288) (0.393) (0.562) (0.206) (0.335) (0.310)

Observations 855 480 265 1,836 599 923

Adj. R 2 0.144 0.222 0.036 0.142 0.243 0.107

Source: Own calculations based on Survey on current response burden in Intrastat, May 2014 (SURS 2014).

Notes: This table shows the estimates of parameters from a regression of log reporting time on log of values of

exports (imports), using Equation (11).

***,**,* indicate statistical significance level at 0.1,1 and 5%.
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The optimal reporting cutoffs for the manufacturing and trade sectors calculated with

the calibrated preference parameters are quite different from the official cutoffs, and

consequently also produce different accuracies. For the manufacturing sector in particular

we observe significantly higher cutoffs, which we can attribute primarily to the larger

mean and variance of the distribution. For example, the optimal cutoff for reporting intra-

EU export flows in the manufacturing sector is around EUR 3.5 million, which is primarily

due to the larger mean and variance of the distribution of export values (for the cost

parameters obtained for all businesses, the optimal cutoff would be EUR 3.15 million).

Despite the higher cutoffs, we have a rather modest decline in accuracy by roughly one

percentage point. More generally, we can observe that optimal cutoffs may increase or

decrease. For exporting businesses in the trade sector these should increase, whereas for

importing businesses in both the manufacturing and trade sectors they should decrease.

As a robustness test we also consider cutoff determination based on total intra-EU exports of

goods and services (see Table 7). We follow the same approach as above and initially calibrate

the parameters of social benefits of accuracy to data for all sectors using the actual cutoff (EUR

200,000). Based on this cutoff we can see that for the lognormal distribution accuracy is very

close to the actual value (0.981 versus 0.983), which suggests that use of the lognormal

Table 6. Optimal reporting cutoffs by sectors and direction of trade flows.

Exports Imports

Parameters All sectors Manufacturing Trade All sectors Manufacturing Trade

l0 6.319 6.319 6.319 6.849 6.849 6.849

l1 1.000 1.000 1.000 1.000 1.000 1.000

m 9.233 10.530 9.498 8.913 9.721 10.049

s 2 8.111 9.673 7.182 7.295 8.157 6.750

c1 0.247 0.320 0.139 0.268 0.339 0.245

c0 0.105 0.038 0.465 0.125 0.047 0.179

V* 200,000 3,533,930 193,170 120,000 630,650 423,200

A(V*) 0.9644 0.9503 0.9538 0.9526 0.9434 0.9305

Relative RMSE 0.0356 0.0497 0.0462 0.0474 0.0566 0.0695

Source: Own calculations based on AJPES (2014), SURS (2014) and SURS and FURS (2014).

Table 7. Optimal reporting cutoffs by sectors using intra-EU exports of goods and services.

Parameters All sectors Manufacturing Trade

l0 16.510 16.510 16.510
l1 1.000 1.000 1.000
m 10.487 11.597 10.183
s 2 7.524 8.970 6.564
c1 0.247 0.320 0.139
c0 0.105 0.038 0.465

V* 200,000 2,464,000 243,560
A(V *) 0.9828 0.9746 0.9800
Relative RMSE 0.0172 0.0254 0.0200

Source: Own calculations based on AJPES (2014), SURS (2014) and SURS and FURS (2014).
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distribution as an approximation is a reasonable choice. Based on the calibrated value of social

preference for accuracy, which is now somewhat higher (16.51 versus 6.319), we again

determine the cutoffs for manufacturing and trade using the same estimated parameters for cost

functions and distributional moments based on the full sample of exporting businesses. We can

see that the optimal reporting cutoff for both manufacturing and trade is higher than the official

cutoff, although for manufacturing the difference is again extremely large. Our approach to

cutoff determination suggests that taking into account the costs and benefits, reporting in

manufacturing in particular should have a higher reporting cutoff and lower accuracy.

5. Discussion

5.1. Implications and Operational Considerations

In this article we have proposed a simple theory for determining the threshold in cutoff

sampling that uses the trade-off of the costs and benefits of accuracy (defined as the

proportional coverage of the total value of the variable of interest). The cutoff is

determined by an optimisation that maximizes the net social benefits. For specific

distributional assumptions on the variable of interest, the respondents’ cost function and

the social benefits function, we are able to derive analytical expressions for the cutoffs or

(if that is not possible) provide numerical solutions.

We show that the optimal cutoffs increase with the mean and variance of the

distributions and the preference for accuracy, and decrease with the reporting costs of

survey respondents. This research exposes the trade-offs that are implicit in the cutoff

determination in surveys of this type, thus contributing to an increased transparency that is

also advocated by the European Statistics Code of Practice (Eurostat 2018).

We show how our approach could be used in practice by utilising a survey on Intrastat

respondents’ costs in Slovenia that allows us to estimate the cost function parameters. By

combining the estimated cost parameters with estimates of the mean and variance of the

distribution of the variable of interest and the calibrated social benefits function parameters, we

are able to calculate theoptimal cutoffs. By calibrating the social benefits function parameter to

match the actual cutoffs used in Intrastat in Slovenia in 2013, we find that the optimal cutoffs in

specific industrial sectors differ significantly. In the manufacturing sector the costs of reporting

are higher and the mean and variance of the values of exports are higher, which together imply

much higher optimal cutoffs than those set in practice. In most EU countries, the cutoffs change

infrequently over time (see the national exemption thresholds in national currency between

2017–2020 in Eurostat (2021b, Table A.2.2)). For example, in Slovenia the cutoff set by

SURS for export flows was EUR 200,000 between 2008 and 2017. When the economy was

growing, the accuracy of total exports based on this cutoff was increasing, whereas during the

great depression in 2009 accuracy decreased (results not shown).

One of the most striking implications of this approach to setting cutoffs is that during

sharp changes in economic activity when the mean and variance change significantly, the

cutoffs should be adjusted as well. In a similar way, cutoffs should be allowed to differ

across sectors (and possibly industries), to maintain the optimum social benefits of the

survey. In particular, manufacturing bore too large a burden in 2013 in our application

because of the uniform cutoff. To achieve the optimum cost-benefit trade-off in the future,
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the response burden on manufacturing should be relieved by increasing the cutoff and

sacrificing some accuracy.

These findings present some operational challenges for a NSI, since the true cutoff

for a given year depends on the mean and variance of the survey variable and the

estimated costs in that year, and neither is available at the time that the reporting cutoff

is set. However, information from the previous year can be used to provide mean and

variance estimates to allow forecasting of the cutoffs. When there is a particularly

dramatic change in economic conditions, some adjustment to annual cutoffs may be

needed.

Reporting costs are not expected to change rapidly, but the collection of data on burden

should continue, preferably for all units (to provide the information to make the

management of the burden possible).

There is an operational argument for a constant cutoff across all industry sectors, which

is based on simplicity. However, it is not fair in the sense measured by our cost-benefit

trade-off, and using an approach such as the one we propose here seems to present a more

equitable sharing of the burden of responding across businesses. How far the idea of

varying cutoffs can be extended is an interesting question. Potentially, businesses

reporting through declarants will have different costs to those who report directly, and this

could be handled by putting these businesses in separate strata with different cutoffs.

Similarly, businesses new to the survey could be separated, as they typically have higher

costs than businesses which have established procedures. But handling a larger number of

strata leading to a large number of different cutoffs according to business characteristics is

challenging and may be too complex to implement.

5.2. Extensions

The approach used in this article is based on a cost-benefit trade-off, because there are

sources available with which the parameters can be estimated. Ideally, however, this

approach would be extended to a full social benefits function, which requires information

reflecting the social benefits of accuracy. Future research should focus on measuring these

benefits, which will require more investment in understanding the uses and users of these

data. The concept of measuring the effects of accuracy seems a bit narrow in this context;

it applies principally to established uses, while data archives prove that the same data may

be used for very different purposes. Progress in this direction is likely to be challenging as

illustrated with an assessment of the consequences of population census inaccuracy for

apportionment of the U.S. House of Representatives and for allocation of federal funds

(Spencer and Seeskin 2015). For an overview of the public good of statistics see Office for

Statistics Regulation (2020).

In a similar way, the cost functions could be extended to include other cost components,

for example the cost to the NSI of running the survey. This would present a second cost

variable, which would need to be included through its effect on social welfare (for example

noting that additional costs for the survey have an opportunity cost for other statistical

outputs, or even for other government functions).

Aside from the social benefits function, future research should focus on more general

and possibly more realistic distributions for key variables of interest, such as the
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generalized Gamma distribution, which includes the lognormal distribution as a special

case, but also allows more flexibility in its shape.

To improve the estimates of the cost function parameters, more attention could be paid

to obtaining information on reporting costs of smaller units, below the cutoff values.

Although the smallest businesses are not required to report, some of them do, so it is in

principle possible to collect this information. Similarly, obtaining larger responding

samples would allow for more accurate estimation. Extending the estimation to the parts of

the business population which report through a declarant may also modify the cost

parameters and therefore the cutoffs; it is an open question whether these differences are

best reflected in separate cutoffs or pooled in calculating a common cutoff.

Our exposition and application are focussed on the benefits of the accuracy of the

aggregate values. The impact on more detailed levels (of either variables or classifications)

is not considered. Some additional complications arise in dealing with multiple

components rather than an aggregate value. However, we reflect the process in Intrastat

(and other similar surveys), where the reporting cutoff is set on a single, aggregate

variable, with no explicit control of lower level breakdowns. In principle, of course, the

currently used Intrastat cutoffs may be set artificially low to protect against poor accuracy

of estimates for breakdowns.

We examined a situation where the cutoff variable is defined on past administrative

information about the variable of interest, assuming that it is a strong predictor. We may also

consider the situation where the cutoff variable is only a proxy for the variable measured in

the survey, which will weaken the relationship. Baillargeon and Rivest (2009) discuss the

design of stratified samples when the stratification variable differs from the response

variable, and this approach could be applied in our context; we leave this for future research.

A natural extension is to make an estimate for the excluded part of the population, E, based

on auxiliary information (which may include the variable used to define the cutoff). This

should reduce the impact of the cutoff approach on the quality of estimates, compared with the

strategy of neglecting the cutoff used in this article. This will link better to the use of estimates

other than of totals (such as means and ratios), which implicitly include such compensation.

5.3. Conclusion

We have demonstrated that it is possible to set cutoffs in cutoff sampling in a way which

optimises a simple cost-benefit trade-off. This objective framework offers a new direction

for managing burden in official statistics with this type of design, and gives a framework

for evaluating the fairness of the burden in existing surveys. The availability of

information on costs of reporting is an essential component of this approach, and these

data should be routinely collected.

6. Appendix

6.1. Cutoff-Determination for Pareto Distributed Variables

In Subsection 3.2 of the main text we assumed that the key variable of interest is

distributed according to a lognormal distribution. While this assumption may be relevant
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for many variables like businesses’ revenues, it may not be the best choice for variables

like employment, which do not feature a bell-shaped distribution. Instead, a more

appropriate distribution may be the Pareto (Axtell 2001; Gabaix 2009). In this Appendix

we provide analytical results for the optimal reporting cutoff assuming the variable of

interest is Pareto distributed.

Let us assume a probability density function f ðVÞ ¼ a
Va

min

V aþ1. We assume a . 1, which

ensures the existence of a finite mean for V. (Alternatively, we could impose an upper

bound on the domain of the reporting variable, which would allow calculation of means

also for a ¼ 1.) For this functional form, the measure of accuracy is a power function of

the reporting cutoff, algebraically, A(V) ¼ (V/Vmin)1 –a. Assuming the benefits function in

Equation (7), the marginal benefit of changing the reporting cutoff is dB=dV ¼ l0l1ð1–aÞ

V ð1–aÞl1 –1V a–1ð Þl1

min , which is negative for the assumed parameters (a . 1, and l0, l1 . 0).

Hence a decrease in the reporting cutoff increases the benefits pertaining to accuracy and

vice versa.

Assuming a log-linear reporting cost function yields a closed-form solution to the net

social benefit maximization problem. Assuming such a cost function, again with two

parameters, c(V) ¼ c0V c1, where c0 . 0, c1 , a and 1 þ c1–a . 0, the functional form

for the aggregate reporting cost is CðVÞ ¼ c0Va
min

R1

V
V c1 –adV , which can be further

expressed as CðVÞ ¼ –
c0Va

min

1þc1 –a
V1þc1 –a. The marginal cost of changing the reporting cutoff

is dCðVÞ=dV ¼ –c0Va
minVc1 –a. The analytical solution to the first-order condition

›NSB
›V
¼ 0, yields

V ¼
l0l1ða–1Þ

c0V ða–1Þl1 –a
min

 ! 1
1þc1 –a–l1 ð1–aÞ

: ð12Þ

This expression only yields an economically sensible solution when the following

condition on the model parameters holds: 1 þ c1–a–l1(1–a) , 0. Assuming this

condition does hold, an increase in the preference parameters l0 and l1 – which increase

valuation of accuracy–leads to a lower reporting cutoff. Moreover, an increase in the

parameters capturing the costs of reporting predicts a higher reporting cutoff. For a . 1

and 0 , l1 , 1, the above inequality holds when the variable costs of reporting increase

sufficiently slowly, that is, c1 must be sufficiently close to 0.
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6.2. Additional Descriptive Statistics

Table 8. Correlation coefficients for the key variables from response burden survey.

Reporting time Value Countries Products Partners Records

Exports
Reporting time 1.000
Value 0.382 1.000
Countries 0.328 0.549 1.000
Products 0.431 0.402 0.488 1.000
Partners 0.386 0.525 0.741 0.513 1.000
Records 0.470 0.676 0.695 0.764 0.678 1.000

Imports
Reporting time 1.000
Value 0.377 1.000
Countries 0.367 0.525 1.000
Products 0.517 0.530 0.584 1.000
Partners 0.443 0.543 0.733 0.597 1.000
Records 0.506 0.652 0.561 0.880 0.543 1.000

Source: Survey on current response burden in Intrastat, May 2014 (SURS 2014).

Note: Variables are log transformed.

Table 9. Estimates of cost function with an extended set of regressors.

Exports Imports

Value (log) 0.098** 0.180**
0.027 0.030

Records (log) 0.132** 0.132**
0.050 0.033

Products (log) 0.169** 0.206**
0.043 0.038

Partners (log) 0.136** 0.262**
0.043 0.034

Markets (log) -0.105 -0.074
0.059 0.046

Experience (years) -0.015 -0.030
0.013 0.008

Dboth flows 0.133 -0.077
0.095 0.055

Const. -1.318 -0.842
0.303 0.211

Adj. R 2 0.252 0.311
Observations 852 1,835

Source: Own estimates based on data from Survey on current response

burden in Intrastat, May 2014 (SURS 2014).

Notes: ***,**,* indicate statistical significance level at 0.1,1 and 5%.
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Guadarrama, M., I. Molina, and Y. Tillé. 2020. “Small area estimation methods under cut-

off sampling.” Survey Methodology 46(1): 51–75. Available at: https://www150.statcan.

gc.ca/n1/en/catalogue/12-001-X202000100004. (accessed July 2021).

Haziza, D., G. Chauvet, and J.C. Deville. 2010. “Sampling and estimation in the presence

of cut-off sampling.” Australian & New Zealand Journal of Statistics 52(3): 303–319.

DOI: https://doi.org/10.1111/j.1467-842X.2010.00584.x.

Head, K., T. Mayer, and M. Thoenig. 2014. “Welfare and Trade Without Pareto.”

American Economic Review: Papers & Proceedings 104(5): 310–316. DOI: https://doi.

org/10.1257/aer.104.5.310.

Knaub, J.R. 2007. Cutoff Sampling and Inference. InterStat. DOI: https://doi.org/10.1111/

j.1467-842X.2010.00584.x. (accessed January 2021).

Lavallée, P., and M.A. Hidiroglou. 1988. “On the stratification of skewed populations.”

Survey Methodology 14: 33–43. Available at: https://www150.statcan.gc.ca/n1/en/

catalogue/12-001-X198800114602. (accessed July 2021).

Layard, R., and S. Gleister. 1994. “Introduction.” In Cost-Benefit Analysis, edited by

R. Layard, and S. Gleister: 1–56, Cambridge (UK): Cambridge University Press. DOI:

http://dx.doi.org/10.1017/CBO9780511521942.001.

Lee, S.E., and K.-I. Shin. 2016. “The cut-off point based on underlying distribution and

cost function.” Journal of Applied Statistics 43(6): 1061–1073. DOI: http://dx.doi.org/

10.1080/02664763.2015.1089222.

Melitz, M.J. 2003. “The Impact of Trade on Intra-Industry Reallocations and Aggregate

Industry Productivity.” Econometrica 71(6): 1695–1725. DOI: https://doi.org/10.1111/

1468-0262.00467.

Nerlove, M. 1963. “Returns to scale in electricity supply”. In Measurement in Economics-

Studies in Mathematical Economics and Econometrics in Memory of Yehuda Grunfeld,

by C.F. Christ, M. Friedman, L.A. Goodman, Z. Griliches, A.C. Harberger, Y. Mundlak,

M. Nerlove, D. Patinkin, L.G. Telser, and H. Theil: 167–198, Stanford (Calif.):

Stanford University Press.

Office for Statistics Regulation. 2020. The Public Good of Statistics: What we know so far.

London: Office for Statistics Regulation. Available at: https://osr.statisticsauthority.gov.

uk/publication/the-public-good-of-statistics-what-we-know-so-far/. (accessed January

2021).
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A User-Driven Method for Using Research Products to
Empirically Assess Item Importance in National Surveys

Ai Rene Ong1, Robert Schultz1, Sofi Sinozich2, Jennifer Sinibaldi3, Brady T West1,

James Wagner1, and John Finamore3

Large-scale, nationally representative surveys serve many vital functions, but these surveys
can be long and burdensome for respondents. Cutting survey length can help to reduce
respondent burden and may improve data quality but removing items from these surveys is not
a trivial matter. We propose a method to empirically assess item importance and associated
burden in national surveys and guide this decision-making process using different research
products produced from such surveys. This method is demonstrated using the Survey of
Doctorate Recipients (SDR), a biennial survey administered to individuals with a science,
engineering, and health doctorate. We used three main sources of information on the SDR
variables: a bibliography of documents using the SDR data as a measure of item use and
importance, SDR data table download statistics from the Scientists and Engineers Statistical
Data System as an additional measure of item use, and web timing paradata and break-off
rates as a measure of burden. Putting this information together, we identified 35 unused items
(17% of the survey) and found that the most burdensome items are highly important. We
conclude with general recommendations for those hoping to employ similar methodologies in
the future.

Key words: Respondent burden; public use data; survey length.

1. Introduction

Large-scale, nationally representative, federally sponsored surveys in the U.S. provide

essential statistics for the general population and subpopulations of interest. Some

examples of such statistics include unemployment rates (e.g., U.S. Bureau of Labor

Statistics 2021), health behaviors (e.g., Schoenborn et al. 2004), and measures of food

security (e.g., Coleman-Jensen et al. 2020). These data are important to both government

and academic research communities, which use the data to guide policy decisions and

conduct secondary analysis. However, with increases in survey nonresponse in all modes

of survey data collection (De Heer and De Leeuw 2002; Williams and Brick 2017; Luiten

et al. 2020) and recent emphases on alternative data sources, justifying the expense and

effort associated with these surveys as well as the burden that they place on the U.S. public
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requires a close examination of the utility of the data that they gather (see Foundations for

Evidence-Based Policymaking Act of 2018).

Close examination of the utility of the data with input from the research communities

will help decision-making when modifying the survey, for example, by reducing the

survey length. Reducing survey length may also improve data quality (e.g., Deutskens et al.

2004; Galesic and Bosnjak 2009; Peytchev and Peytcheva 2017). However, reducing the

length of a questionnaire can be difficult. It is often the case that each question has at least

some stakeholders who deem the question as important for official statistics, key

indicators, or secondary data analysis. Understanding the relative importance of each

question to the user community and prioritizing the survey questions creating those data is

a good place to start. Frequency of use is one measure of that importance. To our

knowledge, a systematic approach to prioritizing survey questions based on their

frequency of use and importance to the user community has not yet been documented.

In this study, we describe and evaluate a method for reducing respondent burden in

national surveys by examining how frequently survey items are used in research products,

presenting a specific case study based on the Survey of Doctorate Recipients.

2. Method

2.1. Data

The Survey of Doctorate Recipients (SDR) is a longitudinal survey with a fixed panel

design, conducted by the National Center for Science and Engineering Statistics (NCSES)

biennially since 1973 with individuals under the age of 76 who have obtained a science,

engineering, and health doctorate from the NCSES (NCSES, a). The sampling frame for

the SDR is the Survey of Earned Doctorates (SED), an annual census of all individuals

receiving a research doctorate from an accredited U.S. institution. A new sample of recent

doctorate recipients from the previous two academic years is added every wave, and the

sample is carried forward until they age out of eligibility.

Prior to 2003, the SDR targeted only individuals residing in the U.S., but it has since

expanded to include those recipients of a doctorate from a U.S. institution residing outside

of the U.S. Initially, individuals residing outside of the U.S. completed the International

Survey of Doctorate Recipients (ISDR), but the ISDR has since been folded into the SDR.

The current SDR is administered using three modes: mail, web, or telephone interview. In

2019, a total of 80,882 PhDs responded to the SDR, out of which 75,547 (93%) completed

on the web. Reluctant respondents who did not respond to the full instrument in any of the

three modes were presented with the critical items only (CIO) instrument at the end of the

data collection period, which presents only a subset of the questions deemed to be most

critical by SDR managers. Of these 75,547 web respondents, 70,770 (94%) completed the

full instrument and the remainder completed the CIO instrument.

The SDR covers topics such as most recent employment, past employment, other work-

related experiences (e.g., additional training), recent educational experiences, and

demographic information. As the SDR sample is pulled from the SED, some questions

asked in the SED that are time-invariant are not asked again in the SDR (e.g., race). The

full instrument takes a median time of 18 minutes to complete. There are 79 questions on
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the SDR (see the online Supplementary Material for the list of questions), and some of

them have “select all that apply” categorical response options that each represent a unique

variable in the final data set (e.g., “What were your reasons for not working during the

week of February 1, 2019?” had eight response options, each of them being represented in

the data as a binary (1 ¼ this is a reason, 0 ¼ not a reason) variable). Taking this into

account, we considered every “select all that apply” categorical response option as a

separate item, resulting in 202 unique items.

For clarity moving forward, “questions” refers to the survey questions in the SDR (e.g.,

“What were your reasons for not working during the week of February 1, 2019?”), while

“items” refers to variables in the final dataset – that is, either a question in the SDR with a

single response option (e.g., “What was the title of the last job you held prior to the week

of February 1, 2019?”) or a single response option to a “select all that apply” categorical

question (e.g., “What were your reasons for taking this postdoc?: Additional training in the

Ph.D. field”). These “select all that apply” questions will be referred to as SA questions for

the rest of this article.

To measure item importance, we created a data set at the item level. We then used two

sources of information to populate this dataset: (1) a bibliography of studies using the SDR

data (refer to the online Supplementary Material Bibliography) provided by NCSES, and

(2) the SDR website that allows users to download summary data. The bibliography was

developed by compiling results from daily alerts on Google Scholar and SCOPUS for

articles that mentioned SDR. The bibliography includes written materials such as

legislatively mandated Congressional Reports from NCSES, peer-reviewed journal

articles, book chapters, newspaper and magazine articles, web blogs, issue briefs,

dissertations, working papers, conference proceedings, presentation slides, Federal

Register documents, newsletters, and unpublished working papers from the years 1992 to

2020. We reviewed each document and determined which variables were used.

We also used download statistics about the data tables from the Scientists and Engineers

Statistical Data System (SESTAT Data Tool: see NCSES (NCSES, b). The SESTAT Data

Tool has information from three demographic surveys conducted by NCSES: The

National Survey of College Graduates, The National Survey of Recent Graduates, and the

Survey of Doctorate Recipients. We were able to acquire download statistics for the SDR

in 2017, ISDR in 2010, and ISDR in 2013. These download statistics are a simple count of

the number of times a variable from these surveys has been requested from the website.

These data are not publicly available and had to be specially requested from NCSES.

These download statistics do not include downloads from data repositories other than the

SESTAT Data Tool, and we acknowledge this as a limitation to the download statistics we

were able to acquire.

We also acknowledge that item usage is just one of many possible measures of

importance. For example, some items or groups of items have more impact on policy than

others. While this might more accurately measure importance, it is also more subjective

and difficult to code reliably. In addition to item use by document, we also record the

number of citations each of those documents received as another easily-coded dimension

of importance. We then rely on these two simple, easy-to-calculate measures as an

efficient and useful method of assessment, particularly for identifying items with no usage.
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As a measure of burden, we used the timing paradata and break-off rates from the SDR

administered in 2019. We focus on the timing data from the web survey as the vast majority of

completed interviews were conducted in this mode. However, combining question timings

across modes may be necessary for surveys with lower web response. The timing data are

measured in seconds for each page of the web survey. Most of the survey was presented

question by question, so this is a fair approximation of the item-level burden. It is not possible to

disaggregate the time spent on each item for questions with multiple sub-questions displayed

on the same page. Therefore, for the burden measures, these items are assigned an average time

(this is calculated using total time for the page divided by the number of items – see the

Analysis section for additional details). As for the questions that required respondents to choose

their job category (see A7 and A21 in the online Supplementary Material SDR Questions), an

average of the average time across the screens was used instead of the sum across screens. Only

the 70,770 respondents who started the full questionnaire were used for the analysis.

As with measures of importance, burden could include several dimensions (Bradburn 1978)

that our measure may be only partially capturing. For example, some questions may be more

stressful to answer. However, rigorous coding of the stress induced by a question is more

subjective and difficult and may be better assessed with a different method. We use break-off

rates but acknowledge that they may capture both exhaustion with the survey as a whole as well

as the burden of specific items, making this difficult to disentangle. Despite being an imperfect

measure of subjective burden, question timing does correspond with the federal government’s

definition of burden (The Paperwork Reduction Act 1995) and breaking off on a particular item

has been shown to correlate with the difficulty of the survey question (Peytchev 2009).

2.2. Coding Procedures

A total of 105 documents included in the bibliography described above were coded for

their use of the SDR data (see online Supplementary Material Bibliography). For the

documents where the specific SDR survey question could not be determined, all questions

related to the construct were coded as used. Some papers used variables computed from

several survey questions. In this case, each item used in the creation of a variable was

credited in the coding. As the sample is from the SED, some variables mentioned in these

papers were pulled from the SED instead of the SDR (e.g., race, gender). Since these

questions were not asked in the SDR, they were not coded. One-off questions that were not

part of the regular SDR questions asked every wave were not coded as well (e.g.,

participation in teamwork, asked in SDR 2006).

As for the frequency of data table downloads, the tables sometimes refer to computed

variables that were created based on more than one variable in the SDR. Using the same

logic with the coding described above, computed variables were included in the counts for

each of the variables used to create it.

As previously mentioned, we coded the number of citations as an additional measure of

importance to account for situations where a variable was used very rarely but resulted in

extremely influential research products. Some articles have an outsized influence on their

field. Therefore, even if the questions themselves were not used very much, if they were

used in such high-impact articles, this will still capture another dimension of the

importance of these questions. This is a simple tally of the number of citations in Google
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Scholar; for example, a document that has been cited ten times will be coded as “10”. For

the documents that had no citations, this was coded as “0”. Using this simple tally, we

calculated the average influence of the documents by dividing the total number of citations

for those documents that analyzed those questions with the frequency of usage in the

coded documents. For example, if a question was used by two documents, and the total

citation count for the two documents that had used it was 200, then the mean citation per

document is 200/2, which will be interpreted as 100 citations per research product.

These codes were also disaggregated for different stakeholders. We considered

Congress, academics, and others (non-academic, non-Congress) to be three different types

of stakeholders for these data. The tally of items used in the Congressional reports

represents the importance of the items to Congress. The tally of items used in peer-

reviewed articles represents the importance of the items to the academic community. All

other types of documents (e.g., web blogs) that were coded represent the importance of the

items to stakeholders other than Congress and the academic community.

As for the timing paradata, we top-coded outlier durations to the 95th percentile for each

item, as these outliers could be due to the respondents timing out or leaving the screen for

an extended period of time for other reasons unrelated to the question burden. As

previously mentioned, the timing paradata and break-off rates are for each web page, and

there may be multiple items per page. The average time taken to answer these items was

calculated as an average of the time spent on the page across the items on the page. For

example, if the time taken on the page is 60 seconds, and there are four items on that page,

we consider each item to take 15 seconds to answer.

2.3. Analysis

Our analysis is entirely descriptive, presenting frequencies of the various metrics of

influence and burden that we coded. For burden, we plot time per question and (separately)

break-off to identify burdensome questions. When making conclusions about influence,

we pay particular attention to variables with no or low use in the publications analyzed.

We also report the average influence, based on the number of additional citations

generated by articles using the item, and compare this to the burden. Finally, we combine

these measures and examine differences across stakeholder communities to make a

statement about the overall value of each item.

3. Results

Looking first at the timing paradata to understand burden, the median time taken per page

overall is 23.92 seconds (min ¼ 3.94 seconds, max ¼ 96.35 seconds), and the median time

taken per item is 4.36 seconds (min ¼ 1.37 seconds, max ¼ 96.35 seconds). The item that took

the longest average time to answer, A20, was an open-ended question asking the respondents to

describe the duties and responsibilities of their last job. A total of 13% (n ¼ 9,295) of the

respondents ever broke off across all the pages when responding to the SDR; this includes break-

offs on the instruction pages. The highest break-off rate, 5%, is on item A30 which is a forced

choice question with fourteen options asking about the work activities at the respondent’s

principal job. Figure 1 illustrates the average time taken and the break-off rate for each item

across all the respondents.
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Regarding item importance, we first examine which items were not used at all (see

Appendix, Subsection 5.2, for an overview of usage and the average citation ratios for all

the items). A total of 17% (n ¼ 35) of the SDR items had not been used at all among the

documents coded, nor had they been downloaded from the website. The items are spread

across the different sections; most of them are from the SA (select all) questions in Section

C and D pertaining to extra training (C2), furthering education (D6), and taking courses

(D11) (see Appendix, Subsection 5.1). Taking into account the burden of these 35 items,

the total average time taken to answer these items was 3.28 minutes. They also had a low

break-off rate, with the highest being only 1.0% (n ¼ 95).

Figure 2 illustrates the break-off rate and associated time taken for each item that was

never used in the materials we analyzed. The SA questions were displayed on the same page

and therefore have the same average time taken and break-off rate. These SA questions are

represented by the first item in the series (e.g., C02.1 to C02.7 were represented by C02.1).

Most of the SA questions, that is, C02.1–C02.7, D06.1–D06.9, and D11.1–D11.9, were

answered relatively quickly, being under the median average time across all items.

However, a few items stood out as potentially more burdensome than the rest. Item A33.2,

which asked the respondents for the number of people they supervise indirectly, and E14,

the earliest age of experiencing any functional difficulties (e.g., seeing, hearing, walking),

took a much longer average time to answer than the rest of the unused items.

Besides looking at the unused questions, we can examine the questions that were only

used once across all the research products. Of all the items (n ¼ 29) were 14% only used

once, though some of them were used in the most influential articles. For example, the article

that used the variable “the second most important reason for taking a postdoc position” was

cited 180 times (see Corley and Sabharwal 2007). Table 1 indicates the items that were used

once across all the research products with no citations. This means that these items were

only used in an analysis once or had a single data table download request. The total mean

time taken to answer the questions that contain these items is 1.31 minutes.
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In Table 1, the SA question regarding important factors for consideration when it comes

to the respondent’s job (C06) is the most burdensome, taking 29.7 seconds to answer the

whole grid with a break-off rate of 2.4% (n ¼ 222). That SA question consisted of nine

items, but four items (i.e., salary, opportunities for advancement, intellectual challenge,

and contributions to society) were not displayed on the table as they were used once more

than the rest. Overall, these items were not used very often, and even when they were used,

the research products using these questions were rarely cited.

We now turn our attention to the other most burdensome items in the SDR. We start by

looking at items taking 20 seconds or longer on average (the 95th percentile for the
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average time taken to answer an item, which is 20.74 seconds). There were 12 such items

(presented in Table 2) which took a total average time of 7.64 minutes to answer. The

mean citation ratio across these 12 items is 44.28. Section A has the most “high burden”

questions and is the largest section of the SDR. Section A covers questions about current

and recent employment and collects details about the respondent’s principal job. The items

with the highest burden were either frequently used or were used in articles that were

generally well-cited, as evident by the citation ratios in Table 2. These items are the most

important items in SDR to NCSES (personal communication).

The two items that took the longest time to answer, A06 and A20, are open-ended items

asking respondents to describe their duties and responsibilities in their current job or last

job held. Respondents spent at least a minute to answer them. Though burdensome, they

were also of great interest to the academic stakeholders. NCSES uses the responses to

correctly classify the respondent’s job in the taxonomy of occupations in tandem with the

responses provided in A07 and A21, which ask respondents to self-classify their job

category. These four items were important to the academic community and in preparing

Congressional reports. For these reasons, the high burden of A06 and A20 seems justified.

The break-off rate of 4.7% for A20, however, is quite high when compared with the break-

off rates for the other items in the SDR.

Looking at differences in item importance across stakeholder groups, though E13.1 was

not used by academic stakeholders, it appears in Congressionally-mandated reports. If the

usage counts were examined without considering these different stakeholders, its

importance in the SDR would not be clear. Disaggregating item usage by stakeholders

enables a clearer assessment of item importance. However, it must be mentioned that item

E13.1 was displayed on the same page as the instructions to this SA question. This would

have artificially inflated the time on the page for all the respondents, as they would have

had to read the instructions before answering. By comparison, E13.2 to E13.5 took much

less time on average (about ten seconds each).

Table 1. Question burden for questions that were used once across all research products (with no citations).

Item Question topic Time (sec) Break-off (%)

A22.2 *Job requires technical expertise of a
bachelor’s degree or higher in the
social sciences

6.18 1.20

A22.3 *Job requires technical expertise of a
bachelor’s degree or higher in some
other field

6.18 1.20

C06.2 *Important to job: Benefits 3.30 2.40
C06.3 *Important to job: Job security 3.30 2.40
C06.4 *Important to job: Job location 3.30 2.40
C06.7 *Important to job: Level of responsibility 3.30 2.40
C06.8 *Important to job: Independence 3.30 2.40
D02 Type of degree earned (additional degree) 9.06 0.00
D03 Primary field of study of degree

(additional degree)
15.79 0.00

* These were displayed on the same page, and therefore share the same average time and break-off rate
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4. Discussion

The case study presented in this article quantifies concepts of importance and burden based

on how respondents and data users interact with survey questions. Through simple

descriptive analyses of item use, citations related to items, timing paradata, and break-off

rates, we were able to identify potential questions and items for survey redesign. We

identified a few items not used by any of the stakeholders. Many of these items pertain to

post-PhD training, furthering education, and taking courses. NCSES could consider

dropping some of these questions or simplifying them, especially since none of these items

are on the critical items only (CIO) version of the SDR. The lesser-used items with no

citations were about the importance of different job factors (e.g., benefits, job security),

type of degree, and primary field of study of the respondent’s new degree. As mentioned

earlier, the “important factors to a job” question (C06) is an SA question, with some of the

items within the question being used more than others. An example of a recommendation

here would be to collapse the less-used categories.

When we examined usage across the most burdensome items, we noted that some (i.e.,

duties and responsibilities on the job, principal employer) are also items that are important

to stakeholders of the SDR. Item A20 is a good example. Although A20 has a relatively

high break-off rate of 4.7%, it is a very important item for the academic community. It is

also a contributor to the quality of item A21, which is important across all stakeholders.

Given this, it is important to preserve this question and the example illustrates the

importance of combining burden and importance measures.

Solutions for important but burdensome questions would be to revise the questions to

motivate respondents and reduce break-offs. For example, A20 could include wording

such as “Your answer to this question is very important in order to correctly classify your

job category.” Another recommendation would be to administer these questions

selectively, for example, to ask A21 of respondents who have changed jobs in the two

years from the last survey. For respondents who stayed in the same job, SDR could ask to

confirm that their duties are still the same. Changes such as these could be tested

experimentally with a small sample first to ascertain whether they do make a difference for

break-off rates before committing to the revision for the next SDR.

We also encourage users of our method to be sensitive to the time limitations of the data.

Although post-PhD training does not appear at all in the SDR research products, it might

be that these items are important for understanding an emerging topic. That is, post-PhD

training might be of particular interest currently. If so, it might be that our measures of

usage lag behind current developments as new publications and other documents may soon

emerge based upon these items. Consistent monitoring of changing trends will help shed

light on emerging interest areas.

Though we would not want to dictate how users of this method prioritize the different

metrics of item usage and burden, a concrete example of how one might use this method

might be to first prioritize the removal of items that have low usage (e.g., one use or less). In

this case, the 35 unused items and 29 items used only once across all the research products

are candidates for removal. One could then check if any of these items are used in important

(or mandated) reporting and retain all such items. Following the importance assessment, a

user of this method might check the burden associated with the remaining items and weigh

Journal of Official Statistics1244



the utility of these items against the burden associated with them. If they are burdensome but

have seen heavy usage among stakeholders, one might consider moving these items so that

they will be displayed early in the survey when the respondents are not as fatigued. We

acknowledge that the specific choices that might be made to modify a questionnaire are

highly context dependent. We suggest these simply to demonstrate how they might be used.

We highlight that our quantitative measures of utility should not be the only factor in

making design decisions. In this analysis, we chose to integrate importance to various

stakeholder groups to curtail short-sighted redesign suggestions. For example, our analysis

determined that the questions on the type of degree earned and primary field of study for

post-PhD degrees are not very important. However, the answers to these questions are used

by NCSES to update information on the most recent degree in the SESTAT database, and

data users might be using them to filter their analysis samples. These items are extremely

important to multiple stakeholders, including the administrators of the survey, despite

being missed in the coding of these research products.

Our method is heavily dependent on having good data on variable use and the

availability of timing and break-off paradata. In the illustrative example above, our

analysis was restricted to the respondents who completed SDR in the web mode. We note

that the question burden might be different in other modes. However, given that most

respondents responded in the web mode, this measurement of burden would apply to a

majority of the SDR panel members, but this may be different for other surveys. Though it

is easy to obtain timing and break-off paradata for web surveys, it is more challenging (and

maybe impossible) for other modes of survey administration. Also, combining timing data

across modes might be complicated since each mode functions differently (e.g., whether it

is interviewer-administered vs. self-administered). If timing paradata are not available or

accurate, other measures of burden might need to be considered for other survey modes.

As for having good data on variable use, we had access to a bibliography of articles

mentioning the use of the SDR, the data table requests from the SESTAT Data Tool, and

the Congressional reports. Given that all these data sources were readily available to our

research team, this method was straightforward to implement. In the absence of such data,

the survey researcher implementing this method will have to conduct a systematic search

in Google Scholar or in one of the existing databases (e.g., JSTOR, Web of Science). We

would recommend more generally that large survey programs dedicate resources to

maintaining these types of bibliographies to assist with the type of study presented here.

This method also requires manual coding of the frequency of use of the variables in a

survey. For longer surveys with a wider scope for article inclusion, this might be

a burdensome task. One way to mitigate this problem is to focus on specific sections of a

survey and code those questions. If one has some intuition as to which questions should be

considered for removal, this is a way to systematically confirm that. It would also be

possible to draw a random sample of documents to be coded.

Coding the documents was challenging when the documents themselves were not

explicit about the SDR variables used in their analysis. We erred on the side of caution and

coded more generally when we encountered such documents. For example, “family-

related variables” were mentioned in Moguérou (2002). It is unclear what “family-related

variables” encompasses, and the only family-related variable mentioned was “number of
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children.” To err on the side of caution, marital status was coded as used as well. This

meant that the overall SDR question usage could be an overestimation.

With these caveats in mind, our proposed method can also be used to inform a modular

design, which is a survey design that splits up a survey into several modules to be administered

at different times to the same respondents. A modular design might use information about use,

utility, and burden to plan which set of questions to include in each module. The literature on

an optimum design for modular surveys (e.g., the number of modules and the number of

questions in a module) is still developing (e.g., West et al. 2015; Toepoel and Lugtig 2018;

Andreadis and Kartsounidou 2020; Peytchev et al. 2020). Using our approach, which has the

advantage of generalizability across surveys and easy interpretability, as an input to the

process of designing modules would be one productive avenue for research. Statistical

considerations aside, one can envision a modular design where the questions are split into

modules based on their importance and usage (e.g., most well-used or highly-cited items in the

first module). Or perhaps, the most burdensome items could be split across modules so that

they appear earlier in each module when respondents are less fatigued.

Further research on this topic could include a more robust method of measuring burden.

Timing and break-offs are imperfect measures of burden, and burden could encompass many

other things such as respondent effort, discomfort, and stress (Bradburn 1978). Incorporating

these other measures of burden could paint a different picture of what questions are burdensome.

Furthermore, we did not account for possible differences between new panel members and

existing panel members. It is possible that new panel members might find the questions more

burdensome compared to existing panel members, and therefore the strategies to reduce burden

will have to be tailored based on different segments of the sample. Besides that, further research

could also include methods for assigning differential weights to uses of variables. For our

analysis, we relied on simple counts of how often variables were used. We could, for example,

assign higher weights to the usage of a variable in the SDR survey for Congressionally-

mandated reports. Since Congressionally-mandated variables are included in federally-

sponsored surveys, it is unlikely that these variables can be removed. Future work could also

assign greater weight to variables that are used in more recent publications to account for the

changing needs of data users.

5. Appendix

5.1. Burden Associated with Unused Questions

Item Question topic Avg. time (sec) Break-off (%)

A29.1 Most important reason for
working in an area
outside the field of
your first U.S. doctoral
degree

14.1 0.1

A29.2 Second most important reason
for working in an
area outside the field
of your first U.S.
doctoral degree

9.7 0.2
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5.1. Continued.

Item Question topic Avg. time (sec) Break-off (%)

A33.2 No. of people supervised
indirectly

18.2 0

A40A Year retired 13.2 0
C01 Attend any work-related training 11.7 1.0
C02.1 *Reasons for training: Improve

skill/knowledge
3.4 0.9

C02.2 *Reasons for training: Increase
opportunities

3.4 0.9

C02.3 *Reasons for training: Licensure/certification 3.4 0.9
C02.4 *Reasons for training: Change

to a different field
3.4 0.9

C02.5 *Reasons for training: Expected
by employer

3.4 0.9

C02.6 *Reasons for training: Other 3.4 0.9
C02.7 *Reasons for training: Personal

interest
3.4 0.9

C03 Most important reason for
taking training

9.5 0.2

D06.1 *Reasons for most recent
degree: Further education before
career

3.4 0

D06.2 *Reasons for most recent
degree: Prepare for graduate
school

3.4 0

D06.3 *Reasons for most recent
degree: Change field

3.4 0

D06.4 *Reasons for most recent
degree: Gain skills

3.4 0

D06.5 *Reasons for most recent
degree: Licensure/certification

3.4 0

D06.6 *Reasons for most recent
degree: Promotion/salary

3.4 0

D06.7 *Reasons for most recent
degree: Required by employer

3.4 0

D06.8 *Reasons for most recent
degree: Personal interest

3.4 0

D06.9 *Reasons for most recent
degree: Other

3.4 0

D07 Enrolled in a college/taking
courses on the week
of Feb 1, 2019

5.6 0.3

D08 Enrolled full-time/part-time/not enrolled but
taking courses

6.8 0

D11.1 *Reasons for taking course:
Further education before career

3.3 0

D11.2 *Reasons for taking course:
Prepare for graduate school

3.3 0

D11.3 *Reasons for taking course:
Change field

3.3 0
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5.1. Continued.

Item Question topic Avg. time (sec) Break-off (%)

D11.4 *Reasons for taking course:
Gain skills

3.3 0

D11.5 *Reasons for taking course:
Licensure/certification

3.3 0

D11.6 *Reasons for taking course:
Promotion/salary

3.3 0

D11.8 *Reasons for taking course:
Personal interest

3.3 0

D11.9 *Reasons for taking course:
Other

3.3 0

D12 School-related costs paid for
by an employer

7.0 0

E03.3 Partner’s duties on job
require technical expertise of
a bachelor’s degree and
above

4.4 0.4

E14 Earliest age of difficulty 16.8 0.2

* these were displayed on the same page, and therefore share the same break-off rate; the time on these pages is

averaged across the number of items
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5.2. Overview of Usage and the Average Citation Ratios for all the Items
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Tillé, Yves, University of Neuchâtel, Neuchâtel, Switzerland

Tongur, Can, Statistics Sweden, Solna, Sweden

Tuoto, Tiziana, Italian National Institute of Statistics, Rome, Italy

Valliant, Richard, University of Michigan, Chevy Chase, Maryland, U.S.A.*

Van Berkel, Kees, Statistics Netherlands, Heerlen, the Netherlands

Journal of Official Statistics1256



Van der Laan, Jan, Statistics Netherlands, The Hague, the Netherlands

Van Riper, David, Minnesota Population Center, Minneapolis, Minnesota, U.S.A.

Von Auer, Ludwig, University of Trier, Trier, Germany*

Wakefield, Jon, University of Washington, Seattle, Washington, U.S.A.*

Westling, Sara, Statistics Sweden, Örebro, Sweden
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