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# Probing for Informal Work Activity 

Katharine G. Abraham ${ }^{1}$ and Ashley Amaya ${ }^{2}$


#### Abstract

The Current Population Survey (CPS) is the source of official US labor force statistics. The wording of the CPS employment questions may not always cue respondents to include informal work in their responses, especially when providing proxy reports about other household members. In a survey experiment conducted using a sample of Amazon Mechanical Turk respondents, additional probing identified a substantial amount of informal work activity not captured by the CPS employment questions, both among those with no employment and among those categorized as employed based on answers to the CPS questions. Among respondents providing a proxy report for another household member, the share identifying additional work was systematically greater among those receiving a detailed probe that offered examples of types of informal work than among those receiving a simpler global probe. Similar differences between the effects of the detailed and the global probe were observed when respondents answered for themselves only among those who had already reported multiple jobs. The findings suggest that additional probing could improve estimates of employment and multiple job holding in the CPS and other household surveys, but that the nature of the probe is likely to be important.


## 1. Introduction

Information on employment and hours of work is critical to policy makers and other decision makers for assessing the state of the labor market and the economy more broadly. In the United States, much of this information comes from the Current Population Survey (CPS), a monthly survey of approximately 60,000 households carried out by the U.S. Census Bureau on behalf of the Bureau of Labor Statistics (BLS). In the CPS, an individual is considered to be employed if he or she "did any work at all for pay or profit during the survey reference week. This includes all part-time and temporary work, as well as regular full-time, year-round employment" (Bureau of Labor Statistics, undated).

One potential concern about the CPS data is that the wording of the survey's employment questions may not adequately cue respondents to report work activity outside of a conventional job or business. The CPS employment questions are asked for each household member age 16 and older. The initial employment question asks whether the household member did any work during the survey reference week for 'pay' (or, if

[^0]applicable, for 'pay or profit'). Later questions in the sequence ask about having more than one 'job'(or, if applicable, more than one 'job or business'). The "pay or profit" and "job or business" formulations are used in cases in which the CPS respondent has indicated that someone in the household has a business. It is not clear, however, that respondents necessarily will think of money earned through informal work activity as either 'pay' or 'profit' or consider such activity to be a 'job' or 'business.' The consequence may be that the reporting of informal work activity is incomplete.

The use of proxy respondents is a second potential challenge to accurate reporting. Although CPS interviewers attempt to collect employment information from each household member age 16 years or older, time and availability constraints often lead to the use of a proxy reporter, a household member who answers the survey questions on behalf of other household members. Responses for roughly half of CPS sample persons are collected from proxy reporters (U.S. Census Bureau 2006). Even if the respondent understands that all work to earn money should be reported, irregular or casual work performed by other household members may be less salient to the proxy respondent than similar work performed by the respondent herself and thus less likely to be reported. In some cases, the respondent simply may not know about informal work performed during the survey reference period by other household members.

This article seeks to understand the nature of potential biases in the reporting of work activity in the CPS and similar surveys. Our first research question can be stated:

1) Is there informal work for pay or profit done during the survey reference week that is not captured by the standard Current Population Survey (CPS) employment questions?

To answer this research question, we examine whether asking questions focused specifically on informal work as a follow-up to the standard CPS employment questions identifies additional work activity. We also are interested in whether different ways of asking such added questions are more or less effective and in whether this varies according to whether a respondent is reporting for themselves versus another household member or, in the latter case, according to the relationship of the respondent to the other household member:
2) Does the way in which questions that probe for informal work are asked affect the number of additional jobs identified?
3) Does the relative effectiveness of different ways of probing for informal work vary by whether the survey respondent is answering for herself (self-report) or for another household member (proxy report)? If answering for another household member, does the relative effectiveness of different ways of probing vary by the closeness of the survey respondent to the other household member?

Finally, we are interested in the potential effects of under-reporting of informal work during the survey reference week on key labor force measures:
4) How does any under-reporting of informal work in answering the standard CPS questions affect estimates of the employment rate (the share of the sample that is categorized as employed) and the multiple job holding rate (the share of employed persons in the sample who hold more than one job)?

## 2. Background

To understand how question wording might affect reports of work activity, we must first identify how respondents formulate responses. The most common model of the response process suggests four steps: (1) understanding the question, (2) recall, (3) inference and estimation, and (4) mapping the answer onto the response format and editing the response (Sudman et al. 1996; Tourangeau et al. 2000). We limit our discussion to the first two of these steps because they are the most relevant to our research questions and experimental conditions.

Before a respondent can provide a response to a survey question, she must first understand what information is being requested. Even questions that appear to be clear can be interpreted in different ways. For example, in one study, respondents were asked: "Have you smoked at least 100 cigarettes in your entire life?" Respondents disagreed on whether to include puffs where they did not inhale, whether to count cigarettes they had only partially smoked, and what constituted a cigarette (Schober et al. 2018). This sort of disconnect is due, in part, to the difference between literal interpretation and pragmatic interpretation. Individuals want to be responsive to what they think the researcher wants to know (pragmatic interpretation), regardless of exactly what was asked (literal interpretation) (Schwarz 1999). A respondent answering the CPS employment questions might decide that informal or irregular work activity that occurred during the survey reference week is not part of what the interviewer is asking about. For example, someone who performed as a magician at weekend children's parties or maintained a blog that generated ad revenue might think of this activity as a 'hobby' and not as 'work', and fail to report it when asked the standard CPS questions. While any misconstruing of a question on the part of a respondent is problematic for achieving accurate estimates, there is no reason to think that the severity of this problem should differ between self and proxy reports. In either case, a probe asking specifically about informal work may change the respondent's understanding of what they should be reporting and thus uncover previously unreported work activity.

In the second step of the response process, the respondent must recall information relevant to formulating a response. They will use cues such as 'work', 'pay or profit', 'job or business,' and the reference week from the question wording and survey context to search their memory. Poor cues will increase the chance of retrieval failure (Tourangeau 2000). Because richer information is stored about the self than about others (Kuiper and Rogers 1979), strong cues may be especially important for proxy reporting. To the extent that individuals store more information about events that involve them directly, even a weak cue may spur retrieval of a given event, whereas stronger cues may be required to activate the retrieval of information about other individuals' activities. In the context of collecting information about informal work activity, we would expect a question that provides specific examples of the types of work that may have been performed (e.g., doing yard work or driving for a ridesharing service) to activate a respondent's memory more successfully than a question that asks in more general terms about informal work activity. We would expect this to be more the case for proxy reports than for self-reports and, among proxy reports, perhaps more so for individuals with whom the respondent has weaker ties (e.g., a roommate or other unrelated household member) as opposed to those with whom the respondent has stronger ties (e.g., a spouse).

The use of dispositional knowledge also may lead to failure in the recall process. Individuals may have two distinct types of knowledge about others: situational and dispositional (Schwarz and Wellens 1997). Situational knowledge includes details about specific events whereas dispositional knowledge is information that can be inferred about an individual based on her typical behavior. In a study of consumer expenditures, for example, respondents used a combination of situational and dispositional knowledge to report their own spending behavior but relied primarily on dispositional knowledge when reporting on behalf of their spouse (Dashen 2000). When individuals use dispositional knowledge to answer questions about employment, they may be less likely to report sporadic or casual work activity because it is not a 'usual' behavior (Sudman et al. 1996; Schwarz and Wellens 1997). This reasoning suggests that, to the extent that probing encourages the respondent to tap into situational knowledge, it may be differentially effective for uncovering added informal work among proxy reports compared to self-reports.

Individuals also may fail to retrieve the necessary information if it was not encoded in the first place. While this should be relatively rare for self-reports of employment, it could be more of an issue for proxy reporting. If another household member did work during the reference week but did not tell the respondent, the respondent would not know to report it. More generally, it may be difficult for a proxy respondent to estimate the extent of another household member's participation in an irregular behavior over a particular interval of time (Phillips et al. 2006). The closeness of proxy reporters to the subject of their reporting has been found to be correlated with the accuracy of the proxy report, perhaps because individuals who are closer to one another are more likely to share information about their activities (Bower and Gilligan 1979; Phillips et al. 2006). As an example, Kojetin and Miller (1993) found stronger agreement between spouses' reports about their partners' spending and the partners' own reports than between parents' reports about their children's spending and the children's own reports. In general, making spending decisions jointly with another household member, discussing spending with the other household member, or observing items that the other household member may have purchased all contributed to stronger agreement between reports made by the proxy respondent and those made by the person doing the spending. If lack of encoding is problematic in the context of reporting about work activity, we might expect the effects of probing to differ depending on the relationship between the respondent and the person about whom she is reporting. In this case, probing could be more effective when used to elicit information about individuals, such as a spouse who are closer to the respondent, since the information is more likely to have been encoded in the first place, and less effective when used to elicit information about other household members.

Three primary methods have been tested to improve accuracy of reports about behavior. First, definitions have been used to clarify questions, thus improving comprehension. In an experiment described by Fowler (1992), definitions intended to ensure that respondents' interpretations of a set of questions related to health behaviors were consistent with the researcher's intent were provided to half of the participants but not to the others. While no information was collected on respondent interpretation, the distribution of responses differed significantly between the two conditions. Inclusion of definitions or instructions can be more important in complex situations. For example, in one experiment, subjects asked a series of questions about employment status, housing, and household purchases
based on complex fictional scenarios answered accurately about $87 \%$ of the time when interviewers had the flexibility to clarify definitions, but just $28 \%$ of the time when no definitions were provided. Answers to the same questions based on simpler scenarios were accurate $97 \%$ or more of the time regardless of whether the interviewer had the opportunity to provide clarification (Schober and Conrad 1997).

Second, adding examples to questions offers additional cues that the respondent may be able to use to recall more complete information. The choice of examples provided may affect the responses that are given. In a study of food consumption, Tourangeau et al. (2014) varied the examples for different food categories by the frequency of consumption (e.g., bread versus barley for grains) and by whether the item would be considered a typical example (e.g., milk versus sour cream for dairy). Overall, individuals reported more consumption when any examples were provided. Further, when asked to list what they ate, they were more likely to mention consumption of the example items. This suggests that individuals retrieve enough information to make a judgement but do not try to recall everything.

Finally, and perhaps most relevant for this study, researchers have tested the use of decomposed questions to offer additional cues and enhance recall. Menon (1997) conducted a diary experiment in which individuals were asked either open-ended questions about the number of times they had done each of six behaviors or a set of questions that explicitly cued the respondent to think about the different circumstances under which each of the same things might have been done. The second, decomposed condition improved the accuracy of recall for the three irregular behaviors studied (making unplanned stops to talk to friends, snacking, and drinking from a water fountain), but not for the regular behaviors (washing hair, having dinner, and attending class).

Other research has identified circumstances under which decomposed questions may perform less well. In a survey experiment reported by Belli et al. (2000), respondents either were asked a simple question about the total number of local or long-distance phone calls they had made during a specified period or were asked decomposed questions about the same behavior that cued the respondent to think separately about calls at different times or to different destinations. Subjects who received the decomposed question had a greater tendency to over-report the number of phone calls they had made than subjects who received the simple question. Members of the study population in the Belli et al. (2000) study made a sufficiently large number of phone calls that they most likely used an estimation strategy to formulate their answers rather than enumerating each call individually (Blair and Burton 1987). We would expect respondents reporting on informal work activities during the prior week to enumerate rather than estimate, meaning that the findings reported by Menon (1997) are likely to be more applicable to our context than the findings reported by Belli et al. (2000).

Additional research has suggested that probing or decomposed questions also may result in overreporting due to forward telescoping, that is, the inclusion of activities that in fact had occurred prior to the specified reference period (Sudman and Bradburn 1973). Forward telescoping is more likely to occur when events are highly salient. Events that are less salient are more likely to suffer from backward telescoping, that is, the exclusion of events that occurred within the reference period because individuals think they occurred longer ago. To the extent that work identified through the additional questions is work that is less salient, the results will be more likely to suffer from backward than forward
telescoping, trending the additional work identified toward zero (Brown et al. 1985). Moreover, telescoping (of any kind) is more likely to occur the further back the period for which the respondent is asked to recall (Martin 2006). Given that our survey asks about events that occurred over the most recent calendar week, we would not expect telescoping to be a large problem in our context. On balance, the existing literature leads us to expect that adding questions to the CPS questionnaire to identify previously unreported work should improve the accuracy of the information collected.

The material importance of any potential underreporting of informal work activity for our understanding of the labor market will depend in part on the prevalence of such activity in the CPS target population. This is something that several recent surveys have attempted to measure. Robles and McGee (2016) analyzed data from the Enterprising and Informal Work Activities (EIWA) survey fielded by the Federal Reserve Board in October and November of 2015. In their sample, during the six months prior to the survey, $36 \%$ of the adult population participated in informal work that involved either selling or renting property or providing services. The estimate from the 2016 Survey of Household Economics and Decision making (SHED), which included similar questions, is that $28 \%$ of adults earned money from informal work outside of a main job during the month prior to the survey (Board of Governors of the Federal Reserve System 2017). The two waves of the Survey of Informal Work Participation (SIWP) carried out during 2015 asked whether respondents were "currently engaged" in informal paid activity or side jobs, exclusive of selling property, renting property or responding to surveys (Bracha and Burke 2019). This was the case for $21 \%$ of adults age 21 and older categorized as employed, $25 \%$ of those categorized as unemployed, and $12 \%$ of those categorized as out of the labor force based on the CPS employment questions. An important caveat is that all three of these estimates are based on online panel surveys. One might be concerned that engagement in other sorts of informal work is higher among those willing to participate in an online panel than among the general population. While perhaps the case, at least in the SHED, even after excluding all informal work done by anyone who reported any online work, the estimated prevalence of informal work activity remained substantial (Abraham and Houseman 2018).

Existing research provides some insights regarding the set of questions about the measurement of informal work that motivate our research. In a study based on data collected during the early 1990s, Martin and Polivka (1995) explored the effect of probing for informal work activity on measured employment rates. In one portion of their study, household survey respondents were asked questions very similar to the current CPS employment sequence. Then, in cases in which there was at least one adult member of the respondent's household with no reported employment, a question about informal work activity was asked regarding the first such person listed on the household roster. Additional work activity identified through this probing raised the estimated employment rate by 2.3 percentage points, with proportionally larger effects for household members under age 20 and age 65 and older. Martin and Polivka did not attempt to learn about underreporting of informal work as a secondary work activity (i.e., about multiple job holding) or about differences in the effects of probing for self versus proxy reporters, nor did they experiment with alternative wordings for their probe.

More recently, analyzing data from the two waves of the SIWP fielded in 2015, Bracha and Burke (2019) estimated that accounting for informal work activity identified through
probing would raise the overall employment rate by 4.5 percentage points above that estimated based on responses to the CPS employment questions and raise the multiple job holding rate by more than 11 percentage points. In contrast to Martin and Polivka (1995), Bracha and Burke asked first about informal work and then administered the CPS employment questions. This question ordering could have affected the responses to the CPS questions and thus their conclusions. The wording of their question about informal work - which asks whether a respondent is "currently engaged" in such work rather than about whether the respondent did any such work during the survey reference period - is also potentially problematic. Bracha and Burke (2019) do not provide evidence on possible differences in the reporting behavior of self-reporters versus proxy reporters, nor was their study designed to learn about the effectiveness of different ways of asking about respondents' participation in informal work.

Another relevant study is Katz and Krueger (2019a), which reported on a 2015 survey of respondents recruited via the Mechanical Turk website, Amazon's crowdsourcing platform, that was designed primarily to learn whether people answering the CPS employment questions under-report multiple job holding. They first asked the CPS employment questions and then asked "Did you work on any gigs, HITS or other small paid jobs last week that you did not include in your answer to the previous question?" Taking the additional small jobs mentioned by respondents into account raised the share of workers in the Katz and Krueger sample who were multiple job holders from $39 \%$ to $77 \%$. Similar to the other studies we have discussed, the Katz and Krueger study was not designed to shed light on possible differences between the reporting behavior of selfreporters versus proxy reporters nor to assess the relative effectiveness of different ways of probing to learn about informal work activity.

Finally, in a novel analysis, Allard and Polivka (2018) used data from the American Time Use Survey (ATUS) to gauge the effects of accounting for informal work on the employment and multiple job holding rates. The ATUS, which uses the CPS as a sampling frame, includes CPS-style questions about individuals' labor force status and also collects information on each respondent's allocation of time during one 24 -hour period. Allard and Polivka focused on time devoted to labor-intensive income-generating activities such as hobbies, crafts, food, performances or services that are not part of a job or business. They estimated that, in the ATUS over the 2012-2016 period, accounting for such activities would have raised the employment rate by between $0.4 \%$ and $3.0 \%$ and raised the multiple job-holding rate by between $3.0 \%$ and $20.7 \%$. In both cases, the range reflects uncertainty about the extent to which average daily participation in such activities reflects the same people engaging in the activity on multiple days as opposed to different people engaging in the activity on different days. These estimates suggest that the standard CPS questions miss relatively little informal work activity, but depend both on the definition of incomegenerating activities adopted and, perhaps more importantly, on the ATUS doing a good job of capturing time devoted to those activities.

## 3. Methods

To answer our research questions, we use data from the 2016 Joint Program in Survey Methodology (JPSM) practicum project. For this project, a task visible only to US
residents was posted to the Mechanical Turk website, asking for individuals to complete a survey about employment referred to in the posting as the Current Employment Survey. Individuals who clicked on the task were told that they would receive USD 2.50 for completion of a survey about the employment status of themselves and other household members. A total of 4,991 people completed the survey on August 16 and 17, 2016, taking an average of 13.55 minutes to answer the questions asked. Given the non-probabilistic nature of the survey, response rates were not calculated. We excluded 52 cases due to item non response, and analysis was conducted on the remaining 4,939 completed interviews.

The first section of the survey collected information on the characteristics of all members of a respondent's household. It included questions concerning age, sex, education, race and ethnicity, marital status and relationship to the household respondent (opposite sex spouse, opposite sex unmarried partner, same-sex spouse, same-sex unmarried partner, child, grandchild, parent, brother/sister, other relative, foster child, housemate/roommate, roomer/boarder or other non-relative). The second section of the survey asked questions to identify each household member's employment status; for those who were employed, whether they held more than one job; and, as applicable, the hours worked on the main and other jobs. With the exception of some experimental questions concerning sexual orientation and gender identity, all of the questions about household members' characteristics and work activity were taken directly from the CPS questionnaire. The use of the CPS employment questions on the JPSM practicum survey means that the responses can be used to construct CPS-like measures of both employment and multiple job holding during the survey reference week ("last week," defined as the most recent completed week beginning on a Sunday and ending on a Saturday).

For the respondent (in single adult households) or for one randomly-selected member of the household (in multiple adult households), the CPS employment questions were followed by additional questions probing for activity to earn money outside of a regular job. This is the sample of people on which the analysis reported here is based. As can be seen in Table 1, the analysis subjects are younger and considerably more educated than the population as a whole.

The specific questions asked about informal work activity were varied experimentally. In one treatment condition, randomly assigned to half the cases, respondents were asked a global yes/no question about whether any such activity had occurred during the survey reference week (the global question). If no work activity had been reported for the subject household member in response to the standard CPS questions, the global question was:

Sometimes people who don't have a job do other things to earn money. Did [you/[NAME]] do other things to earn money last week?

For those with work activity reported in answer to the CPS questions, the global question was:

Sometimes, in addition to working at a job [or business] where there is a definite arrangement for regular work on a continuing basis, people do other things to earn money. Outside of a job [or business], did [you/[NAME]] do other things to earn money last week?

Table 1. Characteristics of Analysis Sample versus American Community Survey Estimates (Percent Distributions).

|  | Other <br> household <br> members |  |  |
| :--- | :---: | :---: | :---: |
| Respondent | ACS <br> $(2016)^{3}$ |  |  |
| Age |  |  |  |
| $18-24 / 16-24^{1}$ | 11.7 | 18.7 | 12.8 |
| $25-34$ | 45.8 | 31.7 | 17.7 |
| $35-44$ | 23.9 | 17.5 | 16.6 |
| $45-54$ | 11.1 | 14.1 | 17.7 |
| $55-64$ | 5.7 | 11.4 | 16.4 |
| 65 and over | 1.7 | 6.6 | 18.9 |
| Female 2 | 50.6 | 47.3 | 51.4 |
| Education |  |  |  |
| Less than high school | 0.3 | 6.7 | 12.6 |
| High school | 8.7 | 21.3 | 27.7 |
| Some college or associate degree | 36.2 | 33.6 | 31.0 |
| Bachelors degree or higher | 54.7 | 38.3 | 28.7 |
| Race/ethnicity | 7.3 |  |  |
| Hispanic | 73.8 | 70.7 | 16.0 |
| Non-hispanic white | 7.0 | 6.9 | 65.5 |
| Non-hispanic african american | 8.0 | 8.9 | 12.3 |
| Non-hispanic other race | 3.9 | 4.8 |  |
| Non-hispanic multiracial | 2,704 | 2.6 | 1.5 |
| Sample size | 235 | - |  |

${ }^{1}$ All survey respondents were age 18 or older, but respondents were asked to report for other household members age 16 and older. The survey sample includes $\mathrm{N}=93$ other household members age 16 or 17. The ACS numbers show the age distribution of the population age 18 and older.
${ }^{2}$ The survey sample includes $\mathrm{N}=22$ respondents and $\mathrm{N}=19$ other household members reported as transgender or not identifying as either male or female, or for whom no report on gender identity was provided. They are included in the denominator when calculating the percent female in our sample.
${ }^{3}$ All sample distributions are significantly different from the corresponding ACS distributions at $p<0.001$.

In these questions, as applicable, the text filled based on the person selected (e.g., if the respondent is answering about another household member, NAME refers to that person's name) and whether or not the respondent had reported work by the individual in a family business.

In the second treatment condition, survey respondents were asked essentially the same question, but with potential informal work activity decomposed into seven different categories (the detailed question). The seven categories of work activity outside of a regular job that a respondent might report were (1) provided services to other people, (2) provided services to a self-employed individual or business, (3) performed as an actor, musician or entertainer, (4) drove for a ridesharing service, (5) assisted with medical, marketing, or other research, (6) posted videos, blog posts, or other content online, or (7) did other informal work or side job. Examples were provided for all but the 'other' category.

For anyone categorized as CPS employed for whom informal work was reported, the respondent was asked to indicate whether the informal work mentioned in response to additional probing had been included in the CPS job count. Both among those who
received the global probe and among those who received the detailed probe, only about half of the informal work mentioned when we probed had been included when answering the CPS employment questions. Respondents also were asked to report the number of hours devoted to the informal work reported in response to the probing question. Appendix A (Supplental material) provides information on the age, sex, education, race, and ethnicity of self-reports and proxy reports by assignment to the global versus the detailed question treatment. The question treatment groups are well balanced with respect to these characteristics. The only statistically significant differences between the characteristics of the global and detailed question treatment groups are among other household members, with those assigned the global question somewhat less likely than those assigned the detailed question to have some college or an Associate degree ( $30.6 \%$ versus $36.7 \%$ ) and somewhat more likely to have a Bachelors degree or higher ( $40.5 \%$ versus $36.1 \%$ ).

To answer our first research question - whether there is informal work for pay or profit done during the survey reference week that the CPS employment questions do not capture-we look at the proportion of individuals for whom additional probing identified work that was not included in the answers to the CPS questions. We use a one-tailed one sample $t$-test to determine whether this proportion is significantly greater than zero.

To address our second research question on whether the method used to probe for informal work affects the answers obtained, we compare the share of people for whom additional work is identified by the global versus the detailed question. We use a two-tailed two-sample $t$-test to determine whether the two probes-the global question and the detailed question-elicit different amounts of additional work activity. To address our third research question, we carry out these same comparisons separately for respondents reporting for themselves (self-reports) versus respondents reporting for other household members (proxy reports) and then, within the latter group, separately for respondents reporting about a spouse or unmarried partner (which we will refer to simply as a spouse) versus respondents reporting about another household member.

We are most interested in the effects that probing for informal work activity has on the estimated employment rate (the percent of people in the sample who were employed) and the multiple job holding rate (the percent of employed persons with two or more jobs). Additional work activity identified among those initially classified as not employed could raise the employment rate; additional work activity identified among those with a single CPS job could raise the multiple job holding rate. In principle, the identification of multiple jobs for someone initially classified as not employed also could raise the multiple job holding rate. For the purpose of comparing the effects of the detailed and global questions on the multiple job holding rate, however, we do not want to allow for an outcome that is possible for those receiving the detailed question but not for those receiving the global question. In contrast to the detailed question, the global question allows us to determine only that an individual had done some work that was not initially reported, not whether they had more than one unreported job.

We look first at how asking one or the other of the probing questions (either the global question or the detailed question) affects the statistics of interest (the employment rate and the multiple job holding rate). We use one-tailed paired $t$-tests to determine whether these effects pass the threshold of statistical significance. The differences in the effects of interest then are compared across the two treatments-the detailed question treatment
versus the global question treatment-using a two-tailed two-sample $t$-test. These analyses related to our final research question are carried out first for the full sample and then separately by household member status (self-report or proxy report), with the latter also broken out according to whether the report is for a spouse or other household member.

All analyses are unweighted. The implications of the sample design and lack of weights are considered in the concluding discussion.

## 4. Results

Our first research question asks whether individuals engage in informal work during the reference week that is not captured by the standard CPS employment questions. We begin by looking at the patterns of employment for the sample as a whole. As shown in Table 2, based on their employment status as determined using the responses to the standard CPS questions, $16.6 \%$ of sample members are categorized as not employed, $63.6 \%$ as employed with one job, and $19.8 \%$ as employed with more than one job. By comparison, in CPS data for August 2016, $38.7 \%$ of individuals 18 and older were not employed, $58.3 \%$ were employed with one job, and $3.0 \%$ were employed with two or more jobs.

When respondents are prompted with follow-up questions about work activity outside of a regular job, additional work not reflected in the answers to the standard CPS employment questions is reported for $21.9 \%$ of the sample. Additional work is identified for members of all three employment-status groups-among those the CPS questions identified as not employed, as employed with a single job, and as employed with two or more jobs.

Because our sample was recruited through Amazon's Mechanical Turk, we know that all of our respondents have been involved in gig work at least to some extent. This means that the incidence of additional work we uncovered by probing likely is higher than in the general population. We do not have good information on the types of informal work done by those who received the global probe, but we do have that information for those who received the detailed probe. About a third of those receiving the detailed probe who did any added informal work reported work in the research category, which is where

Table 2. Additional Work Activity Identified by Probing, Full Sample.

|  | Sample <br> size | Employment <br> status based on <br> CPS questions, <br> percent of <br> full sample | Additional work <br> activity identified <br> by probing, <br> percent of <br> full sample | Additional work <br> activity identified <br> by probing, <br> percent of row <br> category |
| :--- | :---: | :---: | :---: | :---: |
| Total <br> CPS not <br> employed | 4,939 | 100.0 | 21.9 | 21.9 |
| CPS employed, <br> 1 job | 8,142 | 63.6 | 3.9 | 23.5 |
| CPS employed, <br> 2 plus jobs | 977 | 19.8 | 14.8 | 23.3 |

${ }^{1}$ All reported values for percent in full sample with additional work activity identified by probing significantly different from zero at $p<0.001$.

Mechanical Turk activities should be listed. Looking across the remaining categories, among those receiving the detailed probe for whom we identified added work, $17 \%$ performed services for others, $12 \%$ performed services for a business or self-employed person, $7 \%$ earned money by posting content online, $3 \%$ drove for a ride-sharing service, $3 \%$ performed as an entertainer, and $31 \%$ did other types of informal work not captured in the more specific categories. These numbers add up to slightly more than 100 percent because there were some people who reported more than one type of added work.

As a sensitivity check, using the portion of our sample that received the detailed probe, we reran the tabulations reported in Table 2 excluding all additional informal research work. Without this exclusion, $25.8 \%$ of those receiving the detailed probe reported additional work activity; excluding research work, this share was smaller but remained substantial at $19.7 \%$. As shown in Appendix Table B1 (Supplemental material), even with research work excluded, probing identified substantial added work activity in all three employment status groups as determined based on the answers to the CPS employment questions.

Another natural question to ask about the added work activity identified through probing is whether it involved more than a minimal amount of individuals' time. We collected information on hours for informal work identified through probing both for those receiving the global probe and for those receiving the detailed probe. Among those responding to the global probe, after asking the hours question, we then asked whether any reported informal work activity had been included when answering the CPS employment questions. Some subjects receiving the global probe could have done more than one type of informal work during the survey reference week; if the answer to the question was no, we assume that none of it had been reported. For those responding to the detailed probe, we asked separately about hours and their inclusion in answering the CPS employment questions for each type of reported informal activity. As a check on whether our conclusions would have been different had we excluded informal work activity identified through probing that involved only a minimal amount of time, we recomputed the numbers reported in Table 2 but counting added informal work only for those with at least four hours of such work identified through probing. As can be seen in Appendix Table C1 (Supplemental material), the share of respondents with added work is about 40 percent lower - $13.0 \%$ rather than $21.9 \%$ - but the general trends in the estimates are otherwise unaffected.

Among the full set of people reporting additional work during the survey reference week after probing, including those with very low hours, some $17.6 \%$ said that they spent an estimated 15 or more hours on that additional activity ( $15.2 \%$ for those receiving the global probe and $19.3 \%$ for those receiving the detailed probe). Added work activity during the reference week identified through probing occupied an average of 8.2 hours during the survey reference week ( 7.0 hours for those receiving the global probe and 9.1 hours for those receiving the detailed probe), roughly equivalent to a full normal work day. Those with no CPS employment for whom unreported work activity was identified by probing are somewhat more likely than those with one or more CPS jobs to have spent 15 or more hours on that activity during the reference week ( $24.7 \%$ versus $16.0 \%$ overall, $17.1 \%$ versus $14.9 \%$ for those the receiving the global probe, and $29.2 \%$ versus $16.9 \%$ for those receiving the detailed probe). Among those for whom added work activity was
identified, the group with no CPS employment also spent more hours than those with one or more CPS jobs ( 9.9 versus 7.9 hours overall, attributable entirely to the difference of 11.8 versus 8.5 hours for those receiving the detailed probe).

Our second research question asks whether the form of the follow-up question about informal work affects the number of people for whom additional work activity is identified. The first two rows of Table 3 report estimates of the distribution of the sample by CPS employment status and the distribution of additional employment identified by probing across the three employment status groups. Here, these estimates are shown separately for the cases receiving the global prompt and those receiving the detailed prompt. As anticipated given that the assignment to the global versus the detailed probe was random, the shares of the sample cases in each of the three CPS employment status groups do not differ significantly between the two treatments. The share of cases for which added employment was identified through probing, however, is significantly greater under the detailed question treatment than under the global question treatment ( $25.8 \%$ versus $18.0 \%$, a statistically significant difference of 7.8 percentage points). This overall difference is spread across individuals with no CPS employment, one CPS job, and more than one CPS job; in each of the three groups, the detailed question identifies significantly more added employment than does the global question.

The third research question we posed was whether the effects of prompts to uncover work activity outside of a regular job differ depending on whether they apply to the individual herself (self-report) or to another household member (proxy report) and, in the latter case, whether the effects differ according to the relationship between the respondent and the other household member. The next two panels of Table 3 report estimates separately for the self-report and proxy report cases in our sample. The prevalence of work activity reported in response to the CPS questions is much higher for the people for whom we obtained self-reports than for the people for whom we obtained proxy reports. Those in the self-report group are much less likely to have no CPS employment, equally likely to have a single CPS job, and much more likely to have two or more CPS jobs. Consistent with the random assignment of respondents to treatments, within each of these two groups (self-reports and proxy reports), there are no significant differences in the prevalence of work activity elicited by the standard CPS questions between those receiving the global prompt and those receiving the detailed prompt.

The self-report cases in our sample differ from those for whom we have proxy reports not only in their level of work activity as captured by the CPS questions but potentially also with respect to the prevalence and nature of any work activity not captured by those questions. Differences in the amount of additional work activity identified by prompting for the self-report cases versus the proxy report cases could be due to differences in how people report about themselves as compared to how they report about others. They also could be due, however, to real differences in the labor force activity of the self-reports versus the proxy reports. Given that respondents were assigned randomly to be asked the detailed question versus the global question, however, we can attribute differences across question treatments within either the self-report or the proxy report group to the type of probe each treatment group received.

Asking the detailed question rather than the global question raises the share of proxy report cases for which additional work activity is identified by 10.2 percentage points,
Table 3. Additional Work Activity Identified by Probing, Global versus Detailed Probe.

|  | Sample <br> size | Employment status based on CPS questions (percent of sample) |  |  |  | Additional work activity identified by probing (percent of sample) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Total | Not employed | 1 Job | $2+$ Jobs | Total | CPS, Not employed | CPS, <br> 1 Job | $\begin{gathered} \text { CPS, } \\ 2+\text { Jobs } \end{gathered}$ |
| Full sample |  |  |  |  |  |  |  |  |  |
| Global prompt | 2,492 | 100.0 | 16.6 | 63.5 | 19.9 | 18.0 | 2.9 | 13.3 | 1.8 |
| Detailed prompt | 2,447 | 100.0 | 16.6 | 63.8 | 19.7 | 25.8 | 4.9 | 16.4 | 4.5 |
| Detailed minus global ( $p$-value) | - | - | $\begin{aligned} & 0.0 \\ & (0.980) \end{aligned}$ | $0.3$ <br> (0.845) | $\begin{aligned} & -0.2 \\ & (0.828) \end{aligned}$ | $\begin{gathered} 7.8 \\ (<0.001) \end{gathered}$ | $\begin{gathered} 2.0 \\ (<0.001) \end{gathered}$ | $\begin{gathered} 3.0 \\ (<0.001) \end{gathered}$ | $\begin{gathered} 2.8 \\ (<0.001) \end{gathered}$ |
| Self reports |  |  |  |  |  |  |  |  |  |
| Global prompt | 1,364 | 100.0 | 5.4 | 64.4 | 30.3 | 27.9 | 2.3 | 22.7 | 3.0 |
| Detailed prompt | 1,340 | 100.0 | 5.3 | 64.6 | 30.2 | 33.7 | 3.4 | 23.4 | 6.9 |
| Detailed minus global ( $p$-value) | - | - | $\begin{aligned} & -0.1 \\ & (0.862) \end{aligned}$ | $\begin{aligned} & 0.2 \\ & (0.921) \end{aligned}$ | $\begin{aligned} & -0.1 \\ & (0.965) \end{aligned}$ | $\begin{aligned} & 5.7 \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 1.2 \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.7 \\ & (0.664) \end{aligned}$ | $\begin{gathered} 3.9 \\ (<0.001) \end{gathered}$ |
| Proxy reports |  |  |  |  |  |  |  |  |  |
| Global prompt | 1,128 | 100.0 | 30.2 | 62.4 | 7.4 | 6.0 | 3.7 | 2.0 | 0.3 |
| Detailed prompt | 1,107 | 100.0 | 30.3 | 62.8 | 7.0 | 16.3 | 6.7 | 7.9 | 1.7 |
| Detailed minus global ( $p$-value) | - | - | $\begin{aligned} & 0.0 \\ & (0.987) \end{aligned}$ | $\begin{aligned} & 0.4 \\ & (0.856) \end{aligned}$ | $\begin{aligned} & -0.4 \\ & (0.386) \end{aligned}$ | $\begin{gathered} 10.2 \\ (<0.001) \end{gathered}$ | $\begin{aligned} & 3.0 \\ & (0.002) \end{aligned}$ | $\begin{gathered} 5.8 \\ (<0.001) \end{gathered}$ | $\begin{aligned} & 1.5 \\ & (0.001) \end{aligned}$ |
| Spouse |  |  |  |  |  |  |  |  |  |
| Global prompt | 583 | 100.0 | 17.3 | 73.2 | 9.4 | 6.2 | 2.7 | 2.9 | 0.5 |
| Detailed prompt | 542 | 100.0 | 18.5 | 71.2 | 10.3 | 13.8 | 3.1 | 8.3 | 2.4 |
| Detailed minus global ( $p$-value) | - | - | $\begin{aligned} & 1.1 \\ & (0.623) \end{aligned}$ | $\begin{aligned} & -2.0 \\ & (0.449) \end{aligned}$ | $\begin{aligned} & 0.9 \\ & (0.614) \end{aligned}$ | $\begin{gathered} 7.7 \\ (<0.001) \end{gathered}$ | $\begin{aligned} & 0.4 \\ & (0.697) \end{aligned}$ | $\begin{gathered} 5.4 \\ (<0.001) \end{gathered}$ | $\begin{gathered} 1.9 \\ (<0.001) \end{gathered}$ |
| Other household member |  |  |  |  |  |  |  |  |  |
| Global prompt | 545 | 100.0 | 44.0 | 50.8 | 5.1 | 5.9 | 4.8 | 1.1 | 0.0 |
| Detailed prompt | 565 | 100.0 | 41.6 | 54.7 | 3.7 | 18.6 | 10.1 | 7.4 | 1.1 |
| Detailed minus global ( $p$-value) | - | - | $\begin{aligned} & -2.4 \\ & (0.411) \end{aligned}$ | $\begin{aligned} & 3.9 \\ & (0.198) \end{aligned}$ | $\begin{aligned} & -1.4 \\ & (0.250) \end{aligned}$ | $\begin{gathered} 12.7 \\ (<0.001) \end{gathered}$ | $\begin{aligned} & 5.3 \\ & (0.001) \end{aligned}$ | $\begin{gathered} 6.3 \\ (<0.001) \end{gathered}$ | $\begin{aligned} & 1.1 \\ & (0.014) \end{aligned}$ |

from $6.0 \%$ of cases with added work activity using the global prompt to $16.3 \%$ of cases using the detailed prompt. In contrast, the difference for the self-report cases is just 5.7 percentage points, with $27.9 \%$ reporting added work activity under the global prompt versus $33.7 \%$ under the detailed prompt. Putting these results somewhat differently, the number of proxy report cases with additional work identified by probing increases by $172 \%$ when the detailed question is asked instead of the global question, compared to an increase of just $21 \%$ for the self-report cases. Asking the detailed rather than the global question also has a larger effect on the number of hours devoted to additional work for proxy report cases for whom additional work is identified (11.1 hours versus 6.5 hours, a 4.6 hour difference) than for self-report cases with additional work ( 8.3 hours versus 7.1 hours, a 1.2 hour difference). Among the proxy reports, there are significant differences in the amount of additional work activity identified by the detailed prompt versus the global prompt for all three employment status groups - those without CPS employment, those with one CPS job, and those with more than one CPS job. Among the self-report cases, however, the only statistically significant difference arises for the subgroup who already had reported more than one job in response to the standard CPS questions.

The bottom two panels of Table 3 further break out how asking the global versus the detailed question affects the additional work activity reported when a proxy is answering for a spouse or unmarried partner (referred to for convenience as a spouse) versus some other household member. The rationale for making this comparison is that we expect a respondent generally to be closer to her spouse than to other household members and to communicate more with her spouse about daily activities. If this is correct, we might expect the amount of additional work activity identified by the global compared to the detailed questions be more similar when the proxy subject is a spouse than when the proxy subject is some other household member.

Among reports for spouses, the global and the detailed questions perform very similarly with respect to identifying previously unreported work activity for those with no CPS job, though a second or third job is more likely to be reported when the detailed question is asked. Among reports for other household members, the detailed question elicits significantly more reports of additional employment than the global question for all three CPS employment status groups (no CPS employment, one CPS job, or two or more CPS jobs). This is consistent with stronger cues being more important for activating respondents' memories or encouraging respondents to make use of situational knowledge when they are reporting for household members other than their spouse. Both for spouses and for other household members, among those with additional work identified, the detailed probe has a larger effect than the global probe on the number of hours reported ( 11.0 versus 6.1 hours for spouses and 11.2 versus 6.9 hours for other household members).

Because we have good information about the type of informal work performed only for respondents asked the detailed question, we cannot repeat this analysis with research work excluded. We have replicated the Table 3 tabulations excluding added work that involved less than four hours during the reference week. These results are shown in Appendix Table C2 (Supplemental material). As in our baseline results, the detailed probe elicits more unreported work activity than the global probe. This is especially true for proxy reports and, among the proxy reports, for other household members rather than a spouse.

Table 4 examines how taking into account the additional work activity identified by probing affects the estimated employment rate, defined as the share of the sample employed during the survey reference week, and the estimated multiple job holding rate, defined as the share of CPS employed persons holding more than one job during the reference week. The table reports estimated rates based on the responses to the CPS questions; augmented rates that add the additional work activity identified by probing to the numerator used to calculate the rate in question; and differences between each pair of estimated rates. In the full sample, as shown by the numbers in the first two rows of the table, probing to identify additional work activity consistently raises both the employment rate and the estimated multiple job holding rate. The increase in the employment rate is larger for those who received the detailed probe than for those who received the global probe. The difference in the effects of the detailed versus the global probe on the estimated employment rate in the full sample is a statistically significant 2.0 percentage points. Both the global and the detailed probe produce substantially larger effects on the multiple job holding rate. Again, in the full sample, the effect is larger with the detailed probe, which raised the multiple job holding rate by a statistically significant 3.6 percentage points more than the global probe.

Disaggregating by whether the respondent is reporting for herself or for another household member makes clear that the differences in the effects on the employment rate we observe in the full sample for the detailed question versus the global question arise primarily among the proxy report cases. For proxy reports, the effect on the employment rate of incorporating additional work activity identified by probing is a statistically significant 3.0 percentage points larger based on asking the detailed question as opposed to the global question. For the self-report cases, the corresponding difference in employment rate effects is smaller ( 1.2 percentage points) and not statistically significant.

The same general pattern holds for the multiple job holding rate. For proxy reports, incorporating additional work identified by probing raises the multiple job holding rate by a statistically significant 8.4 percentage points more when the detailed question is asked than when the global question is asked. For self-reports, in contrast, although both the detailed and the global question questions identify a sizable number of second jobs not reported in response to the CPS questions, the difference between the two effects is small and statistically indistinguishable from zero.

As with the results reported in Table 3, there is heterogeneity within the proxy report cases. Results are shown separately for spouses and other household members in the bottom two panels of Table 4. Recall that, among those reporting about themselves, the global and the detailed questions have statistically indistinguishable effects on both the employment rate and the multiple job holding rate. In the reports for spouses, the effect on the employment rate of asking the detailed question is statistically indistinguishable from the effect of asking the global question, but asking the detailed question has a notably larger effect on the multiple job holding rate. Adding work activity identified by probing raises the multiple job holding rate for a spouse by a statistically significant 6.7 percentage points more when the detailed question is asked than when the global question is asked. Finally, among reports for other household members, asking the detailed question rather than the global question has a larger effect on both the employment rate and the multiple job holding rate.
Table 4. Effect of Additional Work Activity Identified by Probing on Employment and Multiple Job Holding Rates, Global versus Detailed Probe.

|  | Employment rates |  |  |  |  | Multiple job holding rates |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sample size | CPS questions | Augmented by Probing | Difference | ( $p$-value) | Sample <br> size | CPS questions | Augmented by Probing | Difference | (p-value) |
| Full sample |  |  |  |  |  |  |  |  |  |  |
| Global prompt | 2,492 | 83.4 | 86.3 | 2.9 | $(<0.001)$ | 2,078 | 23.9 | 39.9 | 16.0 | $(<0.001)$ |
| Detailed prompt | 2,447 | 83.4 | 88.3 | 4.9 | $(<0.001)$ | 2,041 | 23.6 | 43.2 | 19.6 | ( $<0.001$ ) |
| Detailed minus global | - | $0.0$ <br> (0.984) | $2.0$ | $\begin{gathered} 2.0 \\ (<0.001) \end{gathered}$ | ( | - | $0.3$ | $3.3$ | $3.6$ | ( |
| Self reports |  |  |  |  |  |  |  |  |  |  |
| Global prompt | 1,364 | 94.7 | 96.9 | 2.3 | $(<0.001)$ | 1,291 | 32.0 | 55.9 | 23.9 | $(<0.001)$ |
| Detailed prompt | 1,340 | 94.7 | 98.1 | 3.4 | $(<0.001)$ | 1,269 | 31.8 | 56.5 | 24.7 | $(<0.001)$ |
| Detailed minus global | - | 0.1 | 1.2 | 1.2 | - | - | -0.2 | 0.6 | 0.7 | - |
| ( $p$-value) | - | (0.951) | (0.042) | (0.070) | - | - | (0.933) | (0.769) | (0.667) | - |
| Proxy reports |  |  |  |  |  |  |  |  |  |  |
| Global prompt | 1,128 | 69.8 | 73.5 | 3.7 | $(<0.001)$ | 787 | 10.6 | 13.5 | 2.9 | $(<0.001)$ |
| Detailed prompt | 1,107 | 69.7 | 76.4 | 6.7 | $(<0.001)$ | 772 | 10.0 | 21.2 | 11.3 | $(<0.001)$ |
| Detailed minus global ( $p$-value) | - | $\begin{aligned} & 0.0 \\ & (0.987) \end{aligned}$ | $2.9$ | $\begin{aligned} & 3.0 \\ & (0.002) \end{aligned}$ |  | - | $\begin{aligned} & -0.6 \\ & (0.710) \end{aligned}$ | $\begin{gathered} 7.8 \\ (<0.001) \end{gathered}$ | $\begin{gathered} 8.4 \\ (<0.001) \end{gathered}$ | - |
| Spouse |  |  |  |  |  |  |  |  |  |  |
| Global prompt | 583 | 82.7 | 85.4 | 2.7 | $(<0.001)$ | 482 | 11.4 | 14.9 | 3.5 | $(<0.001)$ |
| Detailed prompt | 542 | 81.6 | 84.7 | 3.1 | $(<0.001)$ | 442 | 12.7 | 22.9 | 10.2 | $(<0.001)$ |
| Detailed minus global ( $p$-value) | - | $\begin{aligned} & -1.1 \\ & (0.623) \end{aligned}$ | $\begin{aligned} & -0.7 \\ & (0.730) \end{aligned}$ | $\begin{aligned} & 0.4 \\ & (0.697) \end{aligned}$ | - | - | $\begin{aligned} & 1.3 \\ & (0.557) \end{aligned}$ | $\begin{aligned} & 7.9 \\ & (0.002) \end{aligned}$ | $\begin{gathered} 6.7 \\ (<0.001) \end{gathered}$ | - |
| Other household member <br> Global prompt |  |  |  |  |  |  |  |  |  |  |
| Global prompt Detailed prompt | 545 565 | 56.0 58.4 | 60.7 68.5 | 4.8 10.1 | $(<0.001)$ $(<0.001)$ | 305 330 | 9.2 6.4 | 11.1 19.1 | 2.0 12.7 | $(0.007)$ $(<0.001)$ |
| Detailed minus global | - | 2.4 | 7.8 | 5.3 | - | - | $-2.8$ | 7.9 | 10.8 | ( |
| ( $p$-value) | - | (0.411) | (0.007) | (0.001) | - | - | (0.184) | (0.005) | $(<0.001)$ | - |

To assess the sensitivity of these findings, we have replicated the Table 4 tabulations for respondents who received the detailed prompt but with added research work excluded (results reported in Appendix Table B2, Supplemental material). We also have replicated the full Table 4 analysis but with added work involving less than four hours during the reference week excluded (results reported in Appendix Table C3, Supplemental material). Even with these exclusions, incorporating the added work identified by probing produces a statistically significant increase in the estimated employment rate and has an even larger effect on the estimated multiple job holding rate. In the tabulations that exclude added work involving less than four hours, we can examine the effects of asking the detailed versus the global question about informal work. All of the qualitative findings from our Table 4 analysis are robust to the exclusion of very-low-hours added work.

## 5. Discussion and Conclusion

The results we have reported suggest that there may be a substantial number of people involved in informal work that is not captured by the standard CPS questions. In our sample, additional probing using either a global question or a decomposed question identified a sizeable number of reports of additional work activity. This was true whether a respondent was reporting for themselves or for another household member, and also whether the other household member was a spouse or someone else. Accounting for this additional work activity raised both the employment rate and the multiple job holding rate, defined in each case in the same way as in the monthly labor force statistics published by the BLS.

Further, our results suggest that different ways of probing for additional work activity may produce different results depending on the person about whom a respondent is reporting. For those in our sample reporting about themselves, the effects of a global probe are not very different from the effects of a more detailed probe that decomposes various possible types of work activity a person might have carried out and provides examples. Among these self-reports, the detailed probe elicits a significantly greater number of reports of additional work activity only for those who already had mentioned two or more jobs in response to the standard CPS questions. In contrast, for proxy reports, the detailed probe more consistently elicits a greater number of such reports. This is especially true when a respondent is reporting for a household member other than her spouse.

For a self-report, asking the detailed question rather than the global question has essentially the same effect as asking the global question on both the employment rate and the multiple job holding rate. For reports about a spouse, asking the detailed question produces a larger effect on the multiple job holding rate but not the employment rate. Finally, for reports about other household members, asking the detailed question has a larger effect on both the employment rate and the multiple job holding rate.

The added work activity identified through probing in our survey most likely is attributable either to respondents not having understood that this activity should have been reported in answering the CPS employment questions or to the cue offered by the probe activating their memories of the activity. The fact that, for self-reports, the detailed probe generally does not produce larger effects than the global probe may suggest that memories about own recent work activity tend to be relatively accessible. In contrast, for proxy
reports - and especially proxy reports pertaining to household members other than the spouse - the detailed probe more consistently produces more reports of added work activity, suggesting that strong cues are likely to be useful when seeking information from household survey respondents about work done by others in their households.

An important limitation of our study is that the sample for which we collected data is not representative of the population as a whole. All of our respondents are individuals who are active on Mechanical Turk and thus likely (though not certain) to have been involved at least in that form of informal work activity during the survey reference week. We would not expect the same necessarily to be true of other members of respondents' households, but even that group is younger and more educated than the population as a whole and may be atypical in other respects. For these reasons, even if we were to reweight the data we have collected to match the observable demographic characteristics of the broader population, the estimates derived from our survey responses could not be generalized to that universe. Another caution about drawing conclusions from our study about biases in the responses to the CPS employment questions is that our survey was conducted online, whereas the CPS responses are collected via telephone or face-to-face interviews. The survey findings nonetheless provide important evidence about the sensitivity of survey estimates to asking more probing questions and structuring the probes in different ways.

To the extent that irregular or informal work has become more common, underreporting of work activity in response to the standard CPS questions could have become more prevalent over time. The fact that the share of people reporting self-employment income on their tax returns has been rising while the share reporting self-employment income in household survey data has been flat or declining is consistent with this possibility (Katz and Krueger 2019b; Abraham et al. 2018). On the other hand, surveys designed specifically to capture informal work activity do not show continued overall growth in the rate of participation in such activity in recent years, though participation in online platform work appears to have become more prevalent and cyclical effects could have masked a continuation of an underlying positive trend (Bracha and Burke 2018). It is important in any case to understand clearly what the CPS employment questions are and are not capturing, and to think about whether and how they could be improved or supplemented.

As the agency responsible for producing official U.S. labor force statistics, the BLS has a strong interest in producing the best possible information about individuals' work arrangements and how they are evolving. The Contingent Work Supplement (CWS) to the CPS, administered on five occasions between 1995 and 2005 and again in 2017, provides valuable information on this topic (see, e.g., Polivka 1996, Cohany 1996, and Bureau of Labor Statistics 2018). Because the CWS takes as its starting point the employment reported in response to the standard CPS questions, asking additional questions only about the main job reported for each person, it provides no information about any work not reported in answer to the standard CPS questions or work that is secondary to a main job. There is a need, we would argue, for efforts to design questions that can be used to obtain information about informal work more broadly. That said, if the types of informal work that people are doing change over time, the questions that are most appropriate to ask may change as well, something that could make it more difficult to produce estimates of informal work activity that are consistent over time.

In future research, it would be of value to examine whether our findings can be replicated in samples that have different characteristics and, ideally, are more representative of the general population. There also would be value in replicating our analysis using the survey modes that are employed in the CPS (telephone and face-to-face interviews) rather than collecting responses to an online instrument. In this study, we have compared the effects of asking a global question to the effects of asking a particular decomposed question for learning about informal work not reported in response to the standard CPS questions. The categories and examples included in our decomposed question focused on activities in which compensation is received mainly for a person's labor, as opposed to being provided in connection with selling a product (e.g., selling crafts on e-Bay) or providing temporary use of a capital asset (e.g., renting out a room in a house through Airbnb). It is not yet clear, however, which categories and examples of activities should be mentioned to obtain the most complete accounting of work done for pay or profit. Further research on how best to ask about such activity would be desirable. Additional testing also might incorporate follow-up questions about when any added activities were performed (to determine whether and to what extent activities that occurred prior to the survey reference period may have been reported), how much was earned from any missed activities (as a means of gauging their importance), and why the activities were not reported initially.
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# Correlates of Representation Errors in Internet Data Sources for Real Estate Market 

Maciej Beresewicz ${ }^{1}$


#### Abstract

New data sources, namely big data and the Internet, have become an important issue in statistics and for official statistics in particular. However, before these sources can be used for statistics, it is necessary to conduct a thorough analysis of sources of nonrepresentativeness.

In the article, we focus on detecting correlates of the selection mechanism that underlies Internet data sources for the secondary real estate market in Poland and results in representation errors (frame and selection errors). In order to identify characteristics of properties offered online we link data collected from the two largest advertisements services in Poland and the Register of Real Estate Prices and Values, which covers all transactions made in Poland. Quarterly data for 2016 were linked at a domain level defined by local administrative units (LAU1), the urban/rural distinction and usable floor area (UFA), categorized into four groups. To identify correlates of representation error we used a generalized additive mixed model based on almost 5,500 domains including quarters.

Results indicate that properties not advertised online differ significantly from those shown in the Internet in terms of UFA and location. A non-linear relationship with the average price per $\mathrm{m}^{2}$ can be observed, which diminishes after accounting for LAU1 units.


Key words: Big data; non-ignorable missing data; representation error; self-selection error; INLA.

## 1. Introduction

Big data and the Internet as a data source have become an important issue in statistics, in particular in official statistics. There are number of multinational initiatives (e.g., ESSnet on Big Data) that focus on the quality and suitability of estimates based on new data sources to complement or supplement existing statistical information. Before these data can be used for official statistics, it is crucial to explore potential sources of nonrepresentativeness. In this context, Daas et al. (2015), Buelens et al. (2014), Beręsewicz (2016, 2017), and Citro (2014) discussed coverage, nonresponse and measurement errors. Japec et al. (2015), Pfeffermann (2015), and Beręsewicz et al. (2018)

[^1]elaborate on the coverage and nonresponse error, which can lead to significant bias in big data sources, in particular if missingess is nonignorable.

A number of empirical studies compare new data sources with official statistics. For instance, Daas et al. (2015) studied the consumer confidence index based on social media and survey data in the Netherlands; the Billion Price Project is aimed at calculating CPI based on web-scraped data and Cavallo (2013) provided an insight into discrepancies between official indicators in Argentina.

Research is also conducted on the use of Internet data sources for the real estate market. Notable examples include the number and prices of houses for sale indices published by Statistics Netherlands from 2013 to 2016. The indices were calculated based on properties offered for sale on the JAAL.nl website (Statistics Netherlands 2018). Hoekstra et al. (2012) discussed details regarding data collection which, according to the authors' knowledge, can be considered the first use of online real estate data to produce official statistics. Unfortunately, the indices have been discontinued as part of cost cutting measures, being non-compulsory statistics.

Other examples can be found in the literature on real estate. For instance, there are a number of studies focusing on asking and transaction prices and values (Ihlanfeldt and Martinez-Vazquez 1986; Kiel and Zabel 1999) but they were mainly based on household surveys and register data (cf. Fleishman and Gubman 2015). In this context, Lozano-Gracia and Anselin (2012) describe the use of advertising signs and newspaper ads to survey asking prices of properties and link with cadastral records between 2002 and 2007 in Bogota, Columbia; Anenberg and Laufer (2017) used online ads to create an up-to-date list price index as a proxy for the price index based on administrative sources, and Beręsewicz (2016) investigated sources of bias in estimates of the average asking price per $\mathrm{m}^{2}$ for residential properties by comparing survey data and advertising services in Poland.

New sources contain both measurement and representation errors associated with variables and objects (Wallgren and Wallgren 2014; Zhang 2012; Reid et al. 2017). Zhang (2012) proposed a two-phase life cycle model for integrated statistical microdata, where the first phase is based on a single source and the second one - on integrated sources. Reid et al. (2017) extended this model by including a third phase devoted to the evaluation or estimation of the quality of the final outputs, taking into account all sources of error.

In the article we focus on the representation aspect, emphasizing that it is crucial to keep in mind differences in measurements when using these data sources for statistics. Representation or non-observation errors include frame, selection and missing/ redundancy errors. All of these errors are discussed briefly in the case of a single source.

Frame errors are differences between the target population and the accessible set. In this context Reid et al. (2017) distinguish the following measures: lag in updating population changes, undercoverage, overcoverage and authenticity (incorrect or multiple identifiers). In the case of Internet data sources, reporting lags can be linked to differences between the moment when information is posted online and the actual event (e.g., a flat is offered for sale a couple of weeks before it is published online). Undercoverage refers to a situation where some units are not observed online (e.g., properties advertised in newspaper or between friends), while overcoverage error occurs when a given unit does not belong to
the target population. The second situation is common in Internet data sources because online services rarely have tools to verify if a given unit is correctly classified (e.g., a house or flat) or whether it exists (e.g., a future investment or property that is already being built). Finally, information published online may not contain any identifiers (e.g., no property parcel number).

Selection errors arise when objects in the accessible set do not appear in the accessed set. Reid et al. (2017) propose four indicators: adherence to the reporting period, dynamics of births and deaths, readability and inconsistent objects/units. The reporting period may refer to a situation when a statistical agency has an agreement with a data provider, which states that the data should be delivered on fixed date(s). However, in most cases special tools are developed in order to scrape or access the databases directly to decrease the reporting burden on the data holder (Hoekstra et al. 2012). Readability is certainly an issue in Internet data sources, mainly owing to restrictions on publicly available data (e.g., $1 \%$ sample of public tweets) or limited access rights to data (e.g., query results from the browser and API may vary).

Finally, missing/redundancy errors arise from the misalignment between the accessed set and the observed set, which could be measured by unit nonresponse rate, share of duplicated records or share of units that have to be adjusted to create statistical units (Reid et al. 2017). In Internet data sources we only observe units that either use the Internet or place information online (e.g., property ads). Given unrestricted possibilities of creating multiple accounts and content, the number of duplicated records is significant (e.g., several advertisements for the same property). Finally, objects in Internet data sources may refer to multiple statistical units (e.g., advertisement for a property and a garage with separate mortgages).

To assess these errors, it is necessary to rely on external data sources. However, in the case of Internet data sources (e.g., advertisements services), this may be problematic. For instance, there are rarely official statistics on this topic, there is no sampling frame for such units or persons/institutions that publish information online, and research on why such services are used is scarce. Some information about sources of errors can be found, for instance, in the Information and Communication Technology surveys coordinated by Eurostat. Certainly, differences between the target and observed set result from the underlying selection mechanism that prompts persons/companies to use certain services. Thus, it may be difficult to disentangle error and bias in new sources into frame and selection error and bias, which is why we will use representation errors as a general term for these errors.

In situations where sources of representation errors are unknown, they can be detected by comparing new data sources with auxiliary sources already used in statistics that is, surveys or registers (Beręsewicz 2017; Pfeffermann 2015; Lohr and Raghunathan 2017). Data can be linked at a domain level to provide information about the selection mechanism and characteristics of units that are not present online. It is crucial to discover the underlying selectivity because it may be linked to the effects and methods of dealing with these errors (Brick 2015).

The study described below focuses on residential properties in the secondary real estate market in Poland. The population of interest consists of residential properties offered for sale in the secondary market. This population may be of interest to official statistics,
particularly when it comes to estimating the asking-to-transaction-price ratio, price indices, measuring time-to-sale, or as an indicator of the situation in the real estate market. As this population is not dynamic, unlike, for instance, the population of mobile phone or social website users, the related data may not be considered as big data in terms of volume, but should be treated as such in terms of variety or complexity. One should keep in mind that, as Citro (2014) states, the Internet, (. . .), not only generates a great deal of today's "big data", but also provides ordinary-size data in a more accessible way - for example, access to public opinion polls or to local property records.

Given the nature of the population, as well as limited research on real estate market brokers and owners, we cannot separate representation errors into frame and selection errors. To investigate possible correlates of these errors, we used an auxiliary data source, namely the Register of Real Estates Prices and Values, which covers all sold properties that have an established ownership. Using this independent source on a different but related population, we can obtain information about types of properties that are not advertised online but are sold. Since we obtained these data a year after the last transaction took place, errors due to lags in registration can be regarded as negligible.

In the absence of access to a national unit-level register, quarterly data for 2016 were linked at a domain level defined as an interaction between the urban/rural distinction, the category of usable floor area and Local Administrative Unit (LAU 1, 380 districts) in Poland. To account for the time-lag between the moment of publishing advertisements and actual transactions, we linked transactions from $q$ with advertisements from $q-1$, where $q=\{2,3,4\}$ refers to the given quarter in 2016. This variable represents the time-to-sale, which is a lag between posting an advertisement online and the sale of the property. In total, 5,507 domains (including quarters) with a non-zero number of transactions for 376 districts were analysed. Bias was not examined because of the measurement error resulting from the difference in the definition of the target variables in the sources (asking vs transaction price).

The research questions that the article seeks to answer are as follows:

- what are correlates of non-observation errors?
- is the non-observation error non-ignorable?

The article has the following structure. Section 2 covers the data collection design and a thorough description of data sources used in the study. Section 3 defines the measure of selectivity, describes the modelling procedure and the model used to explore correlates of selectivity. Section 4 is devoted to exploratory data analysis and the presentation of modelling results. The article ends with conclusions and a discussion of the results.

## 2. Data

### 2.1. Internet Data Sources - Otodom.pl and Dom.Gratka.pl

The process of data acquisition was designed to minimize errors and interruptions. This is why web-scraping was not considered as a mode of data collection, as it is sensitive to changes in the structure of the webpage, the IP can be blocked and often not all data are present on the webpage.

Instead, we decided to approach owners of two leading Polish online real estate advertising services - Otodom.pl (https://www.otodom.pl, further on referred to as Otodom) and Dom.Gratka (http://dom.gratka.pl, later on referred to as Gratka) - to inquire about the possibility of accessing their databases via the Application Programming Interface (API). Acquiring data through the API is a more robust solution and results in structured and highly dimensional data.

We contacted the companies by sending a formal e-mail inquiry with a clear description of the purpose the data would be used for. Both companies were open to collaboration, interested in the results and shared their data. In the case of Otodom, access was free of charge, while data from Gratka were made available for a small fee. No special conditions were made by the companies, except for a request made by Gratka to prepare a short note for their blog about current trends in prices on their service. Finally, we were given special access tokens and passwords to connect to the databases through the Simple Object Access Protocol (SOAP) and Representational State Transfer (REST) APIs. In addition, we received monthly historical data in an aggregated form, which had been prepared according to our request.

The scope of access varied in each case. Gratka API only offered access to 26 variables, which described each advertised property, while the Otodom data set included 46 fields, which, in addition to property characteristics, contained anonymised information about the person/company that placed the ad, and ad characteristics (e.g., promoted, number of views). This corresponds to the distinction between 'accessible set' and 'accessed set' proposed by Zhang (2012) but with regard to the number of variables made available.

The data collection process started in Q4 2015 and still continues. Data were collected on a weekly basis. Each Saturday night a script was run to download all advertisements available for the whole of Poland. First, the raw data were stored in plain text files: the initial volume was about 100 GB for Gratka and 900 GB for Otodom. Then, the data were processed on a Linux server using bash and jq (data were stored in JavaScript Object Notation, JSON, format). Later on, the data were processed using R (R Core Team 2017) language with the help of the following packages: data.table, tidyverse and stringi. The initial number of advertisements from Otodom was over 20 million and from Gratka - 28 million. However, the data set contained duplicates as a result of the data collection process and the organization of the Polish property market.

The editing phase started by analyzing the data structure and metadata associated with the variables (e.g., definitions). Then, we removed objects that did not belong to the target population (e.g., not located in Poland, unfinished investments, primary market), contained erroneous or missing values in prices or usable floor area (e.g., properties with PLN 1 price or with UFA of over $30000 \mathrm{~m}^{2}$ ), did not belong to the reference period based on the date of the last modification or contained information regarding multiple properties. Then, some variables were harmonized (e.g., build year) in order to ensure consistency between partially standardized and non-standardized data (e.g., information provided directly by the owner/broker).

Properties in the Polish real estate market can be sold under closed or open agreements, which means that the same properties are advertised multiple times. Under an open agreement, multiple brokers can place an ad regarding the same property, often with different descriptions, and data holders cannot remove duplicates. This required additional
attention during the data processing stage. As the study involved quarterly data, deduplication was conducted within quarters based on the following naive procedure: (1) the most recent advertisements were selected based on the ad identification number, and then (2) using combinations of variables referring to province, price, usable floor area, number of rooms, year of construction and street name. Certainly, not all duplicates were located because of slight differences in values in floor area or street name. This problem could be resolved by probabilistic methods (cf. for recent advances Steorts et al. 2016; Chen et al. 2018). However, as most cases of duplicate ads were found in large cities (regional capitals), which are already covered by advertising portals, they did not pose a problem in the analysis at the domain level.

Finally, properties that did not have any information regarding location or could not be geocoded in order to be classified as either rural or urban were removed. All advertisements were geolocated based on the district and location using Google Geocode API. In view of the goal of the study no imputation was applied.

After the cleaning process, the final Gratka data set consisted of 816,100 ads with 526,720 and for Otodom - 699,958 ads with 394,953 unique objects.

### 2.2. The Register of Real Estate Prices and Values

The Register of Real Estate Prices and Values, later on referred to as the register, is a public register maintained by the district governor, which contains information about real estate prices included in notarial deeds and real estate values provided by real estate appraisers in appraisal reports, whose abridged versions are included in the register of land and buildings. It is worth noting that there is no single national register but each district (LAU1) in Poland maintains its own register ( 380 units). The data are reported to the Central Statistical Office in Poland five times a year - two months after each quarter and by April of the following year for the whole previous year. The register contains information on the population of sold properties: flats, buildings, built-up and land properties. The data are used to prepare an annual report entitled Real Estate Sales. Since 2015, these statistics have been broken down by market type - primary and secondary.

The Central Statistical Office divides residential properties into those sold in the primary and the secondary market. A primary market sale is defined as a transaction made in the free market, where the selling party is a legal person and the average price per $1 \mathrm{~m}^{2}$ of usable floor area is at least 2,000 PLN. Transactions in the secondary market include other market transactions carried out in the free market and auction sales.

Aggregated quarterly data for 2015 and 2016 from the Register were obtained from the Trade and Service Department of the Central Statistical Office. The data contain information for the following variables: (1) district identifier and name, (2) market type (total, primary, secondary), (3) location (total, rural/urban, town with district status, town with district status with population of under 200,00, town with a district status with a population of over 200,000, unknown location), (4) categorized usable floor area in $\mathrm{m}^{2}$ (total, under 40, 40-60, 60-80, and over $80 \mathrm{~m}^{2}$ ), and variables (1) number of transactions, (2) value of transactions, (3) sum of floor area and (4) median price per $\mathrm{m}^{2}$.

For the purpose of the study we selected domains defined as interactions between three quarters (2016 Q2-Q4), LAU 1, rural/urban distinction and four categories of usable floor

Table 1. Distribution of number of transactions within studied domains between Q2 and Q4 2016.

| Total | No of <br> domains | Min | 1st Quantile | Median | Mean | 3rd Quantile | Max |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 74588 | 5507 | 1 | 2 | 4 | 13.54 | 10 | 1450 |

area. The analysis involved a total of 5,507 domains with a non-zero number of transactions in the secondary market for 2016. In that year transactions in the secondary market were reported in 376 out of 380 districts.

Table 1 presents the distribution of the number of transactions across the domains for 2016. The median number of transactions is 5 and the mean is 13.5 , which indicates right skewness. In total, over 73,000 transactions were made in the secondary real estate market.

Table 3 and Figure 7 in the Appendix (Section 6) present a comparison between the register, Otodom and Gratka at domain levels. Note that there is a time-lag: online data refer to the Q1-Q3 2016 period and transactions to the Q2-Q4 2016 period. Pearson's correlation coefficient between the log-transformed number of transactions and the logtransformed number of ads in Otodom and Gratka is equal to 0.76 and 0.73 respectively, and between Otodom and Gratka - 0.88 . Points over the black line indicate domains where the number of transactions is larger than that of ads.

### 2.3. Other Auxiliary Information

To account for the Internet coverage error, we used the broadband penetration ratio calculated as the number of buildings with access to broadband Internet (i.e., buildings for which Internet providers are able to provide broadband services) to all buildings in a given domain. This measure is calculated by the Office of Electronic Communications for all cities in Poland on a yearly basis. We calculated this indicator for urban/rural areas within LAUs using data for 31 December 2015.

## 3. Methods

### 3.1. The Approach

The following approach was adopted in the study. Otodom and Gratka were linked with register data at domain level. Because only domains with a non-zero number of transactions were selected, representation error was measured with reference to domains containing sold residential properties. Further, we defined the target variable, denoting non-observation error, by equation (1).

$$
y_{d}^{(q)}= \begin{cases}1, & \text { when } n_{d}^{(q)}>m_{d, o t o d o m}^{(q-1)} \text { and } n_{d}>m_{d, g r a t k a}^{(q-1)}  \tag{1}\\ 0, & \text { else }\end{cases}
$$

Where $n_{d}^{(q)}, m_{d, \text { otodom }}^{(q-1)}, m_{d, g r a t k a}^{(q-1)}$, denote the number of transactions, advertisements on Otodom, advertisements on Gratka in domain $d$ and $q$-th quarter respectively. Domains were created by interaction between LAU1 units, urban/rural area and four floor area
categories for each quarter. The target variable refers to transactions that did not involve online advertisements. Moreover, as we are dealing with two sources, we are interested in domains that are not represented in any of the advertisement sources. In total, 1,533 out of 5,507 domains were not represented ( $27.8 \%$ ).

To detect the correlates of representation errors, and to avoid measurement error, we constructed a generalized additive mixed model which only contains variables from the register

- usable floor area categorized into four groups (floor_area),
- urban or rural location (urban_rural),
- average price per $\mathrm{m}^{2}$ (in $1,000 \mathrm{PLN}$ ) at domain level, (average_pricem2, centered at overall mean equal to 2,554 PLN), and
- broadband Internet coverage in urban and rural areas at LAU1 level (net_coverage, centered at overall mean equal to $78.5 \%$ ).

In order to verify which variables are correlated with the target variable we built the following four models, each serving a different purpose:

- Model 1 - a generalized linear model with net_coverage, floor_area, urban_rural and interaction floor_area and urban_rural - this model is used as a baseline model to verify the relationship with the dependent variable.
- Model 2 - we extended Model 1 by adding the average_pricem2 variable, assuming a non-linear relationship, using smoothing spline and thus obtaining a generalized additive (mixed) model - this model is used to verify if representation error is non-ignorable.
- Model 3 - we extended Model 1 by adding the LAU 1 (i.i.d.) random effect and thus obtaining generalized a mixed model - this model is used to account simultaneously for clustering and for the characteristics of the local market at LAU 1 level.
- Model 4 - we combined Model 2 and Model 3 to obtain a generalized additive mixed model - this final model is used to verify if the errors are non-ignorable by accounting for both the average price and characteristics of the local market.


### 3.2. The Model

We used Integrated Nested Laplace approximation (INLA), which is a new approach to Bayesian inference for latent Gaussian Markov random field (GMRF) models proposed by Rue et al. (2009). The basic idea behind INLA involves using a deterministic approach to approximate Bayesian inference for latent Gaussian models (i.e., GMRF), which, in most cases, makes INLA faster (i.e., a matter of seconds rather than minutes) and more accurate than MCMC alternatives to GMRF. It provides a number of likelihoods and latent models, including spatial random effects, but it is not as flexible as standard Bayesian approaches (see Chen et al. 2014 and Mercer et al. 2014 for an application of INLA for small area estimation with sampling weights and for an introductory book - Faraway et al. 2018). INLA is implemented in $\mathrm{C}++$ but it can be applied by using R-INLA package (Lindgren and Rue 2015).

In the empirical study, we modelled the $\mathbf{y}$ variable defined in (1) (we drop $q$ for simplicity), and therefore we assume that it has a binomial distribution given by
(2), where $\rho_{d}$ denotes the propensity of representation error modelled by means of logistic regression:

$$
\begin{align*}
& \left(y_{d} \mid \rho_{d}\right) \sim \operatorname{Binomial}\left(n_{d}, \rho_{d}\right), \quad d=1, \ldots, D . \\
& \rho_{d}\left(\eta_{d}\right)=\frac{\exp \left(\eta_{d}\right)}{1+\exp \left(\eta_{d}\right)} . \tag{2}
\end{align*}
$$

We considered four models for $\rho_{d}\left(\boldsymbol{\eta}_{d}\right)$ :

- Model 1

$$
\begin{equation*}
\rho_{d}\left(\eta_{d}\right)=\frac{\exp \left(\eta_{d}\right)}{1+\exp \left(\eta_{d}\right)}=\mathbf{x}_{d}^{T} \beta \tag{3}
\end{equation*}
$$

where $\beta$ are fixed effects parameters and $\mathbf{x}_{d}$ are independent variables at domain level (i.e., net_coverage, floor_area, urban_rural and floor_area $\times$ urban_rural),

- Model 2

$$
\begin{equation*}
\rho_{d}\left(\eta_{d}\right)=\frac{\exp \left(\eta_{d}\right)}{1+\exp \left(\eta_{d}\right)}=\mathbf{x}_{d}^{T} \beta+\nu_{j} \tag{4}
\end{equation*}
$$

where $v_{j}$ refers to smoothing spline for the price per $\mathrm{m}^{2}$. In INLA it is modelled by random walk of order 2 (RW2) and implemented as a random effect. For the Gaussian vector $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ smoothing spline is constructed assuming independent second-order increments:

$$
\begin{equation*}
\Delta^{2} \nu_{j}=\nu_{j}-2 \nu_{j-1}+\nu_{j-2} \sim N\left(0, \tau_{\nu}^{-1}\right) \tag{5}
\end{equation*}
$$

The density $\pi$ of $v$ is derived from its $n-2$ second-order increments as:

$$
\begin{equation*}
\pi\left(\nu \mid \tau_{\nu}\right) \propto \tau_{\nu}^{(n-2) / 2} \exp \left\{-\frac{\tau_{\nu}}{2} \sum\left(\Delta^{2} \nu_{j}\right)^{2}\right\}=\tau_{\nu}^{(n-2) / 2} \exp \left\{-\frac{1}{2} \nu^{\tau} \mathbf{Q} \nu\right\} \tag{6}
\end{equation*}
$$

where $\mathbf{Q}=\tau \mathbf{R}$ and $\mathbf{R}$ is the structure matrix reflecting the neighborhood structure of the model given by:

$$
\mathbf{R}=\tau_{\nu}\left(\begin{array}{ccccccc}
1 & -1 & 1 & & & &  \tag{7}\\
-2 & 5 & -4 & 1 & & & \\
1 & -4 & 6 & -4 & 1 & & \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \\
& & 1 & -4 & 6 & -4 & 1 \\
& & & 1 & -4 & 5 & -2 \\
& & & & 1 & -2 & 1
\end{array}\right)
$$

We considered $n \in\{10,15,20,25\}$ and, based on information criteria described in the next section, we selected $n=20$.

- Model 3

$$
\begin{equation*}
\rho_{d}\left(\eta_{d}\right)=\frac{\exp \left(\eta_{d}\right)}{1+\exp \left(\eta_{d}\right)}=\mathbf{x}_{d}^{T} \beta+\psi_{i} \tag{8}
\end{equation*}
$$

where $\psi_{i} \sim N\left(0, \tau_{\psi}^{-1}\right)$ refers to i.i.d. random effect for LAU 1 units, indexed by $i=1, \ldots, 376$.

- Model 4

$$
\begin{equation*}
\rho_{d}\left(\eta_{d}\right)=\frac{\exp \left(\eta_{d}\right)}{1+\exp \left(\eta_{d}\right)}=\mathbf{x}_{d}^{T} \beta+\nu_{j}+\psi_{i} \tag{9}
\end{equation*}
$$

where all parameters are defined as previously.
For both random effects $\left(\nu_{j}, \psi_{i}\right)$ we used the same penalized complexity (PC) prior suggested by Simpson et al. (2017). Under this new framework, a PC prior for the standard deviation $\sigma=1 / \sqrt{\tau}$ of a latent effect is set by defining parameters $(u, \alpha)$, so the interpretation is

$$
\begin{equation*}
P(\sigma>u)=\alpha, \quad u>0,0<\alpha<1 . \tag{10}
\end{equation*}
$$

Hence, PC priors provide a different way to propose priors on the model hyperparameters. In this study, we believe that the probability of the standard deviation being higher than 1 is quite small, so we set $u=1$ and $\alpha=0.01$ in the following prior for $\tau$

$$
\begin{equation*}
\pi(\tau)=\frac{\lambda}{2} \tau^{-3 / 2} \exp \left(-\lambda \tau^{-1 / 2}\right), \tau>0 \tag{11}
\end{equation*}
$$

for $\lambda>0$ where

$$
\begin{equation*}
\lambda=-\frac{\operatorname{In}(\alpha)}{u} \tag{12}
\end{equation*}
$$

and $(u, \alpha)$ are the parameters of this prior.

### 3.3. Model Selection

Further, in order to select the most suitable model we used deviance information criterion (DIC; Spiegelhalter et al. 2002), Watanabe-Akaike information criterion (WAIC; Watanabe 2010) and the sum of the log of the conditional predictive ordinate (CPO; Held et al. 2010) values.

The DIC statistic is based on the deviance measure and the number of effective parameters. As in the case of AIC and BIC, models with smaller DIC are better supported by the data.

The WAIC statistic is a more fully Bayesian approach for estimating the out-of-sample expectation starting with the computed $\log$ point-wise posterior predictive density and then adding a correction for the effective number of parameters to adjust for overfitting (Gelman et al. 2014, Subsection 3.4).

However, as DIC may underpenalize complex models with many random effects, CPO statistic is often calculated. The CPO is based on the leave-one-out cross-validation procedure, which checks without re-running the model for each observation in turn. For more detail, see Held et al. (2010).

## 4. Results

### 4.1. Exploratory Data Analysis

Figure 1 presents the share of domains observed and not observed online for three categorical variables: four categories of usable floor area (floor_area), urban/rural area


Fig. 1. Share of domains observed and not observed online for three categorical variables: usable floor area, location and quarters in 2016.
(urban_rural) and three quarters of 2016. The number of domains not observed online in the first quarter of 2016 is higher than in other quarters.

As expected, domains located in rural areas are less frequently observed online than those located in urban areas. This can be due to the lower broadband Internet coverage, as shown in Figure 2. Median Internet coverage for domains represented in the Internet sources was $83.5 \%$ and for those not represented online $75.6 \%$. Another possible explanation is the difference in the use of the Internet by rural and urban dwellers and the fact that online advertising may not be equally necessary in small communities.

There is a linear relation between the categories of usable floor area (UFA) and the fact of being advertised online. Residential properties with UFA under $40 \mathrm{~m}^{2}$ are more likely to be


Fig. 2. Distribution of the broadband Internet coverage ratio in rural/urban areas and being observed online.


Fig. 3. Share of domains not observed online by locality.
sold without being advertised on two leading Polish portals. This indicates that the left tail of the UFA distribution is underrepresented on the Internet. Moreover, Figure 3 indicates the presence of an interaction between locality and UFA. Properties with floor area over $60 \mathrm{~m}^{2}$ are more likely to be observed online in urban areas rather than in rural ones.

Figure 4 presents discrepancies in the distribution of average_pricem2 between domains observed and not observed online. For clarity, average_pricem2 is presented on a natural log scale and complemented by a rug plot under the density plots to visualize domain observations. The observed shift in the density plots suggests that Internet sources truncate the left tail of the price distribution.


Fig. 4. Distribution of log-transformed average price $m^{2}$ depending on whether the domain was observed online or not (selectivity indicator) in 2016.

The results presented in the exploratory data analysis suggest the possibility of a nonignorable selection mechanism at work in the secondary property market in Poland. In order to verify this hypothesis, we built a model that takes into account multiple covariates to detect the underlying data-creation mechanism.

### 4.2. Modeling Results

Table 2 consists of three parts and presents the summary of four estimated models described in Subsection 3.1. The top part presents estimates of odds ratios and standard errors for fixed effects. The middle part presents standard deviations and standard error for random effects. The bottom part contains three model selection measures.

If an estimate of a fixed effects parameter is larger than one, this means its odds of not being included in Internet data sources are high; if it is less than one, it means that domains with these characteristics are more likely to be observed online. More results regarding the model are presented in the Appendix (Section 6). Figure 8 in the Appendix presents posterior densities of the fixed effects estimated from Model 3 to facilitate the visual analysis of whether the model parameters differ from 0.

The results are in line with the analysis presented in Subsection 4.1. Bigger properties (over $40 \mathrm{~m}^{2}$ ) are more often present online in comparison to those up to $40 \mathrm{~m}^{2}$. The interaction between urban_rural and floor_area reveals differences between urban and rural areas. Bigger residential properties (over $60 \mathrm{~m}^{2}$ ) in rural areas are more frequently absent from the Internet compared to urban areas. Only properties with UFA of $60-80 \mathrm{~m}^{2}$ in urban areas seem to be equally represented in the online sources and the real estate register. As can be expected, the wider the Internet coverage, the smaller the non-observation propensity.

The parameters for urban_rural and net_coverage change slightly when random effect for LAU1 is introduced (Model 3 and 4). This is to be expected as these variables are characteristics of LAU1 units.

The random effects component accounts for the informativeness of selectivity measured is by adding average_pricem2 to Model 1. WAIC and DIC statistics for Model 2 indicate that the average price per $\mathrm{m}^{2}$ is a non-linear term because it improves Model 1. WAIC drops from 5905.1466 to 5676.7058 and DIC 5905.0123 to 5676.3313 . This result suggests that selectivity might be non-ignorable given other characteristics of the real estate market.

However, if we introduce random effect for LAU1 unit rather than for average_pricem2, the drop in WAIC and DIC is significantly higher. WAIC drops by 1583.73 (in comparison to Model 1) and DIC decreases by 1559.917 (in comparison to Model 1). This suggests that Model 3 is better than Model 2. The variance component for LAU1 is almost twice as high as for average_pricem2.

Further, information criteria for Model 4 indicate that the model with both average_pricem2 and LAU1 unit performs slightly less well than Model 3. This indicates that the LAU1 effect may account for prices within these units. This hypothesis is supported by Figures 5 and 6.

Figure 5 presents the relationship between the average price per $\mathrm{m}^{2}$ and the nonobservation propensity for Models 2 and 4 . For both models we observe a non-linear relationship with the average price, and less expensive properties are more likely not to be observed online in comparison to more expensive properties. However, for Model 4 we
Table 2. Summary of fixed and random parameters and information criteria for the estimated models. For fixed effects only odds ratios are reported.

| Parameters | Model 1 |  | Model 2 |  | Model 3 |  | Model 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| Fixed effects (odds ratios) |  |  |  |  |  |  |  |  |
| Intercept | 0.7572 | 0.0504 | 0.7311 | 0.0544 | 0.4908 | 0.0737 | 0.4842 | 0.0722 |
| net_coverage | 0.0168 | 0.0041 | 0.0227 | 0.0057 | 0.3504 | 0.1786 | 0.3321 | 0.1683 |
| urban_rural: Rural | 0.6741 | 0.0839 | 0.5607 | 0.0762 | 1.1612 | 0.1999 | 1.1134 | 0.2025 |
| floor_area: 40-60 | 0.7112 | 0.0672 | 0.6782 | 0.0658 | 0.5526 | 0.0666 | 0.5428 | 0.0657 |
| floor_area: 60-80 | 0.3267 | 0.0353 | 0.2983 | 0.0330 | 0.1700 | 0.0237 | 0.1660 | 0.0232 |
| floor_area: over 80 | 0.1517 | 0.0242 | 0.1254 | 0.0203 | 0.0888 | 0.0178 | 0.0851 | 0.0172 |
| urban_rural x floor_area interaction |  |  |  |  |  |  |  |  |
| Rural and 40-60 | 0.7628 | 0.1265 | 0.7393 | 0.1250 | 0.6576 | 0.1348 | 0.6510 | 0.1343 |
| Rural and 60-80 | 1.2024 | 0.2286 | 1.2666 | 0.2357 | 1.3543 | 0.3045 | 1.3560 | 0.3051 |
| Rural and over 80 | 2.8316 | 0.6792 | 3.2472 | 0.7900 | 4.2850 | 1.2461 | 4.4505 | 1.3065 |
| Random effects ( $\sigma$ ) |  |  |  |  |  |  |  |  |
| LAU1 | - | - | - | - | 2.2368 | 0.1287 | 2.1150 | 0.1254 |
| average_pricem2 | - | - | 1.2704 | 0.3437 | - | - | 1.0382 | 0.3691 |
| Model selection |  |  |  |  |  |  |  |  |
| WAIC | 5905.1464 | - | 5677.3259 | - | 4095.8715 | - | 4134.2167 | - |
| DIC | 5905.0121 | - | 5676.9841 | - | 4118.6910 | - | 4152.6810 | - |
| $\sum \log \left(\mathrm{CPO}_{d}\right)$ | -2952.5730 | - | -2838.6670 | - | -2051.4940 | - | -2071.2050 | - |



Fig. 5. Point estimates of odds ratios and 95\% credible intervals estimated from random walk of order 2 for the average price per $m^{2}$ based on Model 2 and 4.
observe a diminishing effect for cheap properties, while for expensive ones, it remains more or less at the same level.

Figure 6 shows the distribution of the LAU 1 random effect for Model 4 in relation to the average price for $\mathrm{m}^{2}$. This price was calculated as an average price for all domains within each LAU 1 unit. That is why the range of prices is different from that presented in Figure 5. There are several areas where properties, despite their average price, are always observed online (points below the dashed line) but the majority of LAU 1 units are above or close to the overall mean. 120 LAU 1 units ( $31 \%$ ) have a credible interval over the dashed line denoting zero, which suggests that some domains within these LAU 1 units are not observed online. This, however, depends largely on the number of categories of floor area, and the time granularity considered.


Fig. 6. Point estimates and $95 \%$ credible intervals of LAU 1 random effects and average price $m^{2}$.

## 5. Conclusion and Discussion

In the article we studied representation errors in Internet data sources for residential properties in the secondary market in Poland. We used the two biggest online advertising platforms that list real estate offers and one administrative source, which covers all transactions in this market. The auxiliary data source was used to detect correlates of representation errors and determine whether its missingness is non-ignorable.

The results suggest that representation errors are strongly correlated with usable floor area and Internet coverage. As expected, the selection mechanism is connected with the low level of aggregation (LAU 1 level), which is the dominant factor in random effects in the proposed models.

However, results of the estimated models are ambiguous. Based solely on information criteria, errors could be regarded as ignorable; however, when analyzing the relationship between the price and the fact of not being present online, a clear non-linearity is visible. This might also be connected with smaller properties (in terms of UFA) that are also characterized by lower prices.

A number of explanations can be proposed to explain such results. First, despite their size, these portals are mainly used by real estate brokers. Only 5\% of offers listed on Otodom are placed by individual customers; data obtained from Gratka API do not contain such information and results in undercoverage. It is likely that brokers are the target group of premium customers because they place ads for more expensive properties. One potential way to overcome this problem is to use other services, which are targeted at different groups of people. In Poland, the OLX classified service can be a good example, as it also lists properties but, according to the OLX group, which owns Otodom and OLX, OLX users mainly include owners and people from rural areas. Second, properties in Poland do not have to be sold online, nor are they officially registered. Transactions involving properties not listed online can take place between family members or specific, small groups of customers.

Even though results are promising and support the research questions stated in the introduction, one should take into account that the study was conducted at domain level, which may have influenced the results. If units listed online could be linked with those included in the register, the analysis of correlates of self-selection error could be more accurate.

The problem of overcoverage regarding (1) duplicated entries, (2) outdated entries, (3) no longer for sale, and (4) false advertisements was not addressed in the data cleaning procedure. This issue cannot be easily tackled and requires additional attention. Therefore, to some (yet unknown) extent, results presented in the article may underestimate effects of the correlates of selectivity.

Keeping that in mind, the methods presented in the article can be used to select an appropriate method of correcting the selection bias. For instance, probabilities estimated on the basis of models described above could be used for propensity score weighting and then applied to online data. Another possible use involves the application of the model-based approach under the missing not at random (MNAR) mechanism to estimate asking prices for domains not covered by the online services. Other possible applications can be found in (Riddles et al. 2016; Sverchkov and Pfeffermann 2018; Sikov 2018; Heckman 1979; Marra et al. 2017).

Finally, the approach presented in the article could be applied to other sources given the availability of auxiliary variables (including proxies), both in these sources and in
independent data (e.g., administrative records, sample surveys). Without access to such covariates, it will not be possible to detect errors or reduce bias. In other words, researchers interested in big data for official statistics should focus on variables that are highly correlated with the target variable.

## 6. Appendix

Table 3. Distribution of number of transactions (Register) and advertisements (Gratka, Otodom).

| Quarter | Source | Total | Min | Q1 | Median | Mean | Q3 | Max |
| :--- | :--- | ---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 2016 Q1 | Gratka | 224719 | 0 | 0 | 3 | 119 | 19 | 26079 |
|  | Otodom | 165374 | 0 | 1 | 5 | 87 | 22 | 15344 |
|  | Register | - | - | - | - | - | - | - |
| 2016 Q2 | Gratka | 205443 | 0 | 0 | 3 | 112 | 18 | 25937 |
|  | Otodom | 180724 | 0 | 2 | 7 | 98 | 31 | 15247 |
|  | Register | 27436 | 1 | 2 | 4 | 14 | 11 | 1276 |
| 2016 Q3 | Gratka | 193786 | 0 | 0 | 3 | 109 | 18 | 23456 |
|  | Otodom | 174418 | 0 | 2 | 8 | 98 | 31 | 14314 |
| 2016 Q4 | Register | 25428 | 1 | 2 | 4 | 14 | 10 | 1450 |
|  | Gratka | - | - | - | - | - | - | - |
|  | Otodom | - | - | - | - | - | - | - |
|  | Register | 21724 | 1 | 2 | 4 | 12 | 9 | 1140 |



Fig. 7. Correlation of log number of transactions (Register) and advertisements (Gratka, Otodom) at domain level.


Fig. 8. Posterior densities of the fixed effects estimated under Model 3.
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#### Abstract

This study generates an integrated database to measure living standards in Italy using propensity score matching. We follow the recommendations of the Commission on the Measurement of Economic Performance and Social Progress proposing that income, consumption of market goods and nonmarket activities, and wealth, rather than production, should be evaluated jointly in order to appropriately measure material welfare. Our integrated database is similar in design to the one built for the United States by the Levy Economics Institute to measure the multiple dimensions of well-being. In the United States, as is the case for Italy and most European countries, the state does not maintain a unified database to measure household economic well-being, and data sources about income and employment surveys and other surveys on wealth and the use of time have to be statistically matched. The measure of well-being is therefore the result of a multidimensional evaluation process no longer associated with a single indicator, as is usually the case when measuring gross domestic product. The estimation of individual and social welfare, multidimensional poverty and inequality does require an integrated living standard database where information about consumption, income, time use and subjective well-being are jointly available. With this objective in mind, we combine information available in four different surveys: the European Union Statistics on Income and Living Conditions Survey, the Household Budget Survey, the Time Use Survey, and the Household Conditions and Social Capital Survey. We perform three different statistical matching procedures to link the relevant dimensions of living standards contained in each survey and report both the statistical and economic tests carried out to evaluate the quality of the procedure at a high level of detail.


Key words: Propensity score; statistical matching; well-being; fused data; multidimensional poverty.

## 1. Introduction

In times of recession it is especially important to understand the multidimensional linkages among income, wealth and consumption and how costs and opportunities are distributed across social classes and territories. In France, the Fitoussi Commission (Stiglitz et al. 2010) set up by the French government to identify new tools to measure economic performance and social progress believes that it is now time to shift the attention from the measurement of economic production to the measurement of the well-being of people. To evaluate material welfare, the Commission proposes that income, consumption of both goods and time, and wealth, rather than production, should be evaluated jointly with the aim of broadening the measures traditionally used for family support, including the evaluation of non-market activities. Income or consumption alone cannot comprehensively
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describe a household's standard of living, although consumption inequality often mirrors income inequality (Attanasio et al. 2015). Consumption, defined by total household expenditure, including possibly an imputed income from housing, differs from income because a household can borrow or save, and it should better reflect long-term standard of living and lifetime resources (Slesnick 1993; Blundell and Preston 1995; Meyer and Sullivan 2011; Brewer and O'Dea 2012).

The measure of well-being is therefore the result of a multidimensional evaluation process no longer associated with a single indicator, as is usually the case when measuring gross domestic product. A person's standard of living depends on multidimensional circumstances such as health status, equal access to education, the ability to develop personal relationships, to enjoy a clean environment and to invest in activities creating social capital. The estimation of individual and social welfare, multidimensional poverty and inequality, which is especially important in light of the evaluation of the impact of Horizon 2020, requires an integrated living standards database where information about consumption, income, time use and subjective well-being are jointly available. Similarly, integrated information is necessary to properly model household production, male and female labor supply, the full cost of children, and fertility decisions accounting for the cost of time invested in child care (Caiumi and Perali 2015).

This integrated architecture is also appropriate for identifying the short and long-run actions guaranteeing the well-being of present and future generations as pursued, for example, by the ISTAT (Italian National Institute of Statistics) which, for the years 2013 and 2014, has produced a policy-relevant report on the Equitable and Sustainable Well-Being of Italians (ISTAT 2013, 2014). Integrated databases about living standards are also useful in epidemiological studies because they can serve as controls for case studies designed to capture all relevant quality-of-life dimensions in order to understand the causes of public health problems such as juvenile crime or public-health related aspects. The ecological framework, which is often used to explain why some groups in society are at a higher risk of exposure to public health problems while others are protected, views public "disease" as the outcome of interactions between many factors at four levels - the individual, the relationship, the community, and the societal (Krug et al. 2002).

An integrated database with a design similar to the one described in the present study has been built for the US by the Levy Economics Institute to measure the multiple dimensions of well-being. In the United States, as in Italy and most European countries, the state does not collect a unified database to measure household economic well-being. Hence data sources about income and employment surveys and other surveys on wealth and time use have to be statistically matched to form the Levy Institute Measure of Economic Well-being (LIMEW) database (Wolff and Zacharias 2003; Kum and Masterson 2010; Sharpe et al. 2011; Wolff et al. 2012).

The Living Standard Measurement Studies (LSMS) conducted by the World Bank in most developing countries, on the other hand, have been designed to capture all the dimensions affecting well-being and quality of life and, in most cases, do not need such a composite matching design. In a developing country context, it is more cost and time efficient to carry out an integrated survey rather than a survey specific to each relevant dimension, as is done in most developed countries where a higher level of statistical precision is required.

Our aim is to create an integrated data set to measure living standards that combines information available from different data sources using Italian data as an empirical example. Our main contribution to the literature is to evaluate both the statistical and economic robustness of the fused data. To this end, we show how to perform robust economic tests based on the fundamental Engel relationship verifying the viability of the fused database for economic analysis. We also illustrate the policy potential of the Italian integrated data set by presenting an excerpt of the results of a research measuring multidimensional poverty and of a causal investigation of juvenile crime in Italy. The matched data set contains information collected in four different surveys: the European Union Statistics on Income and Living Conditions survey (henceforth EUSILC), the Household Budget Survey carried out by the Italian National Statistical Institute (henceforth HBS), the Time Use Survey by the Italian National Statistical Institute (henceforth TUS), the Household Conditions and Social Capital survey of the International Center of Family Studies (henceforth CISF). We implement the statistical matching by using a propensity score approach (Rosenbaum and Rubin 1983; Caliendo and Kopeinig 2008). We also investigate uncertainty by calculating the Fréchet inequality for the contingency table associating income and expenditure classes, which is a special concern of the present analysis.

Our findings relate to Italian data. However, both the implementation method, which is rarely applied to the fusion of four data sets, and the evaluation method, adopting both statistical and economic tests of the quality of the matching, are of general interest. The matching performance is comparable with the matching results adopted by the Levy Institute (Kum and Masterson 2010; Masterson 2010, 2014; Wolff et al. 2012; Rios-Avila 2014, 2015, 2016; Albayrak and Masterson 2017) using mainly US and Canadian data, and with Eurostat (Leulescu and Agafitei 2013; Webber and Tonkin 2013). This evidence suggests that if the same method is applied to other EU countries, the performance is likely to be as statistically and economically robust.

This assertion does not imply that this work is exempted from limitations. In absence of auxiliary information, the present application is developed under the conditional independence assumption. We studied the inferential consequences of this assumption by analyzing the uncertainty associated with the lack of joint information about the variables of interest. Another important limitation relates to the matching of complex sample surveys. This aspect is particularly exacerbated when the final integrated database is obtained after more than two linkages. Because of the potential accumulation of sources of imprecision as more surveys are fused mixing data from different clusters and strata, the reliability of the results may be affected. This is a relevant issue that, in our view, deserves greater research attention.

The rest of the article is organized as follows Section 2 describes the methodology to implement statistical matching using the propensity score approach. The single data sets are delineated in Section 3. Section 4 provides a detailed description of the three statistical match procedures and analyzes both the statistical and economic robustness of the outcomes. Section 5 illustrates an empirical application about the measurement of multidimensional poverty in Italy that exploits the fused living standard database. Section 6 summarizes the main findings and draws conclusions that could be useful for future. The supplemental material consists of Tables A1-A18 and Figures A1-A8.

## 2. The Statistical Matching Method

Statistical matching techniques enable the integration of two or more data sources that refer to the same target population and share a common set of variables. Matching combines information observed in a donor data set, which can also be considered the control group, with units of a recipient data set, which can be considered as the treatment group, with missing values for those variables. The donor data set is the database that contains the extra information and normally includes the largest number of observations. In practice, statistical matching can be seen as a method of variable imputation from a donor to a recipient survey (Rubin and Schenker 1986; D'Orazio et al. 2006a; Kum and Masterson 2010; Tedeschi and Pisano 2013; Donatiello et al. 2014).

Let $A$ and $B$ be two independent samples of size $n_{A}$ and $n_{B}$ respectively, drawn from the same population. Variables Y are observed only in $A$, while variables $Z$ are observed only in $B$. A set of variables $X$ are collected in both samples and are correlated with both $Y$ and $Z$. The main goal of statistical matching is to estimate the joint distribution of $(Y, Z, X)$ or at least on the pairs of target variables that are not observed jointly $(Y, Z)$. The relation between these common variables and the specific variables observed only in one of the data sets is used to impute from a donor data set $A$ information on $Y$ in the recipient data set $B$ for similar units and a synthetic dataset is generated with complete information on $X, Y$ and $Z$ representative of the population of interest.

Statistical matching methods can be classified into three broad categories: nonparametric methods such as the constrained or unconstrained hot deck method; regressionbased parametric methods; and mixed methods. Hot deck imputation involves replacing missing values with values from a donor unit similar in terms of common characteristics. A hot deck application is random when the donor is selected randomly from a donor pool. The constrained hot deck method ensures that each record in the donor file is used only once to impute the non-observed variables in the recipient file using values really existing in the donor file. Mixed methods involve a combination of parametric and non-parametric techniques in a two-stage process such as the predictive mean matching imputation method or the propensity score matching.

This study adopts the latter approach. Statistical matching is a delicate exercise because of the dimensionality problem related to the high number of shared covariates, the number of possible values of categorical variables, and the presence of continuous variables that can reflect many different values. The propensity score is one possible balancing score that deals with the high dimensionality of the procedure reducing the problem to onedimension. There are other attractive ways to deal with the dimensionality problem, such as the predictive mean matching (PMM) also when integrated in hot deck matching schemes (Kum and Masterson 2010; Leulescu and Agafitei 2013). The hot deck matching tends to break down when the sample size is small or the set of selecting variables is large, because the pool of potential donors is limited and robust matches are rare (Mittag 2013). Andridge and Little (2010) contend that very little is known about the theoretical properties of hot deck procedures. On the other hand, because the hot deck is a nonparametric technique, it is less exposed to model misspecification.

Rosenbaum and Rubin (1983) proposed the use of balancing scores applied to the most relevant observed common variables. The balancing score $b(X)$ is a function of the
observed covariates $X$ such that the conditional distribution of $X$ given $b(X)$ is independent ( $\perp$ ) of assignment in the treatment ( $D$ ) $D \perp X \mid b(X)$. Originally, this technique was introduced to estimate causal effects between treated and control groups in nonrandomized experiments.

The propensity score is estimated using a logistic or probit regression specified on the selected set of covariates that are common to all questionnaires, and its estimated score can be considered a synthetic indicator of the shared variables used in this function. The propensity score is the conditional probability of assignment to a particular treatment conditional on a set of observed covariates $p(X)=\operatorname{prob}(D=1 \mid X)$, where $D$ is an indicator equal to $l$ if an observation refers to the treated group and 0 otherwise.

For a statistically robust application of the propensity score, the assumptions normally made when implementing a statistical matching procedure can be stated in a randomized trial context (Rosenbaum and Rubin 1983):

Conditional independence: given a set of common covariates that are not affected by treatment, the potential outcomes are independent of treatment assignment

$$
D \perp Y_{0}, Y_{1}\left|X=>D \perp Y_{0}, Y_{1}\right| p(X) .
$$

Common support: observations with the same covariate values have a positive probability of being both in treated and untreated

$$
Y_{0}, Y_{1} \perp D \mid X
$$

The conditional independence assumption asserts that the outcome in the control group is independent of the treatment $D$ conditional on the selected set of covariates. In the early statistical matching implementations, it was frequent to assume the independence of the never jointly observed variables $Y$ and $Z$ given the set of common variables $X$, $f(x, y, z)=f_{\mathrm{Y} \mid \mathrm{X}}(y \mid x) f_{\mathrm{Z} \mid \mathrm{X}}(z \mid x) f_{\mathrm{X}}(x)$ where $f_{\mathrm{Y} \mid \mathrm{X}}$ is the conditional density function of $Y$ given $X, f_{\mathrm{Z} \mid \mathrm{X}}$ is the conditional density function of $Z$ given $X$ and $f_{\mathrm{X}}$ is the marginal density function of $X$ (D'Orazio et al. 2006a). Conditional independence rarely holds in practice. In a statistical matching context where only $A$ and $B$ are available it is not possible to test the conditional independence assumption. Modern applications exploit, when possible, relevant information from an auxiliary data source to overcome the conditional independence assumption (Donatiello et al. 2014) and evaluate the uncertainty associated with the lack of joint information about the variables of interest (Conti et al. 2017).

The common support requirement states that the distribution of observed covariates is as similar as possible in both groups. This assumption ensures that there is an overlap in the characteristics of treated and untreated observations sufficient to have potential matches in the untreated group.

Note that when using the terms treated and control in the context of statistical matching rather than a randomized trial context, we refer to the treated group as the recipient data set and to the control group as the donor data set. This analogy says that the treated group is the recipient of the treatment, that is, the additional information coming from the control (donor) data set that donates information (treats) the recipient. In a multiple matching
exercise, as it is in our application, there are multiple donor data sets contributing information to the single recipient data set.

Another relevant assumption underlying the implementation of a statistical matching procedure is that the processes generating the missing data is missing completely at random (MCAR). There is no systematic relationship between the propensity of missing values and any data, either observed or missing, because missingness is induced by the sampling design (D'Orazio et al. 2006a). In general, ignorability assumes that missing data can be considered as occurring effectively at random, so that the effects of the unobserved, possibly confounding, factors and missing data can be ignored. Strong ignorability (Rosenbaum and Rubin 1983) presumes that the conditional independence assumption holds and that there is common support, or overlap, between the data sets. In most cases, it is difficult to validate the ignorability assumption because statistical matching suffers from the identification problem concerning the association of the variables never jointly observed, given that the variables common to both data sets cannot be estimated from the observed data. This is a general problem that affects all statistical matching procedures, not just the propensity score. The validity of a matching technique concerning the preservation of the true association of the variables never jointly observed depends on the explanatory power of the common variables (Rässler 2002, 2004; Kiesl and Rässler 2009). Given these common variables, the variables not jointly observed can be more or less independent after statistical matching.

For every variable specific to each data set to be fused, the marginal joint cumulative distribution function is bounded by the Fréchet inequality (D'Orazio et al. 2006a,b, 2009, 2017; Kiesl and Rässler 2009; Conti et al. 2012; Conti et al. 2017). The range of these bounds may be used to evaluate the data fusion procedure, although the bounds may not represent a sufficiently stringent interval to be useful in all practical situations. In general, the higher the explanatory power of the common variables and the narrower the bounds of the association, the more reliable are the matching results at all interesting levels of validity. In any event, it is important to recognize that, from the observed data, we are not able to uniquely recover the underlying joint distribution that could have generated the data because of the range indeterminacy.

In Subsection 4.1, we investigate uncertainty stemming from the identification problem associated with the lack of joint information on the variables of interest by calculating the Fréchet inequality for the contingency table associating income and expenditure classes. This is an especially important economic relation not only for the estimation of short-term savings but also for the related measures of well-being, poverty and inequality (Donatiello et al. 2014; Conti et al. 2016; Conti et al. 2017). The distance between bounds is affected by the number of classes and by the elements included in the set of matching variables. Shorter intervals decrease uncertainty and as a consequence increase trust in the conditional independence assumption. It is in this sense that the analysis of uncertainty can be viewed as a measure of the relevance of the conditional independence assumption and the overall quality of the procedure, and as a specification tool for selecting the most appropriate set of matching variables.

The assumption of conditional independence is especially untenable in the case of consumption and income, although conditional independence seems to be an innocent assumption when the matching variables include a reliable proxy for income as auxiliary
information (Singh et al. 1990; Donatiello et al. 2014; Conti et al. 2016; Conti et al. 2017). In the HBS survey, information about aggregate household incomes is recorded in large intervals as it is stated by respondents, while in the EUSILC database it is constructed with a much higher level of detail on all different types of income earned by all household members. Though affected by large measurement errors, it maintains a high correlation with income. Thus, it may serve as reliable auxiliary information (Singh et al. 1993; Coli et al. 2005; Donatiello et al. 2014). Because the income section of the HBS is not available to users that do not belong to ISTAT, we imputed income at the individual level using information from EUSILC and then summed individual incomes to determine household income. As predictors included in the multiple imputation procedure using the predictive mean matching method, we used the variables region, family type, age, gender, education level, occupational status, job, part-time or full-time worker, and the distinction between dependent or self-employed worker. Predicted income was then used as a matching variable and included in the specification of the logistic model estimating the propensity score, where it performed with high explanatory power.

### 2.1. Implementation of the Statistical Matching Method

We now describe in sequence the steps adopted to implement our statistical matching procedure.

1. Harmonization of the data sets. The first step of the matching procedure harmonizes the common variables across data sets by comparing and adjusting the definitions and classifications to make them homogeneous. We also need to choose the best set of "matching variables" observed in both data sets that have a significant relationship with the variables of interest. A correct selection of variables controls for differences within groups because the selected variables need to be independent of the group assignment, thus affecting the outcome but not the exposure. The model specification involves a trade-off between the common support condition and the plausibility of the conditional independence assumption. A parsimonious specification may not affect common support, but may affect the plausibility of conditional independence, while a full specification may give rise to a support problem by affecting the common support condition (Black and Smith 2004; Caliendo and Kopeinig 2008). The main purpose of the propensity score estimate is to balance all covariates, not to define the best selection into groups (Augurzky and Schmidt 2001).
2. Compare the distribution of $\boldsymbol{X}$. To inspect whether the common variables are independent of sample selection, we compare the marginal and joint distribution in the recipient and donor group by testing the similarity in distribution and calculating the between groups distance using both the absolute difference and Cramer's V test (Sisto 2006; Masterson 2010; Leulescu and Agafitei 2013). Distributions can be also compared using the Hellinger distance. In our context, this measure is always coherent and consistent with Cramer's V test, which is our selected test. Both the Hellinger distance and Cramer's V assume values between 0 and 1. A value close to 0 means that the relationship between the two distributions is weak. For Cramer's V test, the acceptance threshold of weak relationship is 0.15 . Before matching, the
common set of variables may have statistically different distributions, but after the implementation of the propensity score matching procedure, the common set of variables should be balanced within the strata.
3. Estimate the selected statistical matching method (Propensity Score Matching). The matching variables are then used to estimate the propensity score value. The set of matching variables is specific to each pair-wise matching that we describe in the next sections.
4. Validate the propensity score procedure by a) computing balancing tests, and b) checking the overlap and region of common support between the two groups. As summarized by Lee (2013), to validate the result of the selected propensity score specification, four balancing tests are recommended: i) standardized differences proposed by Rosenbaum and Rubin (1985) for evaluating the bias reduction due to the success of the matching procedure, and consequently analysis of the distance in marginal distributions of the common variables; ii) $t$-tests to evaluate the equality of each covariate mean between the recipient and donor groups (Rosenbaum and Rubin 1985); iii) stratification test for testing the mean differences within strata of the propensity score (Dehejia and Wahba 1999, 2002); iv) Hotelling test or F-test to verify the joint equality of covariate means between the reciepient and donor groups (Smith and Todd 2005).

The standardized difference was computed as the percentage of the ratio between the difference of sample means in the recipient and donor subsamples and the square root of the average of sample variance in both groups. Following Rosenbaum and Rubin (1985) a standardized difference is "large" if it is greater than 20 . We also computed a $t$-test to verify if the mean of each common variable between the recipient and the donor database is not statistically different before and after the matching.

The stratification test was developed in two steps. In the first phase the observations were divided into strata. To determine the number of strata, the estimated propensity score was split into ranges provided that its mean within each stratum was not statistically different in the recipient and donor group. In the second step, for each stratum a t-test was performed to test whether the common covariates presented the same distribution in both groups (Dehejia and Wahba 2002; Caliendo and Kopeinig 2008; Garrido et al. 2014). If the t-test is rejected in even only one stratum, then the propensity score model is not well specified and the specification should be corrected until there are no significant differences between the two groups and the conditional independence assumption is more likely to hold (Caliendo and Kopeinig 2008; Lee 2013).

The Hotelling test is used to jointly test the equality of the means in all covariates used in propensity score specification, between the recipient and donor data set. If the null hypothesis is rejected, there is no balance in covariates between the two data sets. This test is adopted in multivariate tests of hypotheses and it is the generalization on the t -test used in univariate problems.

To assess whether the characteristics observed in the recipient group are also observed in the donor group, it is important to verify the overlap of the region of common support of the propensity score value between these two groups (Lechner 2008). This investigation is crucial because the lack of common support may lead
to biased results since the donor group may not be sufficiently similar to the recipient one. A graphical analysis of the density distributions of the propensity score in the recipient and donor group permits a visual inspection of the range and shape of the propensity score distributions (Caliendo and Kopeing 2008). The estimated propensity score is then used to match each individual in the recipient group to an individual in the donor group.
5. Choose the matching algorithm. Rodgers (1984) distinguishes between the constrained and unconstrained algorithm types. An unconstrained method imposes no restrictions on the number of times a donor unit may be imputed because it takes simple random samples with replacement. It has the advantage of permitting the closest possible match to each record at the cost of increasing the sample variance of the estimators (Rodgers 1984; Rässler 2002; Kum and Masterson 2010). The distributions of the imputed variables are therefore more likely to represent the empirical marginal or conditional distributions of the selected sample, rather than the ones observed in the original donor file. Despite this disadvantage, unconstrained matching is still the method most frequently used (Rodgers 1984; Kum and Masterson 2010). On the other hand, a disadvantage of the constrained method is that the average distance between the recipient and donor values of the matching variables is plausibly larger, and sometimes unacceptably larger, than in the unconstrained case because matching is implemented without replacement. It is important to remark that the use of sampling weights make sure that donor records can be matched to more than one recipient and vice versa. From a practical point of view, constrained matching is computationally more demanding than unconstrained matching.

The main matching algorithms are nearest neighbor, caliper and radius, stratification and interval, kernel and local linear, and weighting (Chen and Shao 2000; Caliendo and Kopeinig 2008; Kum and Masterson 2010). The choice in regard to performing a matching with or without replacement and the number of comparison units involves a trade-off between bias and variance. The two aspects are inter-related because, for example, a matching with replacement and a smaller number of comparison units reduces both the bias and the precision (Dehejia and Wahba 2002). All methods yield similar results with large samples, while the tradeoff between bias and variance is mainly relevant for small samples. As a result, there is not a better matching algorithm, but its choice should be evaluated case-bycase on the data structure (Caliendo and Kopeinig 2008). We compared different matching algorithms. Our preferred choice was the nearest neighbor algorithm with replacement and one comparison unit because it was the most effective algorithm in preserving the distribution of the donor data set as it is described in Subsection 4.1. For each individual of the recipient database we selected the individual in the donor database with the closest distance in terms of propensity score. The matching algorithm imputed the missing values of the recipient sample using the information from the donor sample.
6. Assess the statistical matching quality by a) inspecting distributions, b) analyzing the trend of the imputed variables by the set of $X$ covariates comparing the ratio of mean and median in the two groups, and c) performing uncertainty analysis by
computing Fréchet Bounds between the variables of interest. Rässler (2002) describes four levels of validity to evaluate a matching procedure: preserving individual values, preserving joint distributions, preserving correlation structures, and preserving marginal distributions. In most cases, only the last level, which establishes a minimum validity requirement, can be verified, although recent literature shows that both the preservation of the joint distribution and the preservation of the correlation structure can be evaluated (Conti et al. 2016; Conti et al. 2017). Statistical matching can be considered successful if the marginal and the joint distribution of the covariates and the imputed information show similar trends in the original and the synthetic databases. We assessed the matching procedure by both inspecting the distributions of the extra information in the two databases, and comparing the distribution of the imputed covariates by the set of common variables used in the propensity function, computing the ratio of mean and the ratio of median (Kum and Masterson 2010; Webber and Tonkin 2013). The ratio of mean (median) is calculated as the ratio between the mean (median) of the recipient data set and the mean (median) of the donor data set. To demonstrate whether the two groups are different in the means or medians, we consider the distance of the ratio from 100, being the value that represents the perfect similarity in the means or medians of the two groups. There is no defined threshold to establish if the imputed information in the two samples can be considered comparable, but the closer the ratio is to 100 , the greater the similarity of the extra information.

Further, as part of the statistical evaluation, it is important to deal with the source of indeterminacy stemming from the conditional independence assumption and improve the overall quality of the procedure by exploring the degree of uncertainty associated with the matching results, as we did in our empirical application, and possibly exploiting auxiliary information when available, or introducing meaningful logical constraints (D’Orazio et al. 2006b; Conti et al. 2016; Conti et al. 2017).
7. Assess the economic matching quality using Engel curves, poverty and inequality analysis.

## 3. Data Sets Description

In the following section, we briefly describe the four surveys used in this work. Subsequently, we analyze the characteristics and properties of each statistical matching performed.

The implementation of the Stiglitz et al. (2010) proposal to measure well-being in a comprehensive manner based on an extended notion of income that accounts for the value of private and public consumption, working and nonworking time, financial and social assets, requires the integration of several sources of information about households. We now describe the data sets related to the consumption, income and wealth, time use and social dimensions that we combined to construct a multidimensional measure of economic well-being representative of the Italian population. This objective requires adopting a matching procedure that is careful to preserve at least the marginal distribution of the main
economic and social variables of interest, paying especial attention to the varying sampling designs of each data set.

### 3.1. European Union Statistics on the Income and Living Conditions Survey (EUSILC): The Recipient Survey

EUSILC is an annual statistical survey that gathers comparable cross-sectional and longitudinal data for the EU Member States. In Italy, the National Statistical Institute (ISTAT) conducts the survey. The EUSILC sample is drawn with a two-stage sampling design where primary units are municipalities and secondary units are households. A sample of 760 municipalities is selected, according to a conditional Poisson design with inclusion probabilities proportional to demographic sizes within strata. From each selected municipality, households are drawn by simple random sampling. We use the 2010 sample of 19,147 households corresponding to 47,551 individuals. The sampled households are selected with a rotational design where a fraction of the sample of the previous survey is dropped and replaced with a new sample of equal size maintaining the same representativeness of the whole population. The survey collects information on incomes, wealth and living conditions at both the household and individual levels. EUSILC also gives detailed information on socio-demographic characteristics, housing conditions, health and education, employment status, economic activity and other firm-specific attributes.

### 3.2. Household Budget Survey (HBS)

The ISTAT consumption survey collects detailed information on household expenditure on goods and consumer services in diverse categories, such as foodstuffs, clothing, housing, transport, education, health and holidays. Expenditures in the HBS are classified using the United Nations' five-digit Classification of Individual Consumption According to Purpose (COICOP) classifications. The main aim of this survey is to analyze and evaluate the trend in household expenditure in relation to the socio-demographic characteristics of family members. We used the data collected in 2009. The HBS sample is drawn with a two-stage sampling design. The primary sampling units are municipalities. They amount to around 470 selected among two groups according to a conditional Poisson design with inclusion probabilities proportional to demographic sizes within strata. From each selected municipality, households are drawn by simple random sampling. The sample is composed of 23,005 households.

### 3.3. Time Use Survey (TUS)

The TUS records the time employed in daily activities by each household member. The respondent keeps a diary reporting the main activity undertaken, any other activity taking place at the same time, and the places in which the activities are carried out. Each family, selected according to a random procedure, compiles a diary for either one day of the week, Saturday or Sunday according to the day of the visit. To implement the matching procedure, we first imputed the time spent on each activity for those days that the household member did not have to fill in the diary. The TUS also reports on sociodemographic characteristics, education, economic activity, housing, and health conditions.

The sampling design is implemented in two stages. The first stage units are municipalities (508) and the second stage units are households. The interviewees are each family member aged three or over. The 2008-2009 cross-sectional wave interviewed 18,250 households and 44,606 individuals.

### 3.4. Household Conditions and Social Capital Survey (CISF)

The survey on household conditions and social capital was designed by the International Center of Family Studies (CISF) in 2009 with the aim of describing the well-being of Italian families and their stock of social capital. The survey was carried out through telephone interviews by COESIS. It collects household level data about sociodemographic characteristics, income and overall economic condition, and a detailed set of questions on social capital and relational well-being. The sampling design is stratified by geographic areas and family types. The sample includes 4,017 households and has both national and macro-regional representativeness. Unlike the others, the CISF survey is not scheduled with regular frequency. It is the only survey not implemented by the Italian National Statistical Institute (ISTAT) included in our integrated data set.

In general, multi-stage cluster and stratified sampling are two distinctive features of complex surveys such as those used in this statistical matching exercise. As a consequence, observations cannot be assumed to be independent and do not have equal probability of being selected, as is the case of simple surveys. Observations that are from the same cluster or strata are likely to be more similar to each other. Ignoring the sampling design may introduce serious bias in both the imputation method and the outcome models. Several authors (D'Orazio et al. 2006a; Ridgeway et al. 2015; Conti et al. 2016; Austin et al. 2018) have analysed how to account properly for complex designs and the different survey weights when implementing a statistical matching procedure, placing especial emphasis on Renssen's two-step procedure (Renssen 1998) based on calibration of the weights and Rubin's (Rubin 1986) file concatenation.

In our analysis, we minimized the adding complexity of different survey designs by selecting the three main surveys to be matched (EUSILC, HBS, and TUS) from the same statistical institute. Instead of integrating the income information from EUSILC, we could have selected the Survey on Household Income and Wealth (SHIW) that is conducted by Banca d'Italia every two years. The SHIW survey, which is part of the Household Finance and Consumption Survey of the European Central Bank, is also conducted in two stages. Municipalities with more than 40,000 inhabitants are all included in the sample, while smaller primary units are selected using a probability sampling scheme proportional to size. Secondary sampling units are then selected by simple random sampling. On average, the sample comprises about 8,000 households (20,000 individuals) distributed across around 300 Italian municipalities. The SHIW size of both primary and secondary units is about $1 / 3$ of the HBS size. Conti et al. (2016, Table 2) show that the estimated proportions of households, conditional on two main design variables such as macro-region and household size are not significantly different between EUSILC and HBS. In the context of the present application, this is also the case for all the ISTAT data bases EUSILC, HBS and TUS. There are no significant differences also for the CISF database, which is not produced by ISTAT. Therefore, with
the intent of not adding complexity, we preferred EUSILC to SHIW even though we recognize that SHIW is interesting for the higher value of the information on the value of assets, debts and regular savings with respect to EUSILC. Our choice was also due to the consideration that ISTAT is actively committed to improving the ex-ante harmonization of the EUSILC, HBS, and TUS social surveys and in complementing the wealth dimension as part of the revision process under development within the new European Framework Regulation on Social Statistics. Moreover, in recent years, the Italian version of EUSILC has consistently made use of registered data that cross-verify the income data collected through surveys using available social security and tax records.

As part of our specification strategy of the propensity score regression, in the set of matching variables we included some relevant variables of the sampling design such as regions and household characteristics. According to Kum and Masterson (2010), the propensity score matching method's dimensionality reduction is effective in minimizing the potential bias that may stem from the complex designs of the fused data sets.

Figure 1 illustrates how consumption, time use, and social capital donor data sets have been linked to the income and wealth survey. The donor data sets include the extra information missing in the recipient database. The recipient data set contains the most detailed and accurate information about common variables gathered in all surveys. Combining these relevant dimensions of well-being yields a "new" database, to which we refer as the Italian Integrated Living Standard survey (IILS).

To respect the temporal correspondence between income and related variables, we used the 2010 cross-sectional wave for the EUSILC survey because the information on income refers to the previous reference period. We used the 2009 cross-sectional wave for the HBS and the 2008-2009 wave for the TUS.


Fig. 1. The data sets used to create the integrated database.

In the next section, we describe the features of each one-to-one matching implemented following the sequential representation of Figure 1 and evaluate the statistical and economic quality of the linking procedure.

## 4. Results of the Statistical Matching Procedures

We implemented three different statistical matching procedures using the EUSILC data set as the recipient sample because this survey includes the most detailed information regarding socio-demographic characteristics, household conditions, occupational status, income, wealth, health and education.

In sequence, the first linking procedure performed the data fusion between the EUSILC and HBS data set to impute the information related to household consumption. The second statistical matching associated the information about household time use with the EUSILC data set. The third matching filled in the missing values of the EUSILC data for social capital, family relationships and family well-being, using the CISF survey.

The three data fusions were implemented using the method outlined in Section 2. For illustrative convenience, we report the EUSILC-HBS match only. For this matching, we describe a) the alignment of common variables, b) their frequency distributions, c) the standardized differences and $t$ balancing tests, d) the distribution of propensity score, e) the distribution of the extra information imputed with the propensity score procedure, in the original and matched data sets, f) their ratio of mean and median by covariates, and g) the investigation of uncertainty constructing the Fréchet bound, and implement an economic evaluation of the statistical procedure. The results of the EUSILC-TUS and EUSILC-CISF matching procedure are reported in the supplemental material.

### 4.1. Data Fusion Between the EUSILC and HBS

The EUSILC database does not record data about family consumption that is typically collected in household budget surveys. As shown in Figure 1, we add household consumption to the former survey. We aggregate detailed household expenditures into nine categories: cereals; meat, fish and dairy products; fruit and vegetables; other food products; clothing; housing; transport and communication; recreation and education; health and hygiene.

The two basic conditions for implementation of the statistical matching are satisfied. Both samples refer to the same target population and share a set of covariates related to socio-demographic characteristics, household characteristics and working status conditions. The common variables are defined in the same way in both surveys. Table 1 documents how we harmonized and aggregated the variables of major interest to achieve the same alignment omitting trivial reclassifications.

The adopted propensity score specification that satisfied the balance property includes: region of residence (five dummies coded as North-West, North-East, Center, South, Islands), a dummy variable to indicate the presence in the family of children between $0-5$ years old, and between 6-14 years old, a dummy variable to denote the presence in the family of at least one self-employed worker, a single-parent dummy, home-ownership (dummy variable equal to 1 if the household head is a home-owner), average family
Table 1. Alignment of common variables in EUSILC - HBS match.

| Variable | EUSILC | HBS | Harmonized variable |
| :---: | :---: | :---: | :---: |
| Education | istr_c <br> $1=$ unqualified, illiterate <br> $2=$ unqualified, can read and write <br> 3 = primary school <br> $4=$ first grade secondary school <br> $5=$ second grade secondary school (2-3 years) <br> $6=$ second grade secondary school (4-5 years) <br> $7=$ certificate post-A levels <br> $8=$ bachelor's degree or master's degree <br> $9=$ superior graduate school $10=\mathrm{Ph} . \mathrm{D}$. | titstu <br> $1=\mathrm{Ph} . \mathrm{D}$ or superior graduate school <br> $2=$ master's degree <br> $3=$ bachelor's degree <br> $4=$ second grade secondary school <br> (4-5 years) <br> $5=$ second grade secondary school (2-3 years) <br> $6=$ first grade secondary school <br> $7=$ primary school <br> $8=$ unqualified | $1=$ unqualified <br> $2=$ primary school <br> $3=$ first grade secondary school <br> $4=$ second grade secondary school (2-3 years) <br> $5=$ second grade secondary school (4-5 years) or certificate post-A levels <br> $6=$ bachelor's degree or master's degree <br> $7=$ superior graduate school or Ph.D. |
| Status in employment | $\begin{aligned} & \text { pl040 } \\ & 1=\text { self-employed with employees } \\ & 2=\text { self-employed without } \\ & \text { employees } \\ & 3=\text { employee } \\ & 4=\text { family worker } \end{aligned}$ | posprof <br> $1=$ executive <br> $2=$ manager <br> 3 = clerk <br> $4=$ intermediate categories <br> $5=$ foreman <br> $6=$ other employee <br> $7=$ trainee <br> $8=$ homeworker <br> $9=$ military force (armed force) <br> $10=$ entrepreneur <br> $11=$ self-employed <br> $12=$ independent contractor | $\begin{aligned} & 1=\text { self-employed } \\ & 0=\text { other } \end{aligned}$ |

Table 1. Continued

| Variable | EUSILC | HBS | Harmonized variable |
| :---: | :---: | :---: | :---: |
|  |  | $13=$ partner of cooperatives <br> $14=$ assistant <br> $15=$ project worker <br> $16=$ occasional contractor <br> (from code 1 to code 9 employee, from code 10 to code 16 self-employed) |  |
| Tenure status of the house | hh020 <br> $1=$ owner <br> $2=$ tenant or subtenant paying rent at prevailing or market rate <br> $3=$ accommodation is rented at a reduced rate (lower price that the market price) <br> $4=$ accommodation is provided free | tipoccuр <br> $1=$ tenant or subtenant paying rate <br> $2=$ owner <br> $3=$ accommodation is in usufruct <br> $4=$ accommodation is provided free <br> by relatives or friends | $\begin{aligned} & 1=\text { owner } \\ & 0=\text { other } \end{aligned}$ |

Note: The name of the variables in each survey are indicated in italics.
education (five dummies coded as Primary, Middle, Middle-High, High, University) and total disposable household income.

Table 2 shows the frequency distribution of the variables used in the propensity score specification. Geographical area shows the largest absolute differences. The value of Cramer's V test supports the hypothesis that the common variables are independent of the group assignment. Therefore, considering a threshold of 0.15 associated with a weak

Table 2. Comparison between frequency distributions for some common variables.

|  | EUSILC | HBS | Absolute difference | Cramer's V* |
| :---: | :---: | :---: | :---: | :---: |
| Geographical area |  |  |  | 0.094 |
| North-West | 23.03 | 23.58 | 0.55 |  |
| North-East | 24.04 | 21.15 | 2.89 |  |
| Center | 22.97 | 17.62 | 5.35 |  |
| South | 21.36 | 26.61 | 5.25 |  |
| Islands | 8.60 | 11.04 | 2.44 |  |
| Children 0-5 years old |  |  |  | 0.020 |
| No | 88.53 | 89.75 | 1.22 |  |
| Yes | 11.47 | 10.25 | 1.22 |  |
| Children 6-14 years old |  |  |  | 0.011 |
| No | 84.01 | 83.18 | 0.83 |  |
| Yes | 15.99 | 16.82 | 0.83 |  |
| Self-employed |  |  |  | 0.005 |
| No | 80.51 | 80.15 | 0.36 |  |
| Yes | 19.49 | 19.85 | 0.36 |  |
| Single-parent |  |  |  | 0.025 |
| No | 91.41 | 92.78 | 1.37 |  |
| Yes | 8.59 | 7.22 | 1.37 |  |
| Homeownership |  |  |  | 0.009 |
| No | 25.50 | 24.72 | 0.78 |  |
| Yes | 74.50 | 75.28 | 0.78 |  |
| Average family education |  |  |  | 0.036 |
| Primary | 26.95 | 26.83 | 0.12 |  |
| Middle | 24.28 | 27.24 | 2.96 |  |
| Middle-High | 19.16 | 18.15 | 1.01 |  |
| High | 23.16 | 21.48 | 1.68 |  |
| University | 6.44 | 6.29 | 0.15 |  |
| Household income |  |  |  | 0.025 |
| 1st quintile | 19.51 | 20.41 | 0.90 |  |
| 2nd quintile | 19.48 | 20.44 | 0.96 |  |
| 3rd quintile | 20.17 | 19.85 | 0.32 |  |
| 4th quintile | 19.85 | 20.13 | 0.28 |  |
| 5th quintile | 20.99 | 19.17 | 1.82 |  |

[^2]Table 3. Test for standardized differences and $t$-test on the equality of means.

| Variable | Test for Standardized differences |  | T-test |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Standardized difference before matching | Standardized difference after matching | P-value before matching | P-value after matching |
| Geographical area |  |  |  |  |
| North-West | - 1.30 | 0.00 | 0.1820 | 0.9750 |
| North-East | 6.90 | -1.70 | 0.0000 | 0.1650 |
| Center | 13.30 | 2.00 | 0.0000 | 0.0880 |
| South | - 12.30 | -0.20 | 0.0000 | 0.8980 |
| Islands | -8.20 | -0.20 | 0.0000 | 0.8510 |
| Children 0-5 years old | 3.90 | -2.80 | 0.0000 | 0.0180 |
| Children 6-14 years old | -2.30 | -1.50 | 0.0220 | 0.1990 |
| Self-employed | -0.90 | -1.00 | 0.3560 | 0.3900 |
| Single-parent | 5.10 | -0.80 | 0.0000 | 0.4930 |
| Homeownership | -1.80 | 0.40 | 0.0640 | 0.7180 |
| Average family education |  |  |  |  |
| Primary | 0.30 | 4.10 | 0.7790 | 0.0010 |
| Middle | - 6.80 | -1.40 | 0.0000 | 0.2500 |
| Middle-High | 2.60 | -1.80 | 0.0080 | 0.1240 |
| High | 4.00 | -1.50 | 0.0000 | 0.2030 |
| University | 0.60 | 0.60 | 0.5280 | 0.6030 |
| Household income | 7.60 | -1.60 | 0.0000 | 0.1850 |

relationship, we can conclude that all these variables are independent of the groups. This conclusion is generally supported by the evidence presented in Table 3. Before matching, all standardized differences between recipient and donor groups were less than $20 \%$, indicating that the two data sets are similar. The magnitude of these differences decreased after matching, becoming very close to zero. We use the test of standardized differences to illustrate the reduction in bias that can be attributed to matching on common variables (Rosenbaum and Rubin 1985; Lee 2013). Table 3 also shows the p-values of the t-test to compare the means of the common variables. As pointed out by Rosenbaum and Rubin (1985) and Caliendo and Koepinig (2008), it is reasonable to expect differences before the matching execution. After matching, the covariates should be balanced in both groups and hence no significant differences should be found, as is the case in Table 3. In general, the balance in covariates is less likely to be achieved by covariates that do not significantly impact the outcome (Garrido et al. 2014). Before matching, there are many covariates that do not have the same proportion, but after matching the proportions in the recipient and donor groups become equal. The sole exception is represented by the "Primary" category of education, which is balanced before matching but after matching does not show the same mean in the two samples. The Hotelling test also confirms that the covariates are balanced between the two groups. The null hypothesis of joint equality of the means is not rejected (Table 4).

These statements are supported by the evidence presented in Table 5. Conditioning on the propensity score, all variables are balanced within the two samples. The upper part of the table shows $t$-test values verifying whether the density distributions of the propensity score are equal in the two selected samples within each stratum. The lower part shows the

Table 4. Hotelling test after matching.

| Variable | Mean of HBS | Mean of EUSILC |
| :--- | :---: | :---: |
| Geographical area |  |  |
| North-West | 0.230 | 0.230 |
| North-East | 0.248 | 0.240 |
| Center | 0.221 | 0.230 |
| South | 0.214 | 0.214 |
| Islands | 0.087 | 0.086 |
| Children 0-5 years old | 0.124 | 0.115 |
| Children 6-14 years old | 0.166 | 0.160 |
| Self-employed | 0.199 | 0.195 |
| Single-parent | 0.088 | 0.086 |
| Homeownership | 0.743 | 0.745 |
| Average family education |  |  |
| Primary | 0.251 | 0.269 |
| Middle | 0.249 | 0.243 |
| Middle-High | 0.199 | 0.192 |
| High | 0.238 | 0.232 |
| University | 0.063 | 0.064 |
| Household income | 3.197 | 3.158 |
|  |  |  |
| Hotelling p-value |  |  |

Table 5. Test statistic of $t$-test in each stratum.

|  | Stratum |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| Balance of propensity score distribution across recipient and donor groups | -0.077 | 1.368 | 1.332 | -0.076 | -1.218 | $-2.238$ | -0.654 | -0.425 | $-1.980$ | -0.593 | -1.381 |
| Balance of covariates across recipient and donor groups |  |  |  |  |  |  |  |  |  |  |  |
| Geographical area - ref. cat. "North-West" |  |  |  |  |  |  |  |  |  |  |  |
| North-East | -1.287 | -1.200 | 0.747 | - 1.346 | 0.336 | 0.681 | 2.501 | 0.279 | 1.127 | -0.586 | -0.775 |
| Center | - | - | -0.984 | 0.576 | -0.330 | -0.104 | -2.117 | -0.254 | -0.719 | -0.840 | -0.775 |
| South | -0.987 | 2.089 | -2.197 | 0.194 | -1.116 | -0.561 | -2.189 | - | -0.873 | - | - |
| Islands | 1.471 | $-1.586$ | -0.961 | -0.169 | -0.731 | -0.589 | 0.033 | - | -0.873 | -0.622 | - |
| Children between $0-5$ years old | 0.591 | -0.539 | -0.717 | -0.429 | 0.036 | 0.884 | 0.483 | -1.016 | 1.029 | 1.066 | -0.775 |
| Children between $6-14$ years old | 0.842 | 0.284 | 0.746 | 0.081 | -0.563 | 0.813 | - 1.892 | $-1.766$ | 0.331 | $-1.568$ | -0.775 |
| Self-employed | 1.210 | 0.907 | 0.343 | 1.842 | -1.040 | -0.768 | -0.226 | -2.346 | -0.877 | - 1.031 | - |
| Single-parent | -0.279 | 2.350 | 0.287 | 0.627 | -1.750 | -0.062 | -0.050 | 0.357 | -0.100 | -0.048 | - |
| Homeownership | 1.121 | - 1.716 | 2.048 | 0.118 | -1.077 | 2.482 | - 1.434 | -0.905 | -1.465 | -2.269 | - |
| Average family education -ref. cat. "Primary" |  |  |  |  |  |  |  |  |  |  |  |
| Middle | -0.253 | 0.823 | 1.416 | 0.226 | -0.529 | 1.156 | 0.550 | -0.329 | 0.480 | - 1.090 | - |
| Middle-High | -2.494 | 1.061 | -0.595 | 1.186 | 0.733 | -0.961 | 1.547 | -0.014 | -0.117 | -0.992 | -0.775 |
| High | 0.685 | 1.555 | -1.714 | 1.661 | -1.370 | -0.612 | 0.042 | 0.601 | -1.080 | 0.079 | -1.549 |
| University | -0.007 | -2.082 | -0.495 | 0.456 | 0.388 | 0.774 | -0.636 | 0.276 | 1.533 | 0.798 | - |
| Household income | 2.326 | 1.124 | -0.092 | 2.256 | -0.981 | 0.050 | -0.217 | $-1.203$ | -1.518 | -0.508 | -0.793 |

t-test values carried out to determine whether the common covariates have the same distributions in the two data sets. The first stratum is not shown because the propensity score takes values higher than the first quintile into which the sample was initially divided. Considering a 0.01 significance level, the propensity score and the common covariates have the same distribution in the two samples.

We also performed a preliminary test to investigate the region of common support of the propensity score value. As shown in Figure 2, the estimated propensity score takes values in a similar range and displays comparable density distributions. Therefore, the observations have the same probability of belonging to the recipient or the donor group.

In addition, we implemented a comparative analysis of different matching algorithms such as radius, caliper, Epanechnikov and Gaussian kernels, nearest neighbor with and without replacement and multiple comparison units. The results of all algorithms are consistent in mean but they differ in distribution. Extra information imputed using radius, caliper and both kernel matching algorithms produce mean and median values that are similar to the same statistics of the original distribution, but standard deviations are significantly smaller compared to the original variables. On the other hand, the distribution of imputed values generated using the nearest neighbor algorithm is the most similar to the donor's distribution with and without replacement, and with different comparison units. Table 6 reports these results for the three main consumption categories: cereals, protein foods such as meat, fish and dairy products, and clothing. When adopting one comparison unit, there are no significant differences between distributions with and without replacement. As the number of comparison units increase, differences become more marked, especially in terms of standard deviations. In light of these results, for our matching exercise we adopt the nearest neighbor algorithm with replacement and one comparison unit.

To verify the matching quality, we analyzed the distribution of the extra information transferred from the donor to the recipient. We tested whether the extra information in the matched data set preserves the same distribution as the original data set. We also compared the distributions of the covariates used in the propensity score specification by computing


Fig. 2. Distribution of propensity score across recipient and donor data sets.
Table 6. Comparison of statistic distributions using different nearest neighbor matching algorithms (in euros).

| Donor database |  | Nearest neighbor |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Without replacement and 1 comparison unit | With replacement and ( $1, \ldots ., 5$ ) comparison units |  |  |  |  |
|  |  | 1 | 2 | 3 | 4 | 5 |
| Cereals |  |  |  |  |  |  |  |
| Mean | 69.2 |  | 69.72 | 70.6 | 70.37 | 70.25 | 70.03 | 70.18 |
| Median | 59.28 | 59.69 | 60.33 | 64.91 | 66.44 | 66.93 | 67.95 |
| Std. Dev. | 46.1 | 46.43 | 46.96 | 33.26 | 27.19 | 23.45 | 20.92 |
| Min | 1.37 | 1.37 | 1.7 | 4.58 | 12.25 | 11.29 | 15.55 |
| Max | 469 | 469 | 469 | 291.97 | 222.27 | 203.22 | 194.14 |
| Meat, fish and dairy products |  |  |  |  |  |  |  |
| Mean | 213.41 | 213.33 | 216.38 | 215.57 | 215.46 | 214.95 | 215.22 |
| Median | 181.53 | 181.46 | 184.52 | 196.71 | 203.8 | 205.1 | 207.5 |
| Std. Dev. | 142.5 | 147.08 | 147.93 | 106.23 | 86.77 | 75.36 | 68.18 |
| Min | 2.39 | 2.39 | 2.64 | 8.28 | 33.42 | 33.62 | 45.43 |
| Max | 1522.19 | 1522.19 | 1522.19 | 956.02 | 736.78 | 611.66 | 576.99 |
| Clothing |  |  |  |  |  |  |  |
| Mean | 149.78 | 151.5 | 154.59 | 153.96 | 153.32 | 153.1 | 153.1 |
| Median | 142.53 | 144.88 | 147.98 | 151.36 | 152.02 | 151.52 | 151.82 |
| Std. Dev. | 76.03 | 76.04 | 78.96 | 56.47 | 47.25 | 41.87 | 38.12 |
| Min | 31.78 | 31.78 | 33.1 | 40.41 | 41.46 | 44.42 | 46.8 |
| Max | 2563.31 | 2563.31 | 2563.31 | 1349.77 | 977.84 | 747.98 | 636.32 |

the ratio of mean and the ratio of median. The ratio of median is not reported for the other two data fusions because the meaning of their imputed variables does not fit well since most of their values are concentrated in a single point of mass. Median is an indicator more robust for skewed distributions, but in this context mean is the more appropriate tool with which to evaluate the quality of the matching. A less accurate imputation can preserve the same central tendency between the two databases, but when imputed values are very different from those recorded in the donor data set, it is more difficult to preserve the average value since the mean is largely influenced by outliers.

The distributions of all categories of expenditure are very close to each other, showing that the matching procedure reproduced the same distribution as the original data set. For illustrative purposes, in Figures 3 and 4, we report only the distributions of the four main categories of expenditure and in Figure 5 we report the total household expenditure without disaggregations. This evidence is not sufficient to characterize the quality of the matching outcome completely. It is also necessary to inspect the marginal distribution of imputed variables by variables used to estimate the propensity score value and to compute the matching algorithm. Tables 7-8 and Tables A1-A3 in Supplemental material report the means and the medians of the extra information in the integrated and donor data sets and their ratio by the covariates used to estimate these values. These results show that the synthetic database well preserves the marginal empirical distribution of the common variables in the donor data set. Consequently, the original and matched groups are statistically similar. The lowest income category records the highest difference in mean and median between the two samples. Other discrepancies arise in the presence of children $0-5$


Fig. 3. Distribution of expenditure for "Cereals" and "Meat, fish and dairy products" in integrated and donor data sets.


Fig. 4. Distribution of expenditure for "Fruits and vegetables" and "Other food products" in integrated and donor data sets.


Fig. 5. Distribution of "Food expenditure" and "Total expenditure" in integrated and donor data sets.

Table 7. Cereals expenditure (in euros): Ratio of mean and median by covariates.

|  | Average |  |  | Median |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HBS | IILS | Ratio | HBS | IILS | Ratio |
| Geographical area |  |  |  |  |  |  |
| North-Western | 71.23 | 71.05 | 99.74 | 60.84 | 60.79 | 99.92 |
| North-Eastern | 70.04 | 70.73 | 100.97 | 58.07 | 59.72 | 102.84 |
| Center | 69.30 | 72.67 | 104.87 | 59.95 | 62.35 | 104.00 |
| Southern | 67.80 | 68.38 | 100.84 | 58.97 | 58.83 | 99.76 |
| Islands | 66.40 | 69.24 | 104.27 | 56.96 | 59.36 | 104.21 |
| Children 0-5 years old |  |  |  |  |  |  |
| No | 67.63 | 70.35 | 104.03 | 57.70 | 60.18 | 104.30 |
| Yes | 82.88 | 72.65 | 87.66 | 72.65 | 60.99 | 83.96 |
| Children 6-14 years old |  |  |  |  |  |  |
| No | 65.10 | 70.47 | 108.24 | 55.32 | 60.11 | 108.66 |
| Yes | 89.44 | 71.40 | 79.84 | 78.93 | 60.79 | 77.02 |
| Self-employed |  |  |  |  |  |  |
| No | 65.89 | 70.46 | 106.94 | 56.09 | 60.18 | 107.29 |
| Yes | 82.54 | 71.25 | 86.32 | 72.57 | 60.65 | 83.57 |
| Single-parent |  |  |  |  |  |  |
| No | 69.41 | 70.63 | 101.75 | 59.36 | 60.14 | 101.31 |
| Yes | 66.44 | 70.51 | 106.13 | 57.97 | 62.59 | 107.97 |
| Homeownership |  |  |  |  |  |  |
| No | 64.02 | 70.48 | 110.09 | 54.16 | 60.65 | 111.98 |
| Yes | 70.89 | 70.66 | 99.68 | 60.80 | 60.22 | 99.05 |
| Average family education |  |  |  |  |  |  |
| Primary | 59.70 | 69.63 | 116.64 | 50.01 | 59.20 | 118.38 |
| Middle | 72.84 | 71.19 | 97.73 | 62.97 | 61.40 | 97.51 |
| Middle-High | 78.90 | 71.47 | 90.59 | 69.72 | 60.65 | 86.99 |
| High | 70.58 | 70.95 | 100.52 | 60.39 | 60.22 | 99.72 |
| University | 61.17 | 68.86 | 112.56 | 50.72 | 59.69 | 117.71 |
| Household income |  |  |  |  |  |  |
| 1st quintile | 51.05 | 58.84 | 115.26 | 42.89 | 48.60 | 113.30 |
| 2nd quintile | 62.65 | 64.51 | 102.98 | 53.28 | 54.95 | 103.13 |
| 3rd quintile | 68.90 | 69.78 | 101.28 | 60.49 | 61.85 | 102.25 |
| 4th quintile | 77.12 | 76.29 | 98.93 | 68.29 | 68.18 | 99.83 |
| 5 th quintile | 87.48 | 81.60 | 93.28 | 76.71 | 69.64 | 90.78 |

or 6-14 years old and where a member of the family is self-employed. In this case, the divergence may be due to the number of children in each age group, rather than simply their presence.

We also investigated uncertainty generated by the lack of identifiability given the available data by calculating the Fréchet inequality for the contingency table associating income and expenditure classes. The Fréchet inequalities bound the probabilities of two joint events given the probabilities of the individual events conditioning on a set of common variables. In the present context where we use categorical variables, if we only know the conditional distributions $F(y \mid x)$ and $G(z \mid x)$ it is not possible to learn something about the association between y and z given x , but we can identify the bounds $\max (0$, $F(y \mid x)+G(z \mid x)-1) \leq H(y, z \mid x) \leq \min (F(y \mid x), G(z \mid x))$ describing how uncertain the

Table 8. Total household expenditure (in euros): Ratio of mean and median by covariates.

|  | Average |  |  | Median |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HBS | IILS | Ratio | HBS | IILS | Ratio |
| Geographical area |  |  |  |  |  |  |
| North-Western | 2154.79 | 2021.39 | 93.81 | 1891.81 | 1783.93 | 94.30 |
| North-Eastern | 2147.08 | 2119.94 | 98.74 | 1914.22 | 1882.80 | 98.36 |
| Center | 1967.24 | 2197.14 | 111.69 | 1765.92 | 1989.06 | 112.64 |
| Southern | 1705.08 | 1766.91 | 103.63 | 1539.43 | 1562.48 | 101.50 |
| Islands | 1552.99 | 1748.30 | 112.58 | 1404.63 | 1552.45 | 110.52 |
| Children 0-5 years old |  |  |  |  |  |  |
| No | 1884.86 | 1994.32 | 105.81 | 1655.32 | 1772.07 | 107.05 |
| Yes | 2364.10 | 2110.34 | 89.27 | 2133.66 | 1879.10 | 88.07 |
| Children 6-14 years old |  |  |  |  |  |  |
| No | 1836.22 | 2015.54 | 109.77 | 1608.69 | 1797.63 | 111.74 |
| Yes | 2417.41 | 1966.00 | 81.33 | 2164.89 | 1729.95 | 79.91 |
| Self-employed |  |  |  |  |  |  |
| No | 1806.41 | 2004.22 | 110.95 | 1591.03 | 1782.42 | 112.03 |
| Yes | 2449.27 | 2021.69 | 82.54 | 2174.32 | 1800.23 | 82.79 |
| Single-parent |  |  |  |  |  |  |
| No | 1939.83 | 1993.21 | 102.75 | 1718.85 | 1769.21 | 102.93 |
| Yes | 1858.89 | 2160.95 | 116.25 | 1639.10 | 1954.15 | 119.22 |
| Homeownership |  |  |  |  |  |  |
| No | 1817.00 | 2032.74 | 111.87 | 1638.38 | 1829.96 | 111.69 |
| Yes | 1972.39 | 1999.03 | 101.35 | 1738.17 | 1769.07 | 101.78 |
| Average family education |  |  |  |  |  |  |
| Primary | 1340.58 | 1952.43 | 145.64 | 1155.36 | 1753.83 | 151.80 |
| Middle | 1929.09 | 1945.56 | 100.85 | 1719.70 | 1731.26 | 100.67 |
| Middle-High | 2307.72 | 2072.13 | 89.79 | 2083.60 | 1816.95 | 87.20 |
| High | 2260.24 | 2077.00 | 91.89 | 2012.14 | 1846.66 | 91.78 |
| University | 2293.16 | 2031.11 | 88.57 | 2062.34 | 1762.85 | 85.48 |
| Household income |  |  |  |  |  |  |
| 1st quintile | 1181.89 | 1481.45 | 125.35 | 1010.90 | 1235.49 | 122.22 |
| 2nd quintile | 1593.65 | 1663.30 | 104.37 | 1436.04 | 1494.91 | 104.10 |
| 3rd quintile | 1914.77 | 1931.64 | 100.88 | 1716.19 | 1730.43 | 100.83 |
| 4th quintile | 2286.43 | 2247.94 | 98.32 | 2073.73 | 2015.75 | 97.20 |
| 5th quintile | 2747.46 | 2581.01 | 93.94 | 2464.87 | 2332.84 | 94.64 |

association is between $y z \mid x$. When the intervals are statistically close, then the common variables of interest are suitable for matching.

In the present estimation of the Fréchet bounds, we consider the set of common variables used in the propensity score estimation. We first estimated these bounds, setting the intervals equal to income quintiles as used in our model specification. In order to analyze the influence of the width of the classes on the measure of uncertainty, we computed the same analysis also setting the intervals equal to income tertiles, eight fixed classes, as defined in Donatiello et al. (2014) that also match HBS and EUSILC, and income deciles. Consumption information was aggregated using the same classes defined for the income distribution. As reported in Table 9, the width of uncertainty is remarkably reduced from $20.3 \%$ to $5.9 \%$, moving from tertiles to deciles. Donatiello et al. (2014) report an average width of the uncertainty bound

Table 9. Average width of uncertainty bounds conditioning on common variables by different classes.

| Classes | Average width of uncertainty bounds |
| :--- | :---: |
| Income tertile | 0.203 |
| Income quintile | 0.125 |
| Eight classes defined by <br> Donatiello et al. (2014)* | 0.069 |
| Income decile | 0.059 |
| *Donatiello et al. (2014) defined the following classes: "Under EUR 1000", "EUR 1000-1500", "EUR <br> 1500-2000", "EUR 2000-2600", "EUR 2600-3100", "EUR 3100-3600", "EUR 3600-5200" and "EUR <br> 5200 or more". |  |

equal to $7.8 \%$, setting eight classes equal for income and consumption, which is comparable with our estimated range of $6.9 \%$ using the same intervals, though the comparison should be taken with caution because the number of conditioning variables is larger. If we take as a reference class definition the partition in deciles, we may consider an average width of 5.9\% as a sound indication of a valid inference, though there still seems to be a good margin for improvement if, for example, auxiliary information was available. Inspection of Table 10 shows that, conditioning on the common variables, all cell probabilities for the eight selected classes are between the lower and upper bounds.

In the next Subsubsection, we study the economic robustness of the matching by investigating the Engel relationship linking the food share, an approximate indicator of well-being (Perali 2003, 2008), and the logarithm of total expenditure. This is a fundamental empirical relation that is stable independently of the society analyzed and the time period considered.

### 4.1.1. Economic Robustness of the Matched Data: The Engel Relationship and Material Well-Being

An immediate check of the economic robustness of the matched data is the comparison of income in the recipient EUSILC database and consumption from the HBS donor data set. Table 11 shows the number of households per income-expenditure and row frequencies of quintiles of household income and total expenditure grouped by the same classes of income quintiles. The marginal column of Table 11 shows that in the lowest quintiles, total expenditure exceeds income for almost $72 \%$ of the families, suggesting under-reporting of income (Meyer and Sullivan 2011). On the other hand, as is reasonable to expect, most families in the upper income quintiles have positive savings.

In Table 12, we focus on the relationship between total expenditure and specific expenditure items in the fused and donor data set. As shown in Table 12, all budget shares have a similar magnitude and pattern in both data sets. Food, clothing and housing shares decrease as total expenditure increases, as is typical for necessity goods. On the other hand, the budget share of transport and communication and recreation and education increase as total consumption increases.

Table 10. Uncertainty bounds for total household income and consumption.

| Income classes | Consumption classes | Low.cx | CIA | Up.cx |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0.00021 | 0.03565 | 0.10796 |
| 2 | 1 | 0.00010 | 0.03799 | 0.11970 |
| 3 | 1 | 0.00010 | 0.02918 | 0.10007 |
| 4 | 1 | 0.00000 | 0.02174 | 0.08065 |
| 5 | 1 | 0.00010 | 0.01085 | 0.05241 |
| 6 | 1 | 0.00005 | 0.00724 | 0.04055 |
| 7 | 1 | 0.00000 | 0.01094 | 0.04958 |
| 8 | 1 | 0.00000 | 0.00460 | 0.02827 |
| 1 | 2 | 0.00015 | 0.03701 | 0.12627 |
| 2 | 2 | 0.00008 | 0.04148 | 0.14724 |
| 3 | 2 | 0.00004 | 0.03939 | 0.14689 |
| 4 | 2 | 0.00000 | 0.03474 | 0.13315 |
| 5 | 2 | 0.00003 | 0.02051 | 0.08488 |
| 6 | 2 | 0.00005 | 0.01559 | 0.06708 |
| 7 | 2 | 0.00006 | 0.02669 | 0.10232 |
| 8 | 2 | 0.00001 | 0.01299 | 0.05510 |
| 1 | 3 | 0.00027 | 0.02766 | 0.10379 |
| 2 | 3 | 0.00016 | 0.03195 | 0.11913 |
| 3 | 3 | 0.00008 | 0.03486 | 0.14274 |
| 4 | 3 | 0.00008 | 0.03415 | 0.14402 |
| 5 | 3 | 0.00007 | 0.02252 | 0.09490 |
| 6 | 3 | 0.00000 | 0.01784 | 0.07493 |
| 7 | 3 | 0.00006 | 0.03193 | 0.12102 |
| 8 | 3 | 0.00012 | 0.01651 | 0.06482 |
| 1 | 4 | 0.00012 | 0.01876 | 0.07947 |
| 2 | 4 | 0.00016 | 0.02276 | 0.09596 |
| 3 | 4 | 0.00015 | 0.02689 | 0.11786 |
| 4 | 4 | 0.00005 | 0.02843 | 0.12807 |
| 5 | 4 | 0.00002 | 0.02015 | 0.09459 |
| 6 | 4 | 0.00000 | 0.01636 | 0.07610 |
| 7 | 4 | 0.00018 | 0.03097 | 0.12593 |
| 8 | 4 | 0.00016 | 0.01671 | 0.06658 |
| 1 | 5 | 0.00003 | 0.00760 | 0.04745 |
| 2 | 5 | 0.00010 | 0.00991 | 0.05767 |
| 3 | 5 | 0.00010 | 0.01228 | 0.06665 |
| 4 | 5 | 0.00000 | 0.01353 | 0.07412 |
| 5 | 5 | 0.00013 | 0.01039 | 0.07086 |
| 6 | 5 | 0.00005 | 0.00864 | 0.06341 |
| 7 | 5 | 0.00003 | 0.01595 | 0.07668 |
| 8 | 5 | 0.00018 | 0.00911 | 0.05257 |
| 1 | 6 | 0.00007 | 0.00408 | 0.03124 |
| 2 | 6 | 0.00006 | 0.00538 | 0.03740 |
| 3 | 6 | 0.00018 | 0.00699 | 0.04104 |
| 4 | 6 | 0.00005 | 0.00748 | 0.04426 |
| 5 | 6 | 0.00003 | 0.00584 | 0.04441 |
| 6 | 6 | 0.00005 | 0.00520 | 0.04258 |
| 7 | 6 | 0.00000 | 0.00980 | 0.04697 |
| 8 | 6 | 0.00002 | 0.00597 | 0.03840 |

Table 10. Continued.

| Income <br> classes | Consumption <br> classes | Low.cx | CIA | Up.cx |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 7 | 0.00001 | 0.00439 | 0.03289 |
| 2 | 7 | 0.00003 | 0.00599 | 0.03973 |
| 3 | 7 | 0.00010 | 0.00763 | 0.04482 |
| 4 | 7 | 0.00000 | 0.00858 | 0.04950 |
| 5 | 7 | 0.00005 | 0.00655 | 0.04814 |
| 6 | 7 | 0.00007 | 0.00614 | 0.04676 |
| 7 | 7 | 0.00017 | 0.01207 | 0.05559 |
| 8 | 7 | 0.00027 | 0.00789 | 0.04547 |
| 1 | 8 | 0.00000 | 0.00111 | 0.01156 |
| 2 | 8 | 0.00000 | 0.00154 | 0.01298 |
| 3 | 8 | 0.00000 | 0.00191 | 0.01388 |
| 4 | 8 | 0.00000 | 0.00223 | 0.01471 |
| 5 | 8 | 0.00002 | 0.00184 | 0.01446 |
| 6 | 8 | 0.00000 | 0.00175 | 0.01459 |
| 7 | 8 | 0.00006 | 0.00346 | 0.01559 |
| 8 |  | 0.00019 | 0.00251 | 0.01455 |

Notes: Classes are coded as: $1=$ "Under EUR 1000"; $2=$ "EUR 1000-1500"; $3=$ "EUR 1500-2000"; $4=$ "EUR 2000-2600"; $5=$ "EUR 2600-3100"; $6=$ "EUR 3100-3600"; $7=$ "EUR 3600-5200"; $8=$ "EUR 5200 or more".
Low.cx: The estimated lower bounds for the relative frequencies when conditioning on the common variables. CIA: The estimated relative frequencies under the Conditional Independence Assumption (CIA).
Up.cx: The estimated upper bounds for the relative frequencies when conditioning on the common variables.
We further concentrate on the relationship between the food category and total expenditure because it is a robust relation whose main features should be maintained in the integrated database. Food expenditure and total expenditure have a similar distribution pattern in the original and fused data set both in the bottom and upper tail (Figure 5). This aggregate picture may hide significant differences, especially in the bottom and top five

Table 11. Conditional frequencies and percentages by income quintiles (in euros).

| Quintiles of household income (Y) | Total expenditure (X) |  |  |  |  |  | Average savings (Y-X) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $<=1199$ | $1199 \dashv 1788$ | $1788 \dashv 2545$ | $2545 \dashv 3662$ | >3662 | Total |  |
| $<=1199$ | $\begin{aligned} & 1060 \\ & 28.37 \end{aligned}$ | $\begin{aligned} & 1026 \\ & 27.46 \end{aligned}$ | $\begin{aligned} & 912 \\ & 24.41 \end{aligned}$ | 501 $13.41$ | $\begin{array}{r} 237 \\ 6.34 \end{array}$ | $\begin{aligned} & 3736 \\ & 100.00 \end{aligned}$ | - 1098.86 |
| $1199 \dashv 1788$ | $\begin{aligned} & 937 \\ & 25.12 \end{aligned}$ | $\begin{aligned} & 1068 \\ & 28.63 \end{aligned}$ | $\begin{aligned} & 895 \\ & 23.99 \end{aligned}$ | $\begin{aligned} & 558 \\ & 14.96 \end{aligned}$ | $\begin{aligned} & 272 \\ & 7.29 \end{aligned}$ | $\begin{aligned} & 3730 \\ & 100.00 \end{aligned}$ | -450.12 |
| $1788 \dashv 2545$ | $\begin{aligned} & 754 \\ & 19.52 \end{aligned}$ | $\begin{aligned} & 1095 \\ & 28.35 \end{aligned}$ | $\begin{aligned} & 1098 \\ & 28.43 \end{aligned}$ | $\begin{aligned} & 616 \\ & 15.95 \end{aligned}$ | $\begin{aligned} & 299 \\ & 7.74 \end{aligned}$ | $\begin{aligned} & 3862 \\ & 100.00 \end{aligned}$ | 94.42 |
| $2545 \dashv 3662$ | $\begin{aligned} & 807 \\ & 21.23 \end{aligned}$ | $\begin{aligned} & 1058 \\ & 27.83 \end{aligned}$ | $\begin{aligned} & 1055 \\ & 27.76 \end{aligned}$ | $\begin{aligned} & 608 \\ & 16.00 \end{aligned}$ | $\begin{aligned} & 273 \\ & 7.18 \end{aligned}$ | $\begin{aligned} & 3801 \\ & 100.00 \end{aligned}$ | 1046.40 |
| $>3662$ | $\begin{aligned} & 702 \\ & 17.47 \end{aligned}$ | $\begin{aligned} & 1092 \\ & 27.18 \end{aligned}$ | 1165 $28.99$ | $\begin{aligned} & 703 \\ & 17.50 \end{aligned}$ | $\begin{aligned} & 356 \\ & 8.86 \end{aligned}$ | $\begin{aligned} & 4018 \\ & 100.00 \end{aligned}$ | 3330.52 |
| Total | $\begin{aligned} & 4260 \\ & 22.25 \end{aligned}$ | $\begin{aligned} & 5339 \\ & 27.88 \end{aligned}$ | $\begin{aligned} & 5125 \\ & 26.77 \end{aligned}$ | $\begin{array}{r} 2986 \\ 15.60 \end{array}$ | $\begin{array}{r} 1437 \\ 7.51 \end{array}$ | $\begin{aligned} & 19147 \\ & 100.00 \\ & \hline \end{aligned}$ |  |

Table 12. Average budget share by quintile group of total expenditure.

| Expenditure category |  | Quintiles of total expenditure |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 |
|  | IILS | 0.293 | 0.278 | 0.260 | 0.252 | 0.225 |
|  | HBS | 0.301 | 0.280 | 0.272 | 0.257 | 0.226 |
| Clothing | IILS | 0.108 | 0.098 | 0.092 | 0.080 | 0.059 |
|  | HBS | 0.107 | 0.098 | 0.092 | 0.079 | 0.058 |
| Housing | IILS | 0.327 | 0.293 | 0.274 | 0.255 | 0.212 |
|  | HBS | 0.326 | 0.290 | 0.266 | 0.253 | 0.211 |
| Transport and communication | IILS | 0.103 | 0.151 | 0.166 | 0.178 | 0.185 |
| Recreation and education | HBS | 0.098 | 0.151 | 0.168 | 0.177 | 0.184 |
|  | IILS | 0.058 | 0.083 | 0.107 | 0.134 | 0.198 |
| Health | HBS | 0.058 | 0.084 | 0.105 | 0.133 | 0.199 |
|  | IILS | 0.110 | 0.096 | 0.101 | 0.102 | 0.121 |
|  | HBS | 0.111 | 0.098 | 0.097 | 0.101 | 0.123 |

percent of the distribution. This is apparent when we compare the quantiles of the synthetic data set against the quantiles of the donor data set, as shown in the Q-Q Plot of Figure 6 referring to the whole sample. If the two groups belong to a population with the same distribution, the point should fall along the 45 -degree reference line. Figure 6 shows a different pattern between the two samples for both food and total expenditure, only in the upper tail of the distribution. However, if we zoom in to the bottom and top five percent of


Fig. 6. $Q-Q$ plot of food expenditure and total expenditure.


Fig. 7. $Q-Q$ plot of food expenditure: focus on the tails.
the distribution, as shown in Figures 7 and 8, a similar departure in the lower tails can be seen, representing less than five percent of the sample.

In order to describe the shape of the food and total expenditure distributions at the tail, as shown in Tables 13 and 14, we test the statistical difference of the computed ratios of the 90th and 10th percentile describing the extent to which food or total consumption is larger at the top compared to the bottom of both the donor (HBS) and matched (IILS) population. As shown in Tables 13 and 14, we also summarize the dispersion of food and total expenditure with the Gini inequality index and test their difference. Table 14 also illustrates the Foster-Greer-Thorbecke (FGT) poverty measures and the associated statistics testing for the difference of the poverty measures in the donor and fused samples. The Foster-Greer-Thorbecke (Foster et al. 1984) indices are computed by substituting different values of the parameter $\alpha$ in the equation

$$
\mathrm{FGT}_{\alpha}=\frac{1}{\mathrm{~N}} \sum_{\mathrm{i}=1}^{\mathrm{H}}\left(\frac{\mathrm{z}-\mathrm{y}_{\mathrm{i}}}{\mathrm{z}}\right)^{\alpha},
$$

where $Z$ is the poverty threshold equal to $60 \%$ of the median of total expenditure respectively in the IILS integrated data (EUR 1082.944) and in the original HBS sample (EUR 1040.557), $N$ is the sample size, $H$ is the number of poor (those with total expenditure at or below $z$ ) and $y_{i}$ is total expenditure of each individual $i$. With $\alpha=0, \mathrm{FGT}_{0}$ is the headcount ratio, the proportion of the population below the poverty line. With $\alpha=1 \mathrm{FGT}_{1}$ represents the poverty gap index, which summarizes the extent to which individuals fall below the poverty line. With $\alpha=2 \mathrm{FGT}_{2}$ measures the squared poverty gap ("poverty


Fig. 8. $\quad Q-Q$ plot of total expenditure: focus on the tails.
severity") index, which places stronger emphasis on the poverty of the poorest individuals. With the exception of the percentile ratio for total expenditure, for all other comparisons we do not reject the null hypothesis that the estimates in the donor and matched data sets are the same at the .01 significance level. On the basis of this evidence, we conclude that the outcome of the matching is both statistically and economically robust.

To further verify the economic robustness of the matched distribution in a welfare measurement context, we estimated the Engel relationship linking the food share, a reliable proxy for well-being (Perali 2003, 2008), and the logarithm of total expenditure, as shown in Figure 9, which plots the inverse relationship between the food share and the logarithm of total expenditure. As the level of total expenditure increases, the food share, and the associated level of household well-being, decreases in a similar fashion in both the recipient and donor distribution.

To also investigate the shape of the conditional distribution of food expenditure with the logarithm of total expenditure in the lower and upper tails where there is higher statistical

Table 13. Dispersion indexes for food expenditure.

|  | $\mathrm{p} 90 / \mathrm{p} 10$ | Gini coefficient |  |
| :--- | ---: | ---: | :---: |
| IILS (integrated data set) |  | 4.7902 | 0.3189 |
| HBS (donor data set) | 4.7309 | 0.3206 |  |
| DIFFERENCE | -0.0592 | 0.0017 |  |
|  | std. err. | 0.0339 | 0.0022 |
|  | p-value | 0.0802 | 0.4474 |

Table 14. Inequality and poverty indexes for total expenditure.

|  |  |  | FGT $_{\alpha}$ poverty index* |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | p90/p10 | Gini coefficient | $\alpha=0$ | $\alpha=1$ | $\alpha=2$ |  |
| IILS (integrated data set) | 3.6310 | 0.2766 | 0.1568 | 0.0334 | 0.0101 |  |
| HBS (donor data set) | 3.7593 | 0.2816 | 0.1658 | 0.0354 | 0.0106 |  |
| DIFFERENCE | 0.1283 | 0.0050 | 0.0090 | 0.0020 | 0.0005 |  |
|  | std. err. | 0.0218 | 0.0021 | 0.0035 | 0.0012 | 0.0006 |
|  | p-value | 0.0000 | 0.0175 | 0.0103 | 0.1004 | 0.3832 |

$* \alpha=0$ : headcount ratio, $\alpha=1$ : poverty gap index, $\alpha=2$ : squared poverty gap index.
noise, we estimated the Engel relation by using also a quantile regression for each distribution quantile not influenced by extreme values. We estimated five quantile regressions for the quantiles $0.10,0.25,0.50,0.75$, and 0.90 . Figure 10 shows the estimated quantile coefficients with the associated confidence intervals (solid line) and the least squares coefficients (dashed line) that, by construction, do not vary by quantile. OLS estimates underestimate, especially in the lower tails, both the matched IILS data set and the donor HBS dataset. The underestimation is larger in the integrated data set. Figure 11 shows the estimated quantile and OLS coefficients in the same graph. The distance between the estimated OLS coefficients in the integrated and donor data set and by quantile is not economically significant, although it is slightly larger in the lowest quintiles. The difference between quantile regression coefficients at the level of the second quintile is .005 . This means that even if the estimated parameter is statistically significant,


Fig. 9. Engel curve in integrated and donor data sets.

Estimated coefficient of total expenditure


Note. Dashed line: least squares estimate
Solid line: Quantile regression estimate
Fig. 10. Estimated coefficient of total expenditure with OLS regression and quantile regression.


Fig. 11. Estimated coefficient of total expenditure with OLS regression and quantile regression.
the variable's impact is economically negligible (Goldberger 1991). This evidence shows that in the fused data set the economic information is robustly maintained along all the relevant portions of the income distribution.

### 4.2. Data Fusion Between EUSILC and TUS

The EUSILC survey does not collect information about how Italians spend their time. These detailed data are traditionally gathered within specifically designed time use surveys. Both samples constructed by ISTAT are drawn from the same population with the same sampling design. They share a large set of common variables. Both fundamental conditions are satisfied, so that we could reliably perform the statistical matching technique.

We used the same covariates to match the activities on a weekday, Saturday, and Sunday. We obtained the same conclusion for the time spent on a weekday, on Saturday, and on Sunday. Consequently, as supplementary data we only report the results for the time spent on main activities during a weekday.

The common covariates used in the specification of the propensity score model included the region of residence (three dummies coded as North, Center, South), age (nine dummies for the age classes $3-5,6-14,15-19,20-26,27-36,37-46,47-56$, $57-66$, and older than 66), gender ( 1 if the individual is male), the presence in the family of a worker ( 1 if there was at least one working member), the presence of students ( 1 if there was at least one student in the family), the presence of children by age classes ( $0-5,6-13$ and $14-18$ years of age), single-parent family ( 1 if there was a mother or father without partner, 0 otherwise) and the educational level attained ( 1 if the highest education level was high school or more, 0 otherwise). This set of common variables is the same as the common set used for the EUSILC and HBS, except the income variable that is not present in the TUS.

The distributions of these variables do not show any significant relationship between the two samples (Table A4). The largest absolute differences are recorded for geographical area but, as highlighted by Cramer's V test, these differences are not statistically significant. We also tested the equal distribution of the covariates before and after matching (Table A5). The largest standardized differences before matching are observed between the categories that refer to the geographical area. These differences disappear after matching. The p-values highlight the equality of means of covariates after matching. The covariates that reject the null hypothesis of equality of means before matching are the same covariates recording higher standardized difference.

The estimated propensity score shows a similar density distribution and its values show a common support in the recipient and donor databases. Observations have the same probability of belonging to one of the two samples (Figure A1) and we can be confident about obtaining unbiased results after implementing the matching algorithm to impute the missing values in the recipient database. To lend further support to this assertion, we investigated the matching quality for the variables in which we are most interested, such as rest, work, study and mobility (Tables A6-A9). These figures describe the differences in the original and matched database and in the ratio of the means by each covariate used in the propensity score specification. Almost all ratios are close to 100 . This implies that the average in the two groups is similar. Marked deviations from 100 are explained by the
presence of some outliers in the donor data set that are not used to "impute" the missing values in the integrated database as shown by the heavy upper tails (Figures A2 and A3). This problem can be solved by computing the ratio of medians that gives statistical values not influenced by outliers. Note that it is not possible to use the ratio of medians because in most cases the median is equal to 0 and therefore the ratio cannot be calculated. In fact, the time spent on a particular activity does not depend only on one socio-demographic variable as represented in the tables, that is, work time should be compared jointly in relation to age and occupational status.

### 4.3. Data Fusion Between EUSILC and CISF Surveys

This matching involves the EUSILC survey, which does not present information about social capital, and the CISF survey, which collects detailed information on both bridging and bonding social capital and relational well-being (Menon et al. 2015). The set of common variables is the same as the common set used for the EUSILC and HBS, and EUSILC and TUS with the addition of the occupational status of women. Here, the income variable is not part of the set because it did not pass the balancing procedure.

To link these data sets, we implemented two different propensity score specifications because some variables about family relationships are pertinent only for some types of family. One propensity score specification concerned questions about family relations and the relationship with children. As a consequence, this specification related to a subsample of the EUSILC and CISF data set that does not include singles. We also excluded the families defined as "other types of family" because this typology is not defined in the same way in the two questionnaires and comparison is impossible with the available information. The other specification, on the other hand, analyzed the whole sample because the questions of interest are not related to family composition.

Statistical matching between these two questionnaires can be applied because the surveys refer to the same target population and share a set of common covariates with the same definition. Some variables are used in both specifications. We describe both because the sample size differs and this may affect the shape of the distribution.

### 4.3.1. Propensity Score Specification Excluding Singles and Other Family Types

In this propensity score specification, which excludes singles and other family types, we included the following variables: region of residence (five dummies coded as North-West, North-East, Center, South, Islands), age of the household head (three dummies coded as less than 35, 35-64, older than 64), dummies for the presence of children by age class ( $0-5$, 6-13 and 14-18 years of age), main activity of the head of the household (four dummies coded as Employee, Unemployed, Retired, Inactive person), woman's occupational status (dummy equal to 1 if the household's wife/partner works), single-parent family ( 1 if there is a mother or father without partner, 0 otherwise) and education level attained by the household head (four dummies coded as Primary, Middle, High, University).

The distribution of these variables after their harmonization and aggregation is reported in the Table A10. Only the different levels of education have relatively higher values of absolute differences, although they are not statistically different in the two groups as measured by Cramer's V test.

The specification used in the propensity score model achieved the balance in observed covariates (Table A11). Almost all values of standardized differences are reduced after matching, and the p-values show that the means of the recipient and the donor database are not statistically different. The propensity score distribution is similar in the same common support region, so we conclude that the observations have the same probability of being assigned to one of the two samples (Figure A4).

The quality of the matching outcome is high. The ratios of mean are close or very close to 100 , revealing that the two databases have similar distributions of the extra information (Tables A10-A14, Figures A5 and A6).

### 4.3.2. Propensity Score Specification for the Whole Sample

This specification involved the whole sample because the extra information was not related to family type but concerns the attitude to participation in social life and social framework that pertains to singles and families as well. The specification also included variables regarding family composition, because the time spent on social events and voluntary activities also depends on family characteristics. We considered the region of residence (three dummies coded as North, Center, South), three dummies for the presence of children by age class ( $0-5,6-13$ and $14-18$ years of age), two dummies describing man and woman's occupational status ( 1 if the man/woman was an employee), single-parent family (1 if there was only the mother or the father without partner) and level of education of the head of the household (four categories coded as Primary, Middle, High, University).

The frequency distribution of these variables shows a similar trend in the two samples (Table A15). The level of education of the head of the household displays the largest absolute differences between categories, but these differences are not statistically different, as pointed out by the result of Cramer's V test.

This specification proves that the observed variables are balanced between the recipient and the donor database. After matching, the standardized differences of all covariates are close to 0 and the $p$-values of the $t$-tests do not reject the null hypothesis of equality of means in the two samples (Table A16). The distribution of the propensity score value shows that the observations with the same characteristics have the same probability of extraction from both the synthetic and original data set (Figure A7). For simplicity's sake, we show the matching outcome for the variable "Take part in social activities or voluntary work", which is one of the variables of keenest interest in the present matching design because of its relevance to the measurement of well-being. The distribution is similar in the donor and integrated data set. Its ratios of mean are close to 100 (Figure A8 and Table A17).

## 5. An Example of an Empirical Application to the Measurement of Multidimensional Poverty

To better communicate at least some of the insights that can be obtained using the fused living standard data, we propose some salient results, also from a policy point of view, from an empirical exercise related to the multidimensional measurement of poverty. The monetary dimension of poverty is not sufficient to capture the multifaceted reality of poverty. A person with a relatively low standard of living may suffer from multiple
deprivations. A person in poverty may be jobless and houseless, a single parent, lacking good health, sufficient education or time to invest in the family. It could also be a person poor in the relation or social capital dimensions. Some of these dimensions are not strongly associated with income and can be highly informative about non-material dimensions of well-being. In our analysis, the monetary dimension can take the traditional form of disposable (after-tax) household income, may include the current income derived from the property's net worth (Brandolini et al. 2010), or may additionally include the evaluation of time invested in household production to form an extended notion of income.

In general, an individual receives income $Y$ from labour, pensions, and other transfers and may hold a certain level of net worth or wealth $W$. Net worth, obtained as total income minus total liabilities, is thus an indicator of long-run economic security, while access to liquid assets is an indicator of the ability to cope with unanticipated emergencies. Current income $C Y$ is then defined as the sum of income $Y$ and property income $r W$, where $r$ is the average rate of return on assets, $C Y=Y+r W$. Current income is an important determinant of the "economic situation" of an individual that depends on the flow of services over which it has command (Brandolini et al. 2010).

Adding to current income the value of time invested in household production gives a measure of extended income. The problem of estimating the value of the production of household services stems from the fact that the household product is not marketable. It is therefore difficult to know the value of the marginal product generated within the family enterprise. Therefore, the value of time devoted to paid market or unpaid domestic activities differ. Household production is a nonmarket activity whose value can be measured by its opportunity or market cost. A reasonable practice is to evaluate the time devoted to children at the market value, that is the wage at which families would pay the person that would substitute parents' care (Sharpe et al. 2011, Caiumi and Perali 2015; Poissonnier and Roy 2017).

Such a comprehensive picture of a deprivation profile can be described only using Integrated Living Standards data sets. In the present case, consumption information comes from the household budget survey, income and wealth from the standard of living survey, household time allocation from the time use survey and information on relational well-being from the social capital survey. A multidimensional measure of poverty counts the different forms of deprivation that a person experiences at the same time in different indicators of poverty that, in the present application, are equally weighted. By convention,

Table 15. Incidence of poverty (headcount ratio $-H$ ).

|  | North | Centre | South | Italy |
| :--- | :---: | :---: | :---: | :---: |
| Italian sample |  |  |  |  |
| $\quad$ Equivalent total expenditure | 0.1076 | 0.0893 | 0.2151 | 0.1356 |
| Equivalente disposable income | 0.0654 | 0.0852 | 0.1991 | 0.1100 |
| Equivalent current income | 0.0679 | 0.0871 | 0.2007 | 0.1121 |
| $\quad$ Equivalent extended income | 0.0388 | 0.0505 | 0.0870 | 0.0559 |
| Subsample of Italian families with children |  |  |  |  |
| $\quad$ Equivalent total expenditure | 0.1983 | 0.1450 | 0.2957 | 0.2200 |
| $\quad$ Equivalente disposable income | 0.0709 | 0.0960 | 0.2194 | 0.1276 |
| Equivalent current income | 0.0773 | 0.1067 | 0.2416 | 0.1406 |
| Equivalent extended income | 0.0462 | 0.0710 | 0.0836 | 0.0647 |

Table 16. Comparison of poverty measures by number of deprivations and first dimension (total expenditure, disposable/current/extended income).

| First dimension | North |  | Centre |  | South |  | Italy |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | H | MPI | H | MPI | H | MPI | H | MPI |
| 6 dimensions (cutoffs 3) |  |  |  |  |  |  |  |  |
| Equivalent total expenditure | 0.087 | 0.046 | 0.115 | 0.062 | 0.149 | 0.083 | 0.115 | 0.062 |
| Equivalent disposable income | 0.084 | 0.046 | 0.133 | 0.074 | 0.154 | 0.089 | 0.119 | 0.067 |
| Equivalent current income | 0.086 | 0.048 | 0.138 | 0.077 | 0.161 | 0.093 | 0.124 | 0.070 |
| Equivalent extended income | 0.082 | 0.045 | 0.127 | 0.071 | 0.121 | 0.071 | 0.105 | 0.060 |
| 10 dimensions (cutoffs 6) |  |  |  |  |  |  |  |  |
| Equivalent total expenditure | 0.041 | 0.022 | 0.075 | 0.039 | 0.116 | 0.063 | 0.074 | 0.040 |
| Equivalent disposable income | 0.044 | 0.024 | 0.084 | 0.045 | 0.118 | 0.065 | 0.079 | 0.043 |
| Equivalent current income | 0.047 | 0.025 | 0.086 | 0.046 | 0.123 | 0.068 | 0.082 | 0.045 |
| Equivalent extended income | 0.041 | 0.023 | 0.087 | 0.046 | 0.104 | 0.058 | 0.073 | 0.040 |

Notes:

1. Cutoffs: the minimum number of dimensions in which a person is deprived to be considered multidimensionally poor.
2. The dimensional cutoffs are: half the median for total expenditure or income (disposable/current/extended), net worth and women's time use; secondary school as level of parents education, single parenthood, at least one unemployed in the family and a satisfaction level of eight (in a range $0-10$ ) for social capital dimensions.
3. Incomes are equivalized using Italian Equivalent Scales introduced January 1st, 2015. This scale accounts for family composition, parents' working condition and number of parents present in the family.
a household is identified as multidimensionally poor if it is deprived in some combination of indicators whose weighted sum exceeds $30 \%$ of all deprivations (Alkire and Foster 2011). The traditional unidimensional approach to measure poverty is to calculate the proportion of the population who are poor, or headcount ratio $H$, on the basis of disposable income or total household expenditure. We also compute the index $H$ considering the current and extended notion of income. We further calculate the multidimensional poverty index $(M P I=H A)$, or adjusted headcount ratio, as the product of the incidence of poverty $(H)$ and the average intensity of deprivation $(A)$ reflecting the proportion of dimensions in which households are, on average, deprived.

Table 15 reports the incidence of poverty $H$ for both the Italian sample and the subsample of Italian families with children also distinguishing the North, Center and South macroregions based on equivalent disposable, current, extended incomes and total household expenditure. Table 16 presents both the $H$ and MPI measures for six and ten deprivation dimensions. These deprivation dimensions are: 1) equivalent household total expenditure or income (disposable/current/extended), 2) net worth, 3) parents education, 4) number of parents, 5) presence in the family of unemployed members, 6) women's time use for child care and household chores, 7) trust in family members, 8) trust on friends or acquaintances, 9) satisfaction of the relationship with children, 10) satisfaction about time spent together. The results are limited to the subsample of Italian families with children, because only in this context these relational variables are observable. Interestingly, the relative contribution of the dimensions "trust on friends" and "satisfaction about time spent together" are the two most important contributions of all deprivation dimensions. The striking result is that the poverty gap between the North and the South reduces increasingly as we integrate deprivation dimensions in terms of both H and MPI. This is a completely new map of poverty of great utility to policy-makers that we have been able to draw thanks to the construction of the Integrated Italian Living Standard data set.

## 6. Conclusions

This study has described a procedure used to construct a data set integrating Italian consumption, income, time use, and social capital surveys, adopting propensity score matching. The choice of fusing four data sets was motivated by the recommendations of the Fitoussi Commission (Stiglitz et al. 2010) and the interest of the Italian National Institute of Statistics in estimating well-being from an equitable and sustainable point of view. In general, integrated information is crucial for improving the quality of the estimation of household and individuals' well-being and of the comparisons of their standards of living.

Statistical matching can be seen as an imputation procedure for missing values from a donor data to a recipient data set. We used the propensity score value as a synthetic indicator of the common variables used in the specification model. This study gives detailed information on the matching variables and the statistical tests of the independence of the covariates playing special attention to the main data fusion between the EUSILC and HBS surveys, which we evaluated also exploring uncertainty.

We also compared the distributions of the extra information in the original and synthetic database. For the imputed information, we computed the ratio of mean and median between the two databases for the covariates used in the propensity score specification. We
also tested the economic robustness of the related data set by the Engel relationship, often used as a benchmark measure for welfare measurement. The matched data set passed all statistical and economic tests. To illustrate the value of the integrated information about standards of living we describe an example related to the multidimensional measurement of poverty. The noticeable result is that the poverty gap between the North and the South of Italy reduces increasingly as we integrate deprivation dimensions. This approach revealed a novel map of poverty of significant policy interest that we have been able to draw thanks to the construction of the Integrated Italian Living Standard data set.

The objective of this study is undeniably challenging because it deals with independent data sources not designed with integration purposes. Indeed, from a methodological point of view, we share the common hope that the international institutional effort to produce greater harmonization across HBS, EUSILC and TUS of both socio-demographic and other key economic variables will soon generate significant changes in their questionnaire design. As an example, a useful anchoring between HBS and EUSILC for matching purposes may occur if both surveys are record linked with administrative registers on income and wealth. Further, the ex-ante collection of auxiliary variables for integration purposes may involve both food consumed at home or away from home and clothing and footwear (not only in EUSILC, but also in HBS as aggregate recall questions), cumulated and short-term savings, housing value and expenses, transport, health conditions and, not last, stylized time use questions. This evolution would provide important auxiliary information and more meaningful logical constraints that can be effective in making the bias due to the conditional independence assumption negligible by reducing uncertainty.

An underexplored empirical issue that seems worth investigating in a systematic fashion is the comparison of the matching quality between propensity score matching and nonparametric matching methods placing especial emphasis on the selection procedure of the best set of matching variables and on the opportunities to deal with complex sample designs through weights' calibration procedures during the execution of the process. Another relevant empirical issue that may be more thoroughly analyzed is the measurement of the impact on the estimated standard errors derived from the fusion of multiple complex sample surveys.

Despite the lack of valuable auxiliary information, the results are satisfactory. Therefore, we can conclude that the integrated database to measure living standards in Italy can be reliably used to implement multidimensional inequality and poverty analysis explicitly assessing the value of time and social capital and, in general, to measure individual, household and social welfare more thoroughly.
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# Connecting Correction Methods for Linkage Error in Capture-Recapture 

Peter-Paul de Wolf ${ }^{1}$, Jan van der Laan ${ }^{1}$, and Daan Zult ${ }^{1}$


#### Abstract

A commonly known problem in population size estimation using registers, is that registers do not necessarily cover the whole population. This may be because they intend to cover part of the population (e.g., students), due to administrative delay or because part of the target population is not registered by default (e.g., illegal persons). One of the methods to estimate the population size in the presence of undercount is the capture-recapture method that combines the information of two or more samples. In the context of census estimation registers are used instead of samples. However, the method assumes that perfect linkage between the registers can be achieved. It is known that this assumption is often violated.

In the setting of evaluating the population coverage of a census using a post-enumeration survey, a correction for linkage error was proposed. That correction was later generalized by relaxing some of the newly introduced conditions. However, the new correction method still implicitly assumed that the two registers are of equal size. We introduce a further generalization that includes both previously mentioned correction methods and at the same time deals with registers of different sizes. Specific parameter settings will correspond to the different correction methods. We show that the parameters of each method can be chosen such that the resulting estimates all equal the traditional Petersen estimate (1896) that would theoretically be obtained under truly perfect linkage.


Key words: Population size estimator; undercoverage; probabilistic record linkage.

## 1. Introduction

Capture-recapture methodology goes back to at least the ecological setting of estimating the size of fish and wildlife populations. The basic idea is to take a first sample (capture), tag or mark the captured animals, return them to their population and take a second sample (recapture). Among the recaptures, some of the animals will be marked, others not. The relation between the tagged and non-tagged animals in the second sample is used to construct an estimate of the total population size. See for example Petersen (1896) and Lincoln (1930). Since then, it has been used not only to estimate animal population sizes, but also to estimate undercount in traditional censuses (for an overview see e.g., Fienberg 1992). More recently, it was used to estimate the undercoverage of registers used for the Dutch Census (Gerritse et al. 2016a).
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In the original setting, one of the assumptions is that the units can be classified without error to belong to the first sample only the second sample only or the overlap of the two samples. This assumption was likely to be met, when the marking of the units in the first sample would stick to the animals during the second sampling (no tag-loss). In the setting of estimating the undercount of a register, this assumption is translated to the assumption that units in the two registers can be linked without error, that is, all links are found and no erroneous links are established. With linking two records, we mean deciding that those records represent the same population unit. Whenever the both registers contain the same reliable unique identifiers like a social security number, it is likely that this assumption holds. However, not all registers contain such a uniform unique identifier. Actually, when considering undercoverage of registers, one can not rely on the existence of such unique identifiers only. Indeed, in order to find units that are not properly registered one should also use sources that do not have such a unique identifier for all units.

In case when a unique identifier is not available, one often relies on probabilistic record linkage techniques like the one developed in Fellegi and Sunter (1969). In this setting, the assumption of perfect linkage is not likely to be met in practice. Especially in a large population, two individuals might, for example, have the same name, leading to a false link, or one individual might be known under two different names, leading to a missed link. This last case would be identical to tag-loss in a classical capture-recapture setting, while the first case can only occur when tags or id-codes can be passed around within the population of interest.

In the presence of linkage errors, the standard capture-recapture estimate of the unknown population size can be biased see e.g., Gerritse et al. (2016b). In Ding and Fienberg (1994) the standard capture recapture estimator is adjusted to correct for linkage errors. In that paper, they considered the situation where a post-enumeration survey (PES) is used to estimate the undercoverage of the population census. See for example, Wolter (1986) for an explanation of using a PES. Ding and Fienberg (1994) assume that the false match that affects the population size estimator mostly occurs when a record from the subset of the PES that should not be matched is actually linked to a record from the subset of the census that should not be matched. In other words, they assume a one-way linkage error, linking PES records to census records. Moreover, they assume that all records in the PES will be linked to a record in the census. Cadwell et al. (2005) also correct for linkage errors, but they use the concept of 'potential linkage' in a bootstrap procedure to construct a population size interval. Their method is potentially interesting when something like a PES is not available.

Di Consiglio and Tuoto (2015) argue that in the setting of administrative data sources, a one-way linkage direction is not guaranteed. That is, they allow for the possibility that a population unit residing in one administrative data source, but not in the other, can be (incorrectly) linked to a unit in the other administrative data source irrespective of which data source is called 'the one' and which is called 'the other'. Hence, they propose a twoway correction for linkage error. In their paper, they assume that the probability of a false match is equal in both linkage directions. We will call this the symmetric two-way correction for linkage error. Using the same error probability in both directions is appropriate in case the two administrative data sources are (approximately) of equal size.

When two registers differ considerably in size, a further extension would be to allow for different error probabilities in the two linkage directions. This would be even more evident when (forced) one-to-one linkage is used. One-to-one linkage means that a record from one source is allowed to be linked to one and only one record from the other source. Since the largest source contains units that are not present in the smaller source, in case of one-to-one linkage a subset of those units can never be linked; there are simply not enough 'target' records in the smaller source. Records that will never be linked, will also never be linked incorrectly. In other words, a unit in the largest administrative data source has a smaller chance of being falsely linked with a unit in the smaller administrative data source, compared to the other way around. Thus, in the current article we introduce an asymmetric two-way correction for linkage error. The formulation of this asymmetric two-way corrections has three parameters. Choosing specific values for those parameters, the formula can cover the one-way correction and the symmetric two-way correction as well.

The outline of the article is as follows. We start by explaining the general setting of capture-recapture and probabilistic linkage. In Section 3 we briefly present the noncorrected estimator, the one-way corrected estimator, the symmetric two-way corrected estimator and our asymmetric two-way corrected estimator. The formula of the asymmetric two-way correction can be viewed as a general estimator, in the sense that all introduced estimators can be expressed with this formula. Finally, we unify all estimators by choosing specific 'optimal' parameters. The following section, Section 4, shows some simulation results using publicly-available fictitious data on the UK population census. In Section 5 we draw conclusions and the appendices contain some technical details. Section 6 contains Appendices 1-4.

## 2. General Setting

Let us first introduce the notation that will be used throughout the remainder of this article. We try to stay close to the notation used in Ding and Fienberg (1994) and Di Consiglio and Tuoto (2015). We also present the general assumptions underlying the capture-recapture methodology when applied with two registers. Note that we will only discuss the situation of two registers that are linked using probabilistic record linkage methods.

### 2.1. Capture-Recapture with Two Registers

Let $R_{1}$ and $R_{2}$ denote two registers containing units from a common population $\mathcal{X}$ of unknown size $N_{\mathcal{X}}$. Assuming we can identify population units to belong to either one or both of the registers, we get Table 1 and Table 2. In Table 1 the numbers correspond to the unobservable true population counts, whereas the numbers in Table 2 are the observed counts after the linkage process has taken place and thus depend on the used linkage procedure.

In the tables, the first subscript denotes whether or not a population unit resides in $R_{1}$ and the second subscript denotes whether or not a population unit resides in $R_{2}$. So, for example, $N_{10}$ denotes the (unobserved) number of population units that resides in $R_{1}$ but not in $R_{2}$. Note that, assuming no duplicates in each $R_{i}, n_{1+}=N_{1}$ is the size of $R_{1}$ and $n_{+1}=N_{2}$ is the size of $R_{2}$. Moreover, $N_{\neg_{i}}$ denotes the number of units in the population

Table 1. Counts based on population.

|  |  | Unit in $R_{2}$ |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | yes | no |  |
|  |  |  |  |  |
| Unit in $R_{1}$ | yes | $N_{11}$ | $N_{10}$ | $N_{1}$ |
|  | no | $N_{01}$ | $N_{00}$ | $N_{\neg 1}$ |
|  |  | $N_{2}$ | $N_{-2}$ | $N_{\mathcal{X}}$ |

Table 2. Counts based on linkage process.

|  |  | Unit in $R_{2}$ |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | yes | no |  |  |
| Unit in $R_{1}$ | yos | $n_{11}$ | $n_{10}$ | $n_{1+}$ |
|  |  | $n_{01}$ | 0 | $n_{01}$ |
|  |  | $n_{+1}$ | $n_{10}$ | $n_{++}$ |

that do not reside in $R_{i}$, that is, $N_{\neg 1}=N_{\mathcal{X}}-N_{1}$ and $N_{\neg 2}=N_{\mathcal{X}}-N_{2}$. Even after the linkage process has taken place, we still cannot observe population units that are included in neither register (i.e., $N_{00}$ ). That means that $N_{\neg 1} \geq n_{01}$ and $N_{\neg 2} \geq n_{10}$.

Using similar notation, we can write the probability that a population unit resides in register $R_{i}$ as $p_{i}$, and decompose those probabilities as follows: $p_{1}=p_{11}+p_{10}$ and $p_{2}=p_{11}+p_{01}$ where $p_{11}$ denotes the probability that a unit resides in both registers, $p_{10}$ the probability that a unit does reside in $R_{1}$ but not in $R_{2}$ and $p_{01}$ the probability that a unit resides in $R_{2}$ but not in $R_{1}$.

The general assumptions in capture-recapture estimation are:

- The population $\mathcal{X}$ is closed, that is, units can neither enter nor leave the population during the capture-recapture experiment.
- There are no erroneous captures, that is, only units from $\mathcal{X}$ can be captured.
- There are no duplicates in either register, that is, units can only be captured once per register.
- The event that a unit resides in $R_{1}$ is independent of the event that a unit resides in $R_{2}$.
- The probability that a unit resides in $R_{i}$ is the same for all units in $\mathcal{X}$.
- There is no error in allocating the units to $R_{1}, R_{2}$ or both.

These assumptions imply that $N_{11} / N_{1}=N_{2} / N_{\mathcal{X}}$ or equivalently, $N_{\mathcal{X}}=\left(N_{1} N_{2}\right) / N_{11}$. Hence, under perfect conditions a natural estimator would be the one introduced in Petersen (1896): $\hat{N}_{\mathcal{X}}=\left(n_{1+} n_{+1}\right) / n_{11}$. See Subsection 3.1 as well.

### 2.2. Probabilistic Record Linkage

The probabilistic record linkage technique we will assume in this article is the one described in Fellegi and Sunter (1969). In their approach, they consider the set of all
possible pairs $(a, b)$ of records from $R_{1}$ and $R_{2}:\left\{(a, b) \mid a \in R_{1}\right.$ and $\left.b \in R_{2}\right\}$. They decompose that set into two disjunct sets. Set $\mathcal{M}$ consisting of all pairs of records of matches and $\operatorname{set} \mathcal{U}$ of all pairs of records of nonmatches. Hence, for example, a pair $(a, b)$ in the set $\mathcal{U}$ of nonmatches should consist of a record $a$ from register $R_{1}$ and a record $b$ from $R_{2}$ where $a$ and $b$ refer to two different population units. See Figure 2 in Appendix 1 (Subsection 6.1) for a graphical representation of the sets $\mathcal{M}$ and $\mathcal{U}$.

Fellegi and Sunter then describe a model to decide whether an observed pair of records should be allocated to $\mathcal{M}$ or to $\mathcal{U}$. To that end they use comparison functions that assign a value to a pair indicating the amount of similarity between the two records. For example, in case of personal data, a comparison function could assign a value zero whenever the name of the person of record $a$ is not exactly equal to the name of the person of record $b$, and a value of one whenever the names are exactly equal. Obviously, this can be more elaborate assigning a value between zero and one in case of small spelling mistakes. Different comparison functions can be applied to different variables within a record, which would result in a comparison vector.

Selecting a pair of records at random from all possible pairs, the comparison function applied to that selected pair is a random variable. They define the $m$-probability as the probability that a certain value of the comparison function is found among a pair of records that should belong to the set $\mathcal{M}$ of matches and the $u$-probability as the probability that a certain value of the comparison function is found among a pair of records that should belong to the set $\mathcal{U}$ of nonmatches. Using those probabilities, they assign weights to each possible pair and say that a pair of records is linked whenever the weight is above some threshold and not linked whenever that weight is below that threshold. Since this is defined at the level of pairs of records, it is possible that several records from register $R_{1}$ are said to be linked to the same record in register $R_{2}$; whenever a pair has a weight above the threshold, it will be said to be linked. In practice, often a one-to-one linkage is then enforced. One of those pairs is selected and designated to be a link, while the other pairs are considered to be non-links despite their weight being above the threshold.

In their paper, Fellegi and Sunter (1969) consider two error probabilities; the probability of a false link (assigning a pair of records to $\mathcal{M}$ where it should be assigned to $\mathcal{U}$ ) and the probability of a false non-link (assigning a pair of records to $\mathcal{U}$ where it should be assigned to $\mathcal{M}$ ). Note that these probabilities are thus defined at the level of pairs of records and not on the level of individual records. In the description of the correction methods (see Section 3) error probabilities are defined at the level of individual records. To be able to discuss the correction methods for linkage error, it is convenient to decompose our registers $R_{i}$ each into two disjunct sets $M_{i}$ and $U_{i}$. Now $M_{i}$ consists of all unique records from register $R_{i}$ that should appear in a pair of matches and $U_{i}$ of all other unique records from register $R_{i}$. Figure 2 in Appendix 1 (Subsection 6.1) graphically shows the differences between the sets $\mathcal{M}, \mathcal{U}, M_{i}$ and $U_{i}$.

Linking registers with many records would lead to a huge number of pairs. Under these circumstances a technique known as blocking is often used to improve efficiency. With blocking, the registers are split into subsets that agree on one or more highly discriminating identifiers and the linkage process is applied within each subset separately. For the sake of simplicity, we will not address the use of blocking in the current article, since blocking would affect the (estimation of the) $m$-probabilities in a complex way.

## 3. Estimation of the Population Size

In this section, we will first briefly present the existing estimators for the population size under no linkage error, one-way error correction and symmetric two-way error correction. At the end of this section, we will introduce our new asymmetric two-way error correction estimator.

Using the notation from Subsection 2.1, we assume that the number of individuals that fall in the four interior cells of Table 2 have a multinomial distribution

$$
\left(n_{11}, n_{10}, n_{01}, N_{\mathcal{X}}-n_{++}\right) \sim \operatorname{Mult}\left(N_{\mathcal{X}}, p_{11}, p_{10}, p_{01}, p_{00}\right)
$$

where $n_{++}=\mathrm{n}_{11}+n_{10}+n_{01}$. Like in Ding and Fienberg (1994), we will derive the estimators using the approach of maximizing the conditional likelihood as described in Sanathanan (1972). In that approach, the likelihood is written as a product of two likelihoods $L_{1}(\cdot)$ and $L_{2}(\cdot)$, where $L_{1}(\cdot)$ is the likelihood of $\left(n_{11}, n_{10}, n_{01}\right)$ for fixed $n_{++}$and $L_{2}(\cdot)$ the likelihood of $n_{++}$, given the cell-probabilities $p_{11}, p_{10}$ and $p_{01}$. In the conditional approach, first $L_{1}(\cdot)$ is maximized to derive the maximum likelihood (ML) estimates of the cell probabilities, after which the $N_{\mathcal{X}}$ is found that maximizes $L_{2}(\cdot)$, given the values of $p_{11}, p_{10}$ and $p_{01}$.

Using that $\mathbb{E}\left(n_{++}\right)=\mathbb{E}\left(n_{1+}\right)+\mathbb{E}\left(n_{+1}\right)-\mathbb{E}\left(n_{11}\right)=\left(p_{1}+p_{2}-p_{11}\right) N_{\mathcal{X}}$, where $\mathbb{E}$ denotes taking expectation, we derive the following generic formulation of an estimator of the population total

$$
\begin{equation*}
\hat{N}_{\chi}=\frac{n_{++}}{\hat{p}_{1}+\hat{p}_{2}-\hat{p}_{11}} \tag{1}
\end{equation*}
$$

In the following subsections we will derive conditional ML estimators of the cell probabilities under different linkage error scenarios.

### 3.1. No Linkage Error

Under independence and perfect linkage, we would have the following equations for the probabilities of recording population units in the different observed counts $n_{i j}$ :

$$
\begin{align*}
& p_{11}=p_{1} p_{2}  \tag{2}\\
& p_{10}=p_{1}-p_{11}=p_{1}\left(1-p_{2}\right)  \tag{3}\\
& p_{01}=p_{2}-p_{11}=p_{2}\left(1-p_{1}\right) \tag{4}
\end{align*}
$$

Using the conditional ML approach we would get the estimators

$$
\hat{p}_{1}=\frac{n_{11}}{n_{+1}} \quad \text { and } \quad \hat{p}_{2}=\frac{n_{11}}{n_{1+}}
$$

Plugging those estimators into (2) and (1), the estimator of the population total then becomes after some straightforward calculations

$$
\begin{equation*}
\hat{N}_{\mathcal{X}}^{P}=\frac{n_{1+} n_{+1}}{n_{11}} \tag{5}
\end{equation*}
$$

and this is essentially the estimator as described in for example, Petersen (1896).

### 3.2. One Way Correction (OC)

In Ding and Fienberg (1994) the situation of linkage error is considered under the assumptions that (using the notation as in Subsection 2.2)
(a) A true match between records from $M_{1}$ and $M_{2}$ remains a match with probability $0<\alpha \leq 1$.
(b) A record from $M_{1}$ is matched incorrectly with a record in $M_{2}$ with negligible probability.
(c) A false match between records from $M_{1}$ and $U_{2}$ occurs with negligible probability.
(d) A false match between records from $U_{1}$ and $M_{2}$ occurs with negligible probability.
(e) Each record from $U_{1}$ will be linked with a record in $U_{2}$ with common probability $0 \leq \beta<1$.

The reason for assuming negligible probabilities for (b), (c) and (d) is that in those cases, two errors are made; both the correct match is not made and an incorrect match is made. Cases (a) and (e) are each related to making only one error: in case of (a) with probability $1-\alpha$ only a correct match is missed and in case of (e) only an incorrect match is made.

The just introduced probabilities $\alpha$ and $\beta$ are defined at record level. Note that the probabilities in the Fellegi and Sunter (1969) setting (see Subsection 2.2), sometimes also denoted by $\alpha$ and $\beta$, are defined at the level of pairs of records and are thus fundamentally different from the ones used in the current article. Moreover, note that a large $\alpha$ implies more missed links (in expectation), which in turn leads to an upward bias in the estimator $\hat{N}_{\mathcal{X}}$. A large S implies more false links (in expectation), which would lead to a downward bias in $\hat{N}_{\mathcal{X}}$.

Under the aforementioned assumptions we get the following relations

$$
\begin{align*}
& p_{11}=\alpha p_{1} p_{2}+\beta p_{1}\left(1-p_{2}\right)  \tag{6}\\
& p_{10}=p_{1}-p_{11}=p_{1}-\alpha p_{1} p_{2}-\beta p_{1}\left(1-p_{2}\right)  \tag{7}\\
& p_{01}=p_{2}-p_{11}=p_{2}-\alpha p_{1} p_{2}-\beta p_{1}\left(1-p_{2}\right) \tag{8}
\end{align*}
$$

Note that the 'one-way' correction is reflected in (6); the second term on the right hand side only shows the probability of falsely linking $(\beta)$ a unit that resides in $R_{1}\left(p_{1}\right)$ but not in $R_{2}\left(1-p_{2}\right)$. The probability of falsely linking a unit that resides in $R_{2}$ but not in $R_{1}$ is not considered, that is, only one linkage direction is considered.

The conditional ML estimators are then given by (Ding and Fienberg 1994)

$$
\hat{p}_{1}=\frac{n_{11}-\beta n_{1+}}{(\alpha-\beta) n_{+1}} \quad \text { and } \quad \hat{p}_{2}=\frac{n_{11}-\beta n_{1+}}{(\alpha-\beta) n_{1+}}
$$

Plugging this into (6) and (1), the population total then can be estimated by

$$
\begin{equation*}
\hat{N}_{\mathcal{X}}^{O C}=\frac{(\alpha-\beta) n_{11}}{n_{11}-\beta n_{1+}} \frac{n_{1+} n_{+1}}{n_{11}}=\frac{(\alpha-\beta) n_{11}}{n_{11}-\beta n_{1+}} \hat{N}_{\chi}^{P} \tag{9}
\end{equation*}
$$

with $\hat{N}_{\mathcal{X}}^{P}$ as defined in (5). Note that this estimator depends on the parameters $\alpha$ and $\beta$ which are unknown in practice and should therefore be estimated. This will be discussed in Subsection 3.5.

### 3.3. Symmetric Two-Way Correction (SC)

In Di Consiglio and Tuoto (2015) it is proposed to relax the assumption of the one-way correction and to allow a two-way correction. This means that assumption (e), as given in the description of the one-way correction, is relaxed to allow for a unit in $U_{1}$ that is not in $U_{2}$ still to be (incorrectly) linked to a unit in $U_{2}$ as well as to allow for a unit in $U_{2}$ that is not present in $U_{1}$ still to be (incorrectly) linked to a unit in $U_{1}$. Both events occur with the same probability $0 \leq \beta<1$.

This results in the following equations

$$
\begin{align*}
& p_{11}=\alpha p_{1} p_{2}+\beta p_{1}\left(1-p_{2}\right)+\beta p_{2}\left(1-p_{1}\right)  \tag{10}\\
& p_{10}=p_{1}-p_{11}=p_{1}-\alpha p_{1} p_{2}-\beta p_{1}\left(1-p_{2}\right)-\beta p_{2}\left(1-p_{1}\right)  \tag{11}\\
& p_{01}=p_{2}-p_{11}=p_{2}-\alpha p_{1} p_{2}-\beta p_{1}\left(1-p_{2}\right)-\beta p_{2}\left(1-p_{1}\right) \tag{12}
\end{align*}
$$

Again, under certain regularity conditions and using the conditional likelihood approach, they derive that the ML estimators are then given by

$$
\hat{p}_{1}=\frac{n_{11}-\beta\left(n_{1+}+n_{+1}\right)}{(\alpha-2 \beta) n_{+1}} \quad \text { and } \quad \hat{p}_{2}=\frac{n_{11}-\beta\left(n_{1+}+n_{+1}\right)}{(\alpha-2 \beta) n_{1+}}
$$

Plugging this into (10) and (1), the population total can then be estimated by

$$
\begin{equation*}
\hat{N}_{\mathcal{X}}^{S C}=\frac{(\alpha-2 \beta) n_{11}}{n_{11}-\beta\left(n_{1+}+n_{+1}\right)} \frac{n_{1+} n_{+1}}{n_{11}}=\frac{(\alpha-2 \beta) n_{11}}{n_{11}-\beta\left(n_{1+}+n_{+1}\right)} \hat{N}_{\mathcal{X}}^{P} \tag{13}
\end{equation*}
$$

### 3.4. Asymmetric Two-Way Correction (AC)

As a further relaxation of the assumptions, we propose to allow for different probabilities of false links. This means that we allow for a unit present in $U_{1}$ but not present in $U_{2}$ to be linked to a unit in $U_{2}$ with probability $0 \leq \beta_{1}<1$ and a unit present in $U_{2}$ but not present in $U_{1}$ to be linked to a unit in $U_{1}$ but with probability $0 \leq \beta_{2}<1$.

Now the equations for the probabilities of recording population units in the different observed counts become

$$
\begin{align*}
& p_{11}=\alpha p_{1} p_{2}+\beta_{1} p_{1}\left(1-p_{2}\right)+\beta_{2} p_{2}\left(1-p_{1}\right)  \tag{14}\\
& p_{10}=p_{1}-p_{11}=p_{1}-\alpha p_{1} p_{2}-\beta_{1} p_{1}\left(1-p_{2}\right)-\beta_{2} p_{2}\left(1-p_{1}\right)  \tag{15}\\
& p_{01}=p_{2}-p_{11}=p_{2}-\alpha p_{1} p_{2}-\beta_{1} p_{1}\left(1-p_{2}\right)-\beta_{2} p_{2}\left(1-p_{1}\right) \tag{16}
\end{align*}
$$

Under certain regularity conditions, we then get the following ML estimators

$$
\begin{equation*}
\hat{p}_{1}=\frac{n_{11}-\beta_{1} n_{1+}-\beta_{2} n_{+1}}{\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right) n_{+1}} \quad \text { and } \quad \hat{p}_{2}=\frac{n_{11}-\beta_{1} n_{1+}-\beta_{2} n_{+1}}{\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right) n_{1+}} \tag{17}
\end{equation*}
$$

See Appendix 2 (Subsection 6.2) for a discussion on admissibility to obtain proper values for the probabilities $\hat{p}_{1}$ and $\hat{p}_{2}$ in the interval $[0,1]$.

Plugging (17) into (14) and (1), the population total can then be estimated by

$$
\begin{equation*}
\hat{N}_{\mathcal{X}}^{A C}=\frac{\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right) n_{11}}{n_{11}-\beta_{1} n_{1+}-\beta_{2} n_{+1}} \frac{n_{1+} n_{+1}}{n_{11}}=\frac{\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right) n_{11}}{n_{11}-\beta_{1} n_{1+}-\beta_{2} n_{+1}} \hat{N}_{\mathcal{X}}^{P} \tag{18}
\end{equation*}
$$

Note that this formulation covers all previous situations by choosing appropriate $\alpha, \beta_{1}$ and $\beta_{2}$

- Petersen estimator: $\alpha=1$ and $\beta_{1}=\beta_{2}=0$
- One-way correction: $\alpha=\alpha, \beta_{1}=\beta$ and $\beta_{2}=0$
- Symmetric two-way correction: $\alpha=\alpha, \beta_{1}=\beta_{2}=\beta$


### 3.5. Linking the Correction Methods

We consider the Petersen estimator in case of perfect linkage, that is, knowing the true $N_{1}$, $N_{2}$ and $N_{11}$, the 'optimal' estimator and call it the 'true Petersen estimator' (TP)

$$
N_{\mathcal{X}}^{T P}=\frac{N_{1} N_{2}}{N_{11}}=\frac{n_{1+} n_{+1}}{N_{11}}
$$

Equating the AC estimator to the TP estimator, that is, setting $\hat{N}_{\mathcal{X}}^{A C}=N_{\mathcal{X}}^{T P}$, we get the following relationship between the parameters

$$
\begin{equation*}
\alpha N_{11}+\beta_{1}\left(N_{1}-N_{11}\right)+\beta_{2}\left(N_{2}-N_{11}\right)=\alpha N_{11}+\beta_{1} N_{10}+\beta_{2} N_{01}=n_{11} \tag{19}
\end{equation*}
$$

Note that the left-hand side equals the expected number of links under the model for linkage error.

Let us first explore this relationship under the unrealistic assumption that we know the true $N_{11}$. A natural choice for the parameter $\alpha$ would then be the fraction of true population matches among the links from the linkage process. We will denote this natural choice by $\check{\alpha}$. Substituting that natural choice in (19) and setting $\beta_{1}=\beta^{O C}$ and $\beta_{2}=0$, we get

$$
\alpha^{O C}=\check{\alpha}=\frac{m_{11}}{N_{11}} \quad \text { and } \quad \beta^{O C}=\frac{n_{11}-m_{11}}{N_{1}-N_{11}}
$$

where $m_{11}$ is the number of true population matches among the links from the linkage process. We will call this choice of parameters the optimal OC-parameters.

In case of the symmetric two-way correction, using the natural choice for $\alpha$ and setting $\beta_{1}=\beta_{2}=\beta^{S C}$ leads to

$$
\alpha^{S C}=\check{\alpha}=\frac{m_{11}}{N_{11}} \quad \text { and } \quad \beta^{S C}=\frac{n_{11}-m_{11}}{N_{1}+N_{2}-2 N_{11}}
$$

We will call this choice of parameters the optimal SC-parameters.
In case of the asymmetric two-way correction, we need an additional constraint to uniquely define 'optimal AC-parameters'. In practice, it is convenient to enforce one-toone linkage in the process. Under that assumption, we can derive the following relationship between the parameters of the asymmetric two-way estimator (see the Appendix 3, Subsection 6.3, for a derivation)

$$
\begin{equation*}
\beta_{1}=\frac{\left(\alpha n_{+1}-n_{11}\right) \beta_{2}}{\left(\alpha n_{1+}-n_{11}\right)-2 \beta_{2}\left(n_{1+}-n_{+1}\right)} \tag{20}
\end{equation*}
$$

In case we want to satisfy both (20) and (19) using the natural $\check{\alpha}$ parameter, we get either

$$
\alpha^{A C}=\check{\alpha}=\frac{m_{11}}{N_{11}}, \quad \beta_{1}^{A C}=\frac{n_{11}-m_{11}}{2\left(N_{1}-N_{11}\right)} \quad \text { and } \quad \beta_{2}^{A C}=\frac{n_{11}-m_{11}}{2\left(N_{2}-N_{11}\right)}
$$

or

$$
\tilde{\alpha}^{A C}=\check{\alpha}=\frac{m_{11}}{N_{11}}, \quad \tilde{\beta}_{1}^{A C}=\frac{m_{11} N_{2}-n_{11} N_{11}}{m_{11}\left(N_{2}-N_{1}\right)} \quad \text { and } \quad \tilde{\beta}_{2}^{A C}=\frac{m_{11} N_{1}-n_{11} N_{11}}{m_{11}\left(N_{1}-N_{2}\right)}
$$

where $m_{11}$ again is the number of true population matches among the links from the linkage process. For the second set of parameters ( $\tilde{\alpha}^{A C}, \tilde{\beta}_{1}^{A C}$ and $\left.\tilde{\beta}_{2}^{A C}\right)$ it holds that the $\tilde{\beta}$ 's will be undefined in case $N_{1}=N_{2}$. Moreover, when $N_{1} \neq N_{2}$, one of them will be negative, which contradicts the fact that the $\tilde{\beta}$ 's are probabilities. We will hence call the first set of parameters the optimal AC-parameters. Note that, in case register $R_{1}$ is the largest and hence under one-to-one linkage $N_{1}-N_{11}>N_{2}-N_{11}$, we get $\beta_{1}^{A C}<\beta_{2}^{A C}$ as expected (see discussion in introduction).

According to the error correction model, a false match between a record from $U_{1}$ with a record from $U_{2}$ occurs with probability $\beta_{1}$ and, independently, a false match between a record from $U_{2}$ with a record from $U_{1}$ occurs with probability $\beta_{2}$. Considering these events independently, we would count such a link twice. However, enforcing one-to-one linkage, these two events can only happen at the same time. This is reflected in the factor $1 / 2$ in the optimal AC-parameters $\beta_{i}{ }^{A C}$.

Given the true $N_{11}$ and choosing the parameters such that they satisfy Equation (19) would thus lead to the optimal estimator. Indeed, using the optimal OC-parameters, the optimal SC-parameters or the optimal AC-parameters will all yield the same estimator, that is, the true Petersen estimator TP (with perfect linkage).

Unfortunately, in practice we do not know the true $N_{11}$. Hence, we need to estimate the $\alpha$ and $\beta_{i}$ parameters. As long as the estimated parameters satisfy relation (19), the resulting estimates will be exactly the same for all estimators. This would, for example, be the case when we would estimate the optimal parameters by plugging in some estimate for $N_{11}$, since $N_{1}, N_{2}, n_{11}$ and $m_{11}$ are the same in all settings. Indeed, the resulting estimators would then be given by the simple formula

$$
\begin{equation*}
\hat{N}_{\mathcal{X}}=\frac{N_{1} N_{2}}{\hat{N}_{11}} \tag{21}
\end{equation*}
$$

where $\hat{N}_{11}$ is a (consistent) estimator of the 'true' overlap between the two registers.
Another possibility would be to use a sample of one of the registers and determine the true matches for that sample. Dividing that number by the sampling fraction would yield a direct estimate of $N_{11}$. Similarly, we could obtain direct estimates of $n_{11}$ and $m_{11}$. Note that a direct estimate of $n_{11}$ is needed instead of the original $n_{11}$ to prevent the estimated $m_{11}$ becoming larger than the original $n_{11}$.

Yet another approach would be to use expert knowledge on the linkage errors, for example, asking experts to give estimates of the parameters. In that case, these expert guesses would not necessarily satisfy relation (19) and the estimators could thus yield different values.

## 4. Simulation Study

The evaluation of a linkage error correction method in a capture-recapture setting requires knowledge on the bias introduced by the linkage errors. In real data applications the bias is obviously usually unknown. However, in case of a fictitious population the bias can be determined accurately. Such a fictitious population may be a real or simulated list of individuals that is then defined as the 'true population'. Subsets can then be randomly selected from this list and linked with and without linkage error. This way capturerecapture can be applied with and without linkage error, as well as with and without linkage error correction. Hence, the different linkage error correction methods can be evaluated. Moreover, this procedure can be repeated multiple times with different randomly selected subsets in order to obtain multiple estimates. As a result, the linkage error bias and variance over the repeated estimates can be assessed.

We used the same data set as used by Di Consiglio and Tuoto (2015). This publicly available data set concerns a fictitious population that is based on the UK population census, as created for the ESSnet DI (McLeod et al. 2011). The ESSnet DI was a European project on data integration (Record Linkage, Statistical Matching, Micro Integration Processing), running from 2009 to 2011. The advantage of this data set is twofold. Firstly, it is publicly available, which supports reproducibility of our simulation study. Secondly, it is designed to resemble the situation a researcher might encounter in real life. For instance, the samples contain errors such as typical spelling errors in names or incorrect house numbers. Moreover, it is unclear (to us) how exactly the population samples were generated; for example did some groups have higher probability to be in certain samples or not? The main methodological difference between a real data set and this fictitious population is that the true population size is known, while most other real data issues remain present.

Since ensuring that the parameter estimates satisfy relation (19) will result in the same estimates of the population size for all estimators introduced in Section 3, we will not explicitly compare them. This approach deviates from Di Consiglio and Tuoto (2015), where the estimator based on the SC model is compared to the estimator based on the OC model. They conclude that the SC estimator outperforms both the Petersen and the OC estimator. Their conclusion that the SC estimator, as well as the OC estimator, outperform the Petersen estimator in case of linkage errors is fully justified. However, their result that the SC estimator outperforms the OC estimator seems to contradict our findings in Section 3. This apparent contradiction can be explained by the fact that in Di Consiglio and Tuoto (2015) the parameters $\alpha^{S C}$ and $\beta^{S C}$ (i.e., the optimal parameters under the SC model) are used in both the SC and OC estimator. We now know that in case of the OC estimator the optimal parameters are $\alpha^{O C}$ and $\beta^{O C}$ and therefore should have been chosen differently.

In our simulation study, we concentrate on different ways to estimate the parameters instead of comparing the different estimators with one choice of parameter estimates. We will use different methods to estimate $N_{11}$ and $m_{11}$ and plug those estimates into the formulas of our 'optimal' parameters, to show empirically that these estimates indeed lead to the same estimate of the population total and to study the behaviour of that estimate with respect to its bias and variance.

### 4.1. Setup

From the ESSnet DI data we used the files Person (a list of persons, acting as the population), CIS (observations from a Customer Information System, being a combination of tax and benefit data) and PRD (observations from the Patient Register Data of the National Health Service). The Person dataset is comprised of 26,625 individuals, the CIS has a coverage probability of that population of $\tau_{1}=0.924$ and the PRD of $\tau_{2}=0.930$.

To reduce computation time and to be able to apply the linkage process without blocking, we repeatedly constructed a smaller population and corresponding registers from those files, using the following steps

1. Draw a simple random sample without replacement of size 10,000 from Person. This will be our population $\mathcal{X}$ with size $N_{\mathcal{X}}$.
2. Select the records from CIS that are present in population $\mathcal{X}$ to get register $R_{1}$.
3. Select the records from PRD that are present in population $\mathcal{X}$. Randomly select a fraction $f_{2}$ of those records to get register $R_{2}$.

This way we obtained multiple instances of a population and the corresponding registers, where one of them covers the population for about $92.4 \%$ and the other for about $f_{2}$ times $93.0 \%$. Note that, for small values of $f_{2}$, the two registers differ substantially in size.

In the above mentioned setup, one of the registers is quite close in size to the total population: $R_{1}$ covers the population for about $92.4 \%$. This resembles the situation where an NSI has a high quality population register and wants to quantify the quality of that register in terms of estimated undercoverage. A different situation may be that no such high quality register exists. In that case neither register used in the capture-recapture procedure has high coverage. To get an idea how the error correction methods work in that case we included two additional scenarios. We maintained the small coverage of $R_{2}$ (using $f_{2}=0.15$ ) but additionally we reduced the coverage of $R_{1}$ by randomly selecting a fraction $f_{1}$ of its records, where $f_{1} \in\{0.15,0.5\}$. Table 3 shows the mean coverage of the registers we obtained in our simulations.

In Di Consiglio and Tuoto (2015) several linkage scenarios were mentioned: a bronze, a silver and a gold scenario. In the current paper we will only use their silver scenario, that is, we only use the full date of birth (day (DB_D), month (DB_M) and year (DB_Y)) as key variables in the linkage process. We have chosen the silver scenario because it allows for two types of linkage error. Firstly, two different individuals may have the same date of birth and therefore may be falsely linked. Secondly, due to some measurement errors, an individual that is in both samples may be falsely not linked.

| Table 3. |  |  | Mean coverage $\overline{\tau_{i}}$ of register $R_{i}$ over the |
| :--- | :---: | :---: | :---: |
| $f_{1}$ | $f_{2}$ | $\bar{\tau}_{1}$ | replications. |
| 1.00 | 0.90 | $92.42 \%$ | $\bar{\tau}_{2}$ |
| 1.00 | 0.50 | $92.46 \%$ | $83.65 \%$ |
| 1.00 | 0.15 | $92.44 \%$ | $46.48 \%$ |
| 0.50 | 0.15 | $46.23 \%$ | $13.93 \%$ |
| 0.15 | 0.15 | $13.87 \%$ | $13.94 \%$ |

Names and surnames would have been better discriminating identifiers, but in the absence of those variables (e.g., due to privacy restrictions), the full date of birth is still reasonably well discriminating.

For the comparison function of the probabilistic record linkage process (see Subsection 2.2), we simply used 'equality' on all key variables separately. That is, whenever two records $a$ and $b$ are compared, the comparison function for key variable $V_{i}$ is 1 when $V_{i}(a)=V_{i}(b)$ or 0 when $V_{i}(a) \neq V_{i}(b)$. Whenever $V_{i}$ is missing in at least one of the two records, the comparison function is defined to be 0 as well. To perform the probabilistic record linkage as described in Subsection 2.2, we used our own R-code. In that code we also forced one-to-one linkage. (See https://github.com/djvanderlaan/reclin for the R-package reclin that we used.)

We implemented four methods to obtain values for the $N_{11}, m_{11}$ and $n_{11}$ needed in the formulas for the 'optimal' parameters.

A Since we use simulated data, we know the true $m_{11}$ and $N_{11}$ by design. The $n_{11}$ follows from the linkage process.
B Using the EM-algorithm (see e.g., Herzog et al. 2007) on the complete registers to estimate the posterior $m$-probabilities. Those posterior probabilities were used to estimate the $m_{11}$ and $N_{11}$. The $n_{11}$ follows from the linkage process.
C Using a sample of size 200 from the smallest register of which we determine the true match-status. Using that sample, we fitted a logistic model (see the Appendix 4 (Subsection 6.4) for more information on the used model) and used that to predict the $m$-probabilities for the complete registers. Those posterior probabilities were used to estimate the $m_{11}$ and $N_{11}$. The $n_{11}$ follows from the original linkage process.
D Using a sample of size 200 from the smallest register of which we determine the true match-status. Using that sample we calculated the direct estimates of $n_{11}, N_{11}$ and $m_{11}$ for the complete registers.

In methods B and C, summing the posterior $m$-probabilities over all linked pairs yields an estimate of $\mathrm{m}_{11}$, whereas summing those probabilities over all possible pairs yields an estimate of $N_{11}$. For a definition of posterior $m$-probabilities and why summing them is appropriate, we refer to Fellegi \& Sunter (1969). Methods B, C and D serve to illustrate how information available during an actual record linkage process can be used to correct the estimator for linkage errors. As long as the sample used in methods C and D is a representative sample of possible record pairs, these methods should give unbiased estimates of $N_{11}, m_{11}$ and $n_{11}$. Other methods or refinements of these methods that might give more precise estimates are possible. However, finding such refinements is not the main focus of this article; we want to show that even relatively simple methods can already correct for bias due to linkage errors.

With those estimated sizes, we then used the formulas for the 'optimal' parameters as derived in Subsection 3.5 to get estimates of the population size. As discussed in that section, we should then obtain exactly the same estimates for all approaches (OC, SC and AC).

An additional advantage of using a fictitious population is that, beside knowing the true population size, we can also calculate the TP estimator; the Petersen estimator with truly no linkage error. Since this is the maximum likelihood estimator using population
information, the resulting estimate is the best estimate one could get. Thus, we use the TP estimator as a benchmark for the other estimators in our simulations. The TP estimator is based on the counts in Table 1 and does not equal the Petersen estimator one would get in practice using the counts from Table 2.

### 4.2. Results

We performed 100 replications of the procedure mentioned in the previous subsection and, as expected, we indeed found that all 'optimal' parameters led to the same estimates in all four methods. In Table 4 the mean, median and standard deviation over the 100 replications is given for the difference between the estimates of the population size and the actual population size $N_{\mathcal{X}}=10,000$, for the estimators TP (method A, the benchmark), P (Petersen, using the counts from the linkage process), EM (method B), model (method C) and sample (method D). Note that TP and P are both based on Petersen's formula (Petersen 1896), but TP is using the (in practice unobservable) true population counts, whereas P uses the observed counts.

The first thing to notice is that the Petersen estimator using the observed counts indeed can lead to a heavily biased estimate of the population size, due to the linkage errors that are present. Moreover, we see that the EM-based estimator (method B) has a very large variance compared to the other estimators and at the same time has a larger bias. This indicates that this method is not well suited to be used for correcting linkage error.

Varying the relative size of the second register (i.e., the $f_{2}$ ) does not really influence the correction for linkage error. Indeed, the bias, as well as the variance of those estimators, seems to be more or less the same in all situations.

Table 4. Mean, median and variance of the difference with $N_{\mathcal{X}}=10,000$ of each estimator over the 100 replications, for different values of $f_{1}$ and $f_{2}$, and sample size 200.

| $f_{1}$ | $f_{2}$ |  | TP $-N_{\mathcal{X}}$ | $\mathrm{P}-N_{\mathcal{X}}$ | $\begin{aligned} & \mathrm{EM} \\ & -N_{\mathcal{X}} \end{aligned}$ | model $-N_{\mathcal{X}}$ | $\begin{gathered} \text { sample } \\ -N_{\mathcal{X}} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.00 | 0.90 | mean | 8.0 | 1399.0 | - 1730.2 | 18.7 | 30.0 |
|  |  | median | 9.2 | 1400.2 | - 1812.5 | 23.0 | 13.4 |
|  |  | st. dev. | 10.5 | 38.1 | 773.9 | 261.6 | 224.9 |
|  | 0.50 | mean | 10.6 | 1193.1 | -1810.0 | 19.1 | -5.2 |
|  |  | median | 12.6 | 1187.3 | - 1891.6 | 33.8 | -28.0 |
|  |  | st. dev. | 32.0 | 66.1 | 773.9 | 243.8 | 205.3 |
|  | 0.15 | mean | 22.6 | 1053.5 | -2039.9 | 22.8 | 37.5 |
|  |  | median | 17.2 | 1051.8 | - 2109.6 | -1.1 | 31.8 |
|  |  | st. dev. | 75.9 | 125.3 | 1326.7 | 259.1 | 198.2 |
| 0.50 | 0.15 | mean | - 17.8 | - 129.5 | - 1984.0 | -51.4 | 37.3 |
|  |  | median | -28.5 | - 147.5 | - 2015.3 | - 150.4 | -69.0 |
|  |  | st. dev. | 269.1 | 258.6 | 1609.9 | 611.4 | 763.9 |
| 0.15 | 0.15 | mean | 66.1 | -861.3 | -2638.6 | 212.5 | 450.3 |
|  |  | median | 48.4 | -869.5 | -2683.5 | 183.7 | 299.3 |
|  |  | st. dev. | 624.3 | 546.4 | 2116.4 | 1177.4 | 1709.6 |



Fig. 1. Distributions of the $P, T P$, model based and sample based estimators for $N_{\mathcal{X}}=10,000, f_{1}=1.0$, $f_{2}=0.5$ and sample size 200 .

In case the registers include a unique identifier for some of the records, the identifier could be used as an alternative for taking a sample, under the assumption that the absence of the identifier is not (too) selective. When such a unique identifier is not present, it could, in practice, be quite costly to determine the true match status of pairs. Hence, probably only a small sample would be considered by a National Statistical Institute and that is why we used a relatively small sample from the second register for methods C and D.

Figure 1 shows a smooth estimate of the distribution of the estimators for $f_{1}=1.0$ and $f_{2}=0.5$. For the other values of $f_{2}$ the distributions look similar. We did not plot the EMbased estimator in this figure to be able to see more clearly the differences between the other estimation methods.

The figure again shows clearly that the Petersen estimator using the counts from the linkage process has a large bias (due to linkage error) and that the model and sample estimators nicely correct for that. The TP estimates are obviously performing the best, since they use the true knowledge about the number of matches. However, in practice that estimator is not possible.

Finally, we observe that in case both registers have low coverage ( $f_{1}=f_{2}=0.15$, that is, both registers contain less than 1400 records), the variance of the estimators that correct for linkage error increases considerably. This may not be that surprising when using such relatively small registers. However, the estimates that are supposed to correct for linkage error are still closer to the TP estimate than the Petersen estimate. Hence, we conclude that the correction methods work in all cases, albeit that they work best where at least one of the registers has high coverage.

## 5. Conclusions

In estimating the population size using capture-recapture, linkage errors (false links and missed links) affect the Petersen estimator. Indeed, the Petersen estimator then becomes
heavily biased. To reduce that bias, some correction methods have been proposed in the literature. These methods introduce some additional parameters that should reflect the probability of occurrence of the two possible types of linkage error. They then model how linkage errors occur and use those error-probabilities to incorporate that model into the estimator. In the current article, we introduced a general formulation for such a correction method. That general formulation incorporates all previously introduced correction methods of that type as special cases.

Looking more closely to the general correction method, it turned out that the parameters could actually be chosen in such a way that the general estimator equals the optimal estimator, that is, the Petersen estimator with a known number of true matches. These optimal parameters can be estimated using different methods. We have shown that for at least two methods, the results improve the traditional Petersen estimator considerably. Those two methods make use of a relatively small sample for which the true match status of the records needs to be determined. More refined methods might even improve more and lead to estimators with smaller variances.

We have shown that it is possible to chose optimal parameters, such that all adjustment methods lead to exactly the same estimates. This reduces the need for making a choice on the error linkage model. However, in case the probabilities are estimated in a different way (e.g., by means of expert opinions), the different linkage error models will lead to different estimates. We have not investigated this further in the current article.

In case it is not possible to make use of a sample to estimate the optimal parameters, the general correction method could still be useful. In that situation, the model for the occurrence of the linkage errors should be assessed to estimate the error probabilities. We would like to note that the model assumes that double errors occur with negligible probabilities. With double errors we mean errors like missing a true match of a record and at the same time linking that record incorrectly to some record in the other register. In estimating the error-probabilities this should be taken into account in some way, because in practice such double errors do occur and would influence the error probabilities.

Using covariates or linking more than two registers would lead to more elaborate methods to estimate the population size in the presence of undercoverage. In these cases, more complex loglinear or Poisson models can be used to obtain a capture-recapture estimate. Similarly, the Fellegi and Sunter based linkage procedure can also be applied more elaborately, for example, by making use of blocking(s). This would affect the (estimates of the) posterior $m$-probabilities. In our view, the ideas expressed in the current article, as well as the introduced general formulation of the linkage error correction methods, will lead to a better understanding of the implications of such extensions and will be of help in deriving new, linkage error correcting, consistent estimators of the population size.

## 6. Appendix

### 6.1. Appendix 1: Sets Defined in the Setting of Probabilistic Record Linkage

Let $R_{1}$ be a register with records numbered $\{1,2,3, \ldots, 10\}$ and $R_{2}$ a register with records numbered $\{1,2,3, \ldots, 15\}$. The total number of pairs $(a, b)$ that can be constructed from the records of those registers is $10 \times 15=150$. Figure 2 shows all possible pairs.


Fig. 2. Graphical representation of the sets of pairs defined in Subsection 2.2.
Moreover, an example of the set $\mathcal{M}$ of pairs of matching records and the set $\mathcal{U}$ of pairs of non-matching records is shown in that figure. In the example, the number of pairs in $\mathcal{M}$ is 8 and the number of pairs in $\mathcal{U}$ is 142 .

We can write each register as the union of two disjoint sets, $R_{i}=M_{i} \cup U_{i}$, where the disjoint sets of unique records are given by

$$
\begin{array}{ll}
M_{1}=\{1,3,4,5,6,7,8,9\} & U_{1}=\{2,10\} \\
M_{2}=\{2,3,4,6,8,9,10,13\} & U_{2}=\{1,5,7,11,12,14,15\}
\end{array}
$$

### 6.2. Appendix 2: Admissibility of Asymmetric Two-way Correction Estimators $\hat{p}_{i}$

The estimators for the probabilities $p_{i}$ in case of the asymmetric two-way correction approach should obviously be within [0,1]. This puts some restrictions on the parameters $\alpha, \beta_{1}$ and $\beta_{2}$.

To ensure that the estimators are non-negative, straightforward calculations lead to the condition that either

$$
\begin{equation*}
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11} \quad \text { and } \quad \beta_{1}+\beta_{2}<\alpha \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11} \quad \text { and } \quad \beta_{1}+\beta_{2}>\alpha \tag{23}
\end{equation*}
$$

Additionally, ensuring that both probabilities are not larger than one, leads under (22) to the condition

$$
\begin{equation*}
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11}-\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right)\left(n_{1+} \wedge n_{+1}\right) \tag{24}
\end{equation*}
$$

and under (23) to the condition

$$
\begin{equation*}
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11}-\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right)\left(n_{1+} \vee n_{+1}\right) \tag{25}
\end{equation*}
$$

where $n_{1+} \vee n_{+1}$ equals the maximum of $n_{1+}$ and $n_{+1}$ and $n_{1+} \wedge n_{+1}$ the minimum of $n_{1+}$ and $n_{+1}$.

Summarizing, we need either

$$
\left.\begin{array}{l}
\beta_{1}+\beta_{2}<\alpha  \tag{26}\\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11} \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11}-\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right)\left(n_{1+} \wedge n_{+1}\right)
\end{array}\right\}
$$

or

$$
\left.\begin{array}{l}
\beta_{1}+\beta_{2}>\alpha  \tag{27}\\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11} \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11}-\left(\alpha-\left(\beta_{1}+\beta_{2}\right)\right)\left(n_{1+} \vee n_{+1}\right)
\end{array}\right\}
$$

Assuming $R_{1}$ to be the largest data set, that is, $n_{1+}>n_{+1}$, the set of conditions (26) is equivalent to

$$
\left.\begin{array}{l}
\beta_{1} \geq\left(n_{11}-\alpha n_{+1}\right) /\left(n_{1+}-n_{+1}\right) \\
\beta_{1}+\beta_{2}<\alpha \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11}
\end{array}\right\}
$$

and the set of conditions (27) to

$$
\left.\begin{array}{l}
\beta_{2} \geq\left(\alpha n_{1+}-n_{11}\right) /\left(n_{1+}-n_{+1}\right) \\
\beta_{1}+\beta_{2}>\alpha \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11}
\end{array}\right\}
$$

Assuming the two data sets to be of equal size, that is, $n_{1+}=n_{+1}$, the set of conditions (26) is equivalent to

$$
\left.\begin{array}{l}
\alpha \geq n_{11} / n_{1+} \\
\beta_{1}+\beta_{2}<\alpha \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \leq n_{11}
\end{array}\right\}
$$

and the set of conditions (27) to

$$
\left.\begin{array}{l}
\alpha \leq n_{11} / n_{1+} \\
\beta_{1}+\beta_{2}<\alpha \\
\beta_{1} n_{1+}+\beta_{2} n_{+1} \geq n_{11}
\end{array}\right\}
$$

### 6.3. Appendix 3: Enforcing One-To-One Linkage

In our asymmetric two-way correction method, we have three parameters: $\alpha, \beta_{1}$ and $\beta_{2}$. In case we enforce one-to-one linkage, we can actually do with two, because in that situation we can write $\beta_{1}$ as a function of $\alpha$ and $\beta_{2}$.

In Figure 3 the relation between (expected) counts based on the population and based on linkage are shown in the situation where we potentially would like to apply the asymmetric two-way correction with enforced one-to-one linkage. Under the assumption of one-to-one linkage, it should hold that $\beta_{1} N_{10}=\beta_{2} N_{01}$, as can be seen in the figure. Noting that $\mathbb{E} N_{10}=p_{1}\left(1-p_{2}\right) N_{\mathcal{X}}$ and $\mathbb{E} N_{01}=p_{2}\left(1-p_{1}\right) N_{\mathcal{X}}$ and plugging in the estimators $\hat{p}_{1}$ and $\hat{p}_{2}$ from (17), we can derive the following relation

$$
\begin{equation*}
\beta_{1}=\frac{\left(\alpha n_{+1}-n_{11}\right) \beta_{2}}{\left(\alpha n_{1+}-n_{11}\right)-2 \beta_{2}\left(n_{1+}-n_{+1}\right)} \tag{28}
\end{equation*}
$$

Note that, assuming equal sizes of the two registers, i.e., $n_{1+}=n_{+1}$, Equation (28) yields $\beta_{1}=\beta_{2}$. That is, we would obtain the situation in which the symmetric two-way correction is applicable.

Moreover, from (28) it follows that

$$
\begin{aligned}
& \alpha>2 \beta_{2} \text { and } n_{1+}>n_{+1} \Rightarrow \beta_{1}<\beta_{2} \\
& \alpha>2 \beta_{2} \text { and } n_{1+}<n_{+1} \Rightarrow \beta_{1}>\beta_{2}
\end{aligned}
$$

as expected (see discussion in Section 1).


Fig. 3. Relations between counts based on population and based on one-to-one linkage.

### 6.4. Appendix 4: Estimation of the Matching Probabilities Using Logistic Regression

For a sample of records from the smallest register it is assumed that the true match status can be determined, that is, we assume that it is known whether or not the record should be linked to a record from the larger register and if so, with which record it should be linked. Therefore, for a subset of all pairs generated in the linkage process, the true match status is known. The goal of the logistic regression model is to predict the probability that this pair is a true match, based on properties of the record pair.

In the regression model the following covariates are used

1. The result of the comparison of the linkage variables. In this case the linkage variables are the three elements of the date of birth; day (DB_D), month (DB_M) and year (DB_Y). These variables are binary; both records of the pair agree on the variables (true) or not (false). If in at least one of the records a variable is missing, we consider it a disagreement (false).
2. Whether or not the pair is selected when enforcing one-to-one linkage (LNK). This is also a binary variable which is false when there is a more likely match for one or both of the records. This variable is a strong predictor for true matches.

The target variable is the true match status (a binary variable). The model is estimated using the sampled pairs and then used to calculate predictions of the matching probability for all pairs. The main goal of the model is to correct for differences in the population between the sample and the complete set of pairs. This should result in a more accurate estimate of the number of linkage errors. As the model is merely used as an illustration of a method that can be used to estimate the relevant parameters for the correction methods, the model is kept relatively simple. Therefore, all variables are added as main effects and no interactions are used in the model.

To estimate $m_{11}$ the probability that a pair is a true match given that a pair has been linked is needed, and to estimate $N_{11}$ the probability of a true match given that a pair has been linked or has not been linked is needed. Therefore, as long as the sample is representative for the set of pairs, using only LNK should be enough to obtain unbiased estimates of $N_{11}$ and $m_{11}$ ( $n_{11}$ follows directly from the linkage procedure). Adding additional variables to the regression model, such as DB_D, DB_M and DB_Y in this case, could lead to a reduction of the variance of the estimators when the probability of a false link depends on this variable and when the sample is not representative with respect to these variables. Other variables (sex and age) were investigated, but as these did not affect the outcomes in this study, these are not included in the final results.
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# Imprecise Imputation: A Nonparametric Micro Approach Reflecting the Natural Uncertainty of Statistical Matching with Categorical Data 
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#### Abstract

Statistical matching is the term for the integration of two or more data files that share a partially overlapping set of variables. Its aim is to obtain joint information on variables collected in different surveys based on different observation units. This naturally leads to an identification problem, since there is no observation that contains information on all variables of interest.

We develop the first statistical matching micro approach reflecting the natural uncertainty of statistical matching arising from the identification problem in the context of categorical data. A complete synthetic file is obtained by imprecise imputation, replacing missing entries by sets of suitable values. Altogether, we discuss three imprecise imputation strategies and propose ideas for potential refinements.

Additionally, we show how the results of imprecise imputation can be embedded into the theory of finite random sets, providing tight lower and upper bounds for probability statements. The results based on a newly developed simulation design-which is customised to the specific requirements for assessing the quality of a statistical matching procedure for categorical data-corroborate that the narrowness of these bounds is practically relevant and that these bounds almost always cover the true parameters.


Key words: Data fusion; data integration; finite random sets; hot deck imputation; (partial) identification.

## 1. Introduction

Nowadays, a tremendous amount of data is readily accessible, as generated by researchers, companies, and governments. Thus, instead of collecting new data to answer research questions, it is a more convenient alternative to use already available data sources. However, there is often no single data source that includes all information of interest. Statistical matching (also called data integration or data fusion) furnishes a method with which researchers can integrate data collected in different surveys. For example, it was applied by Serafino and Tonkin (2017) to statistically match the data of the EU Statistics on Income and Living Conditions and the Household Budget Survey.

Assume that we are interested in three blocks of variables, $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$, while there are two data files, A and B, available. Data file A contains $n_{\mathrm{A}}$ observations of $(\boldsymbol{X}, \boldsymbol{Y})$, and data
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file B contains $n_{\mathrm{B}}$ observations of $(\boldsymbol{X}, \boldsymbol{Z})$. The observations in B come from the same population but are disjoint from the observations in $A$. The aim of statistical matching, namely the gain of joint information about variables not jointly observed, is twofold (e.g., D'Orazio et al. 2006b, 2):
(i) the estimation of the joint distribution of $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ or any of its characteristics (macro approach), and/or
(ii) the creation of a synthetic data file with complete observations on $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ (micro approach).

As the schematic representation in Figure 1 suggests, statistical matching can be interpreted as a missing data problem. The observations of the specific variables $\boldsymbol{Y}$ and $\boldsymbol{Z}$ are missing in a special block-wise pattern in $A \mathbb{U}$, which denotes the union of the two available data files. Following, for example, D'Orazio et al. (2006b, 6), the missingness is induced by the given allocation to a certain data file, and thus the missing data mechanism in the framework of statistical matching can convincingly be assumed to be missing completely at random. However, this absence of joint information on all variables leads to A severe identification problem: the parameters that concern the relationship between $\boldsymbol{Y}$ and $\boldsymbol{Z}$ are not directly estimable from $A \mathbb{U}$. Throughout the article, we use the term parameter to refer to a component of the (joint) probability distribution.

For instance, D'Orazio et al. (2006b) show various ways to remedy the issue of nonidentifiability. On the basis of their underlying concepts, these methods can be allocated into three basic groups: Approaches which
(i) assume the conditional independence of the specific variables given the common variables $\boldsymbol{X}$, in order to achieve a factorisation of the joint distribution whose components are estimable on $A \cup B$,
(ii) require auxiliary information in terms of a third file or other external information about parameters concerning the relationship of $\boldsymbol{Y}$ and $\boldsymbol{Z}$,
(iii) refrain from aiming at precise point estimates and account for the uncertainty of the statistical matching problem by estimating a set of plausible parameters, resulting in lower and upper bounds for the parameters concerning the relationship between $\boldsymbol{Y}$ and $\boldsymbol{Z}$. These estimates can be interpreted as set-valued point estimates, not to be confused with confidence regions.


Fig. 1. Schematic representation of the statistical matching problem (See D'Orazio et al. 2006b, 5 (modified)).

In practice, it is not testable whether the conditional independence assumption holds, and in most applications it might be contested. Manski's Law of Decreasing Credibility (Manski, 2007, 3), which states that the maintenance of unjustified assumptions reduces the credibility of analyses, makes a very strong argument against the first group of approaches. Auxiliary information, which is the basis of the second group of approaches, is often not available for a certain statistical matching task. Hence, applying statistical matching, taking the underlying uncertainty credibly into account, is the means of choice in these situations.

In the context of statistical matching, typically the term uncertainty refers to the previously mentioned identification problem. It points to the fact that even if we have complete information on the marginal distributions of $(\boldsymbol{X}, \boldsymbol{Y})$ and $(\boldsymbol{X}, \boldsymbol{Z})$, the joint distribution of ( $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ ) cannot uniquely be determined (e.g., D'Orazio et al. 2006a). Thus, lower and upper bounds on the parameters (i.e., probability components) are the best that can be obtained without relying on strong untestable assumptions or external information.

Elaborating the concept of uncertainty and how to measure it formed the central focus of the papers by Conti et al. (2012, 2017). Much of the current literature on uncertainty regarding the statistical matching task pays attention to the continuous case, especially to normally distributed variables (e.g., D'Orazio et al. 2006b; Rässler 2002; Ahfock et al. 2016). However, there is also a relatively small body of literature that is concerned with categorical data. For instance, D’Orazio et al. (2006a), Vantaggi (2008), and Di Zio and Vantaggi (2017) deal with statistical matching of categorical data considering different circumstances.

As emphasised by Conti et al. $(2012,70)$, the "third group of techniques" reflecting the natural uncertainty of statistical matching, does not [usually] "directly aim at reconstructing a complete data set". In the present article, we introduce imprecise (single) imputation as the first micro approach for categorical data that directly accounts for the natural uncertainty of statistical matching. It is based on the imputation of sets of plausible values, which leads to a complete synthetic data file with partially set-valued observations. Furthermore, embedding imprecise imputation into the framework of finite random sets will allow us to derive lower and upper bounds for the parameters of the joint distribution. As we will highlight, imprecise imputation can be interpreted as a generalisation of multiple hot deck imputation (e.g., Little and Rubin 2002) and fractional hot deck imputation (e.g., Kim and Fuller 2004). The bounds, which we obtain by our imprecise imputation procedure, envelop the results from multiple hot deck imputation and fractional hot deck imputation.

The article is structured as follows. Section 2 recalls the background of our work by giving a brief overview of the basic setting of statistical matching, its interpretation as a missing data problem, and hot deck imputation in this context. Section 3 describes the idea of imprecise imputation and introduces three imputation procedures. Subsequently, in Section 4, we embed imprecise imputation into the theory of finite disjunctive random sets and show how it can be utilised to estimate lower and upper bounds for the parameters of interest from our imputed data file. After providing the setting and results of a simulation study in Section 5, we conclude with a summary and outlook in Section 6. The appendix (Section 7) contains a more detailed description and
justification of the design of the simulation study and graphics on the results of the simulation study.

## 2. Statistical Matching

### 2.1. The Basic Setting and its Missing Data Interpretation

Let us assume that we have two data files, $A$ and $B$, indexed by $\mathcal{I}_{\mathrm{A}}$ and $\mathcal{I}_{\mathrm{B}}$, respectively, with $n_{\mathrm{A}}$ and $n_{\mathrm{B}}$ disjoint observation units. Without loss of generality, we assume that the index sets are disjoint: $\mathcal{I}_{\mathrm{A}}=\left\{1, \ldots, n_{\mathrm{A}}\right\}$ and $\mathcal{I}_{\mathrm{B}}=\left\{n_{\mathrm{A}}+1, \ldots, n_{\mathrm{A}}+n_{\mathrm{B}}\right\}$. Furthermore, let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{p}\right)$ be the vector of common variables, and $\boldsymbol{Y}=\left(Y_{1}, \ldots\right.$, $\left.Y_{q}\right)$ and $\boldsymbol{Z}=\left(Z_{1}, \ldots, Z_{r}\right)$ be the vectors of specific variables. Denote the domains of the possible values of $X_{l}, l=1, \ldots, p$, by $\mathcal{X}_{l}$, their corresponding Cartesian product by $\mathcal{X}$, and proceed analogously for the specific variables, defining $\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{q}, \mathcal{Z}_{1}, \ldots, \mathcal{Z}_{r}$, as well as $\mathcal{Y}$ and $\mathcal{Z}$.

As displayed in Figure 1, data file A exclusively contains information on ( $\boldsymbol{X}, \boldsymbol{Y}$ ) as observations $\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}\right)_{a \in \mathcal{I}_{\mathrm{A}}}$, while data file B comprises information on ( $\boldsymbol{X}, \boldsymbol{Z}$ ) only, as observations $\left(\boldsymbol{x}_{b}, z_{b}\right)_{b \in \mathcal{I}_{B}}$. Consequently, there is no observation that contains simultaneous information on $\boldsymbol{Y}$ and $\boldsymbol{Z}$. In the following, the available information will be consolidated in the incomplete sample $A \uplus B$, representing the union of files $A$ and $B$ (see Figure 1) with $n:=n_{\mathrm{A}}+n_{\mathrm{B}}$ observations, indexed by $\mathcal{I}=\mathcal{I}_{\mathrm{A}} \cup \mathcal{I}_{\mathrm{B}}$.

Furthermore, we assume that all observations are independently and identically distributed, each following the joint probability distribution $P(\boldsymbol{X}=\boldsymbol{x}, \boldsymbol{Y}=\boldsymbol{y}, \boldsymbol{Z}=\boldsymbol{z})$, where the realisations for a certain observation $i \in \mathcal{I}$ are depicted as $\boldsymbol{x}_{i}=\left(x_{i 1}, \ldots, x_{i p}\right)$, $\boldsymbol{y}_{i}=\left(y_{i 1}, \ldots, y_{i q}\right)$, and $z_{i}=\left(z_{i 1}, \ldots, z_{i r}\right)$. By collecting all probability components of the underlying distribution, we derive the parameter vector consisting of the probability entries of the multidimensional probability table of $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$.

As previously mentioned, statistical matching may be regarded as a missing data problem. Hence, a natural strategy to solve the statistical matching task is imputation, that is, the substitution of the missing entries with suitable real or artificial values to derive a complete (but partially synthetic) data file. To prepare our method, in the following section we focus on hot deck imputation, where the missing entries of an observation (recipient) are replaced by records from a similar observation (donor) of the same sample. Hot deck imputation ensures that only live values, that is, actually observed and no artificial values, are substituted, and that the marginal and conditional distributions are preserved well for large samples (e.g., Conti et al. 2008). Hot deck imputation methods are frequently used in practice, comparatively easy to apply, and nonparametric (e.g., Andridge and Little 2010); for a general missing data case, see, for example, Little and Rubin (2002, 66).

### 2.2. Hot Deck Imputation for Statistical Matching

In the context of statistical matching, hot deck imputation belongs to the group of nonparametric micro approaches. In the following, we will recall and formalise an example for four variables ( $X_{1}, X_{2}, Y_{1}, Z_{1}$ ) from D' Orazio et al. (2006b, Chap. 2.4) and also explain our notation. The data samples A and B are assigned to the roles of recipient file and donor file. Since it is a symmetric problem, D'Orazio et al. (2006b) only describe the
case where $A$ is the recipient file and $B$ the donor file. The reverse case works analogously. The choice of whether only $A$, only $B$, or $A \uplus B$ should be imputed depends on many factors. In this article, we impute $A \cup B$ without loss of generality. See, for instance, D'Orazio et al. (2006b, 35-36) for a discussion on this issue.

Random hot deck imputation means that for each missing entry in the recipient file, a donor record from the donor file is randomly chosen by simple random sampling and its corresponding values are used to replace the missing entries in the recipient file. Every missing entry of the specific variable $Z_{1}$ in the recipient file A , that is, $z_{a 1}, a \in \mathcal{I}_{\mathrm{A}}$, is replaced by the synthetic value $\tilde{z}_{a 1}:=z_{b 1}, b \in \mathcal{I}_{\mathrm{B}}$, where $b$ is the randomly chosen observation unit from the index set $\mathcal{I}_{\mathrm{B}}$ of data file B and, hence, $\tilde{z}_{a 1} \in\left\{z_{b 1}: b \in \mathcal{I}_{\mathrm{B}}\right\}$. The $a$-th observation of complete, synthetic data file A is composed of $\left(x_{a 1}, x_{a 2}, y_{a 1}, \tilde{z}_{a 1}\right)$, where the tilde marks the imputed and thus synthetic value.

However, simple random sampling gives all observation units in the donor file the same probability of being selected. Thus, it implicitly induces the independence of both the common and specific variables.

A more promising procedure is the assignment of donor and recipient records within groups of similar (homogeneous) records that are created by exploiting the information of the common variables. The realisations of selected categorical common variables are used to generate groups of similar records in both the recipient file and the donor file. Little and Rubin (2002) call these groups adjustment cells. Following D'Orazio et al. (2006b), we will call them donation classes. The choice of the common variables that are actually used to perform statistical matching (the so-called matching variables) has a high impact on the resulting matching quality. It is desirable that the common variables are highly correlated with, or good predictors for the specific variables (Rässler 2002, 10). See, for instance, D'Orazio et al. (2017) on how to choose the matching variables.

Consider again data file $A$ as the recipient. The first step of hot deck imputation within homogenous groups is the assignment of all observations in $\mathrm{A} \cup \mathrm{B}$ to donation classes. For this purpose, we partition the index set $\mathcal{I}$ into $D \leq|\mathcal{X}|$ index sets $\mathcal{I}^{d}, d=1, \ldots, D$, such that for any $d$, all observation units in $\mathcal{I}^{d}$ have the same realisations of $\boldsymbol{X}$. Moreover, define $\mathcal{I}_{\mathrm{A}}^{d}:=\mathcal{I}^{d} \cap \mathcal{I}_{\mathrm{A}}$ and $\mathcal{I}_{\mathrm{B}}^{d}:=\mathcal{I}^{d} \cap \mathcal{I}_{\mathrm{B}}$. Every missing entry for the specific variable $Z_{1}$ of an observation unit from A in the $d$-th donation class, that is, $z_{a 1}, a \in \mathcal{I}_{\mathrm{A}}^{d}$, is replaced by $\tilde{z}_{a 1}:=z_{b 1}, \quad b \in \mathcal{I}_{\mathrm{B}}^{d}$, which is the corresponding value of a randomly chosen observation from the donation class $\mathcal{I}_{\mathrm{B}}^{d}$, and hence $\tilde{z}_{a 1} \in\left\{z_{b 1}: b \in \mathcal{I}_{\mathrm{B}}^{d}\right\}$ for all $a \in \mathcal{I}_{\mathrm{A}}^{d}$.

Using donation classes, the imputation of $Z$ is conditional on $\boldsymbol{X}$, thus reproducing the empirical conditional distribution of $\boldsymbol{Z}$ given $\boldsymbol{X}$ in A . Since there are no joint observations of all variables, additionally conditioning on $\boldsymbol{Y}$ is not possible. Thus, a conditional independence - between the imputed values of $\boldsymbol{Z}$ and the values of $\boldsymbol{Y}$, given $\boldsymbol{X}$ - is implicitly (empirically) established in the synthetic parts of the resulting complete file (see Rässler 2002, 200-204).

Every complete synthetic data file that consists of observations $\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}, \tilde{z}_{a}\right)_{a \in \mathcal{I}_{\mathrm{A}}}$ and ( $\boldsymbol{x}_{b}$, $\left.\tilde{\boldsymbol{y}}_{b}, z_{b}\right)_{b \in \mathcal{I}_{\mathrm{B}}}$ straightforwardly delivers estimates of the underlying joint distribution by evaluating the observed relative frequencies. Written in a form preparing for the generalisation developed in Subsection 4.3, we obtain for an event $\mathcal{E}=\mathcal{E}_{\mathcal{X}} \times \mathcal{E}_{\mathcal{Y}} \times \mathcal{E}_{\mathcal{Z}}$ with $\mathcal{E}_{\mathcal{X}} \subseteq \mathcal{X}, \mathcal{E}_{\mathcal{Y}} \subseteq \mathcal{Y}$ and $\mathcal{E}_{\mathcal{Z}} \subseteq \mathcal{Z}$,

$$
\begin{align*}
\hat{P}(\mathcal{E}):=\hat{P}((\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}) \in \mathcal{E})= & \frac{1}{n}\left|\left\{a \in \mathcal{I}_{\mathrm{A}}:\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}, \tilde{\boldsymbol{z}}_{a}\right) \in \mathcal{E}\right\} \cup\left\{b \in \mathcal{I}_{\mathrm{B}}:\left(\boldsymbol{x}_{b}, \tilde{\boldsymbol{y}}_{b}, z_{b}\right) \in \mathcal{E}\right\}\right| \\
= & \frac{1}{n}\left|\left\{a \in \mathcal{I}_{\mathrm{A}}: \boldsymbol{x}_{a} \in \mathcal{E}_{\mathcal{X}}, \boldsymbol{y}_{a} \in \mathcal{E}_{y}, \tilde{z}_{a} \in \mathcal{E}_{\mathcal{Z}}\right\}\right| \\
& +\frac{1}{n}\left|\left\{b \in \mathcal{I}_{\mathrm{B}}: \boldsymbol{x}_{b} \in \mathcal{E}_{\mathcal{X}}, \tilde{\boldsymbol{y}}_{b} \in \mathcal{E}_{y}, \boldsymbol{z}_{b} \in \mathcal{E}_{\mathcal{Z}}\right\}\right| \tag{1}
\end{align*}
$$

Any event which is not directly representable as a Cartesian product can be decomposed into the union of disjoint events of the previous form.

In the context of missing data, it is a well-known problem that single imputations are not able to reflect the uncertainty that arises from the missingness of joint information on $\boldsymbol{Y}$ and $\boldsymbol{Z}$. Therefore, it is commonly recommended to apply multiple imputation techniques (e.g., Little and Rubin 2002, chap. 5.4), where the replacement of missing entries is performed several times. The obtained complete data files are then analysed by common methods for complete data and the results are subsequently pooled to achieve point estimates. Such multiple imputation techniques have been further developed by Rässler (2002, chap. 4) for application in statistical matching with the intention to estimate lower and upper bounds for the parameters of interest in the spirit of Manski (1995). However, Rässler (2002) only considers normally distributed data and, as stated in Ahfock et al. (2016, 82), by applying multiple imputation "there is no guarantee that the range of imputed datasets fully captures the uncertainty over the partially identified parameters".

## 3. Imprecise Imputation

### 3.1. Basic Idea and Terminology

Based on these considerations, we will now develop the concept of imprecise imputation, where we suggest imputing a set of plausible values for a missing entry. This leads to precise observations $\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}\right)_{a \in \mathcal{I}_{\mathrm{A}}}$ in A and $\left(\boldsymbol{x}_{b}, \boldsymbol{z}_{b}\right)_{a \in \mathcal{I}_{\mathrm{B}}}$ in B, and to imprecise, that is, setvalued, synthetic observations $\left(\tilde{\mathbf{z}}_{a}\right)_{a \in \mathcal{I}_{\mathrm{A}}}$ in A and $\left(\tilde{\eta}_{b}\right)_{b \in \mathcal{I}_{\mathrm{B}}}$ in $B$. Please note that our aim is not to identify a single element of these imprecise observations for the purpose of precise single imputation, but rather to regard the whole set as the final piece of indivisible information. In Subsection 4.3 we show how the set-valued imprecise observations can be directly used to obtain estimates for the probability components of the joint distribution.

The following subsections detail and illustrate imprecise imputation. Three different ways of determining the sets of plausible values to be imputed are introduced, each taking into account the variations in how strong and trustworthy the underlying relationship between the common and specific variables is. Without loss of generality, again let A be the recipient and $B$ the donor file, and let the donor classes be defined as in Subsection 2.2.

- D Domain imputation replaces every missing entry $z_{a l}, a \in \mathcal{I}_{A}$, of a variable $Z_{l}$, $l=1, \ldots, r$, with its domain, that is,

$$
\begin{equation*}
\tilde{\mathbf{z}}_{a l}:=\mathcal{Z}_{l}, \quad \forall a \in \mathcal{I}_{\mathrm{A}}, \quad l=1, \ldots, r \tag{2}
\end{equation*}
$$

- VW Variable-wise imputation on the basis of donation classes replaces every missing entry $z_{a l}, a \in \mathcal{I}_{\mathrm{A}}^{d}$, of a variable $Z_{l}, l=1, \ldots, r$, with the set of live values of
$Z_{l}$ within the corresponding class $\mathcal{I}_{\mathrm{B}}^{d}$. Thus,

$$
\begin{equation*}
\tilde{\mathbf{z}}_{a l}:=\left\{z_{b l}: b \in \mathcal{I}_{\mathrm{B}}^{d}\right\}, \quad \forall_{a} \in \mathcal{I}_{\mathrm{A}}^{d}, \quad d=1, \ldots, D, \quad l=1, \ldots, r . \tag{3}
\end{equation*}
$$

- CW Case-wise imputation, that is, the simultaneous imputation of all missing entries of an observation $a$ in $\mathcal{I}_{\mathrm{A}}^{d}$, where every tuple $z_{a}=\left(z_{a 1}, \ldots, z_{a r}\right), a \in \mathcal{I}_{\mathrm{A}}^{d}$ is replaced with the set of live tuples in the corresponding class $\mathcal{I}_{\mathrm{B}}^{d}$. Consequently,

$$
\begin{equation*}
\tilde{\mathbf{z}}_{a}:=\left\{\left(z_{b l}, \ldots, z_{b r}\right): b \in \mathcal{I}_{\mathrm{B}}^{d}\right\}, \quad \forall a \in \mathcal{I}_{\mathrm{A}}^{d}, \quad d=1, \ldots, D \tag{4}
\end{equation*}
$$

### 3.2. Illustration and Discussion of the Different Types of Imprecise Imputation

### 3.2.1. Domain Imputation

The most conservative way to determine the set of plausible values that are candidate values for the substitution of a missing entry is to use the whole domain of the corresponding variable. Concretely, this means that every missing entry $z_{a l}, a \in \mathcal{I}_{\mathrm{A}}$, $l=1, \ldots, r$ is substituted by the set of all possible realisations of $Z_{l}$, that is, its domain $\mathcal{Z}_{l}$. Hence, $\tilde{3}_{a l}:=\mathcal{Z}_{l}, \quad \forall a \in \mathcal{I}_{\mathrm{A}}$ becomes a set-valued entry in data file A , where all elements of the set are treated as equally plausible, but without a further reduction in the complexity by some (arbitrary) weighting or aggregation of the elements. The imputed sets for one variable are equal for all observations. This procedure is briefly illustrated in the following running toy example.

Minimal Example 1 Consider two data files, A and B, which consist of $n_{\mathrm{A}}=2$ observations of $\left(Y_{1}, Y_{2}, X_{1}, X_{2}\right)$ and $n_{\mathrm{B}}=3$ observations of $\left(X_{1}, X_{2}, Z_{1}, Z_{2}\right)$, respectively. The corresponding domains of the variables are $\mathcal{X}_{1}=\mathcal{X}_{2}=\mathcal{Y}_{1}=\mathcal{Z}_{1}=\{0,1\}$ and $\mathcal{Y}_{2}=\mathcal{Z}_{2}=\{0,1,2\}$. Domain imputation results in the following completed data file.

Table 1. Minimal example 1.

| $Y_{1}$ | $Y_{2}$ | $X_{1}$ | $X_{2}$ | $Z_{1}$ | $Z_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 0 | \{0; 1\} | \{0; 1; 2\} |
| 0 | 2 | 0 | 0 | \{0; 1\} | \{0; 1; 2\} |
| $\{0 ; 1\}$ | \{0; 1; 2\} | 1 | 0 | 0 | 0 |
| $\{0 ; 1\}$ | \{0; 1; 2\} | 1 | 0 | 1 | 1 |
| \{0; 1\} | \{0; 1; 2\} | 0 | 0 | 1 | 2 |

Numbers in bold represent the original data. The files A and B are visually divided by the dashed line. The numbers in curly brackets depict the sets of possible realisations of the corresponding variables, that is, the domains, which are here the replacements for the previously missing entries.

This imputation procedure resembles the approach of Ramoni and Sebastiani (2001), who use an incomplete sample to estimate bounds for the parameters of conditional probability distributions in the context of Bayesian networks.

Applying domain imputation, it is guaranteed that the true (but missing) value is always an element of the imputed set. As previously mentioned, domain imputation is very
conservative, and thus it can also be applied if the common variables are not good predictors for the specific variables. However, it neglects any available dependence structure between the common and specific variables in the available data. In the following, we will introduce two other methods to determine the set of values for imputation that both take these dependencies into account, albeit to a different extent.

### 3.2.2. Variable-Wise Imputation

If $q \geq 2$ or $r \geq 2$, with due regard to the association between the common and specific variables, imputation can be performed on two different levels, either by treating each of the specific variables separately or by treating the specific variables within each of the two blocks simultaneously (see, e.g., Joenssen 2015, chap. 3, for precise imputation). In this section, we describe imprecise imputation on the separate level, while the simultaneous level will be addressed in the next section.

The imputation of live values only within donation classes ensures that associations between the common and specific variables are incorporated. As a consequence, the preservation of the dependence structure is improved and the estimated bounds for the parameters of interest become more narrow.

Without loss of generality, again let $A$ be the recipient file and $B$ the donor file. All observations $i \in \mathcal{I}_{\mathrm{A}} \cup \mathcal{I}_{\mathrm{B}}$ are allocated into donation classes depending on their realisations of the matching variables selected from the common variables $\boldsymbol{X}$, following the notation as introduced in Subsection 2.2. For every observation $a \in \mathcal{I}_{\mathrm{A}}^{d}$, the missing entry $z_{a l}$ of the variable $Z_{l}, l=1, \ldots, r$ is substituted by the set of all live values of this variable from the same donation class in the donor file B, resulting in Equation (3).

Minimal Example 2 Consider the same data situation as in Example 1. Now we will illustrate the application of the just-described variable-wise imputation. The different backgrounds display the different donation classes based on the combinations of the realisations of $X_{1}$ and $X_{2}$. Both common variables are used as matching variables in this example.

Table 2. Minimal example 2.

| $Y_{1}$ | $Y_{2}$ | $X_{1}$ | $X_{2}$ | $Z_{1}$ | $Z_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 0 | \{0; 1\} | \{0; 1\} |
| 0 | 2 | 0 | 0 | \{1\} | \{2\} |
| \{1\} | \{2\} | 1 | 0 | 0 | 0 |
| \{1\} | \{2\} | 1 | 0 | 1 | 1 |
| \{0\} | \{2\} | 0 | 0 | 1 | 2 |

This procedure preserves the dependencies between the common and the specific variables; however, the successive imputation of single variables breaks the dependence structure among the specific variables. Little and Rubin (2002, 72), for instance, have already stated that imputation should be multivariate to preserve the dependencies between the variables. If one attaches high value to this requirement, the imputation should be performed simultaneously for all variables in the data file as described in the following section. Nevertheless, variable-wise imputation is a good compromise between
the very conservative domain imputation and the more data-driven case-wise imputation procedure detailed in the following section.

### 3.2.3. Case-Wise Imputation

For case-wise imputation, we interpret the missing entries of one observation $a \in \mathcal{I}_{\mathrm{A}}^{d}$ out of the $d$-th donation class in the recipient file as tuple of the form $\left(z_{a 1}, \ldots, z_{a r}\right)$. This tuple of missing entries is replaced by the set of tuples $\tilde{\mathbf{3}}_{a}$, which have been observed in the donor file B and the same donation class $d$, as in Equation (4). This strategy ensures that also the dependencies among the specific variables $\boldsymbol{Z}$ remain unchanged. The following example illustrates this imputation procedure.

Minimal Example 3 Consider again the situation of Example 1 as a starting point. Interpret the empty cells $z_{a 1}$ and $z_{a 2}$ as tuples $\left(z_{a 1}, z_{a 2}\right), a=1,2$, and analogously $y_{b 1}$ and $y_{b 2}$ as tuples $\left(y_{b 1}, y_{b 2}\right), b=3,4,5$. The result of case-wise imputation in this example is displayed in the following.

| $\left(Y_{1}, Y_{2}\right)$ | $X_{1}$ | $X_{2}$ | $\left(Z_{1}, Z_{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $(1,2)$ | 1 | 0 | $\{(0,0) ;(1,1)\}$ |
| $(0,2)$ | 0 | 0 | $\{(1,2)\}$ |
| $\{(1,2)\}$ | 1 | 0 | $(0,0)$ |
| $\{(1,2)\}$ | 1 | 0 | $(1,1)$ |
| $\{(0,2)\}$ | 0 | 0 | $(1,2)$ |

### 3.2.4. General Remarks

A potential issue arises if at least one donation class in the donor file is empty. If so, variable-wise and case-wise imputation cannot directly be applied and we then recommend imputing the domains $\mathcal{Z}_{1}, \ldots, \mathcal{Z}_{r}$ or the Cartesian product of the domains $\mathcal{Z}$.

The partially set-valued data files produced by imprecise imputation can be interpreted as a set of underlying precise data files. On closer inspection, the sets produced by the three imputation procedures are nested: the largest set of underlying precise data files is obtained by domain imputation, while case-wise imputation yields the smallest set. Equation (15) shows this relationship formally.

Fractional hot deck imputation (e.g., Kim and Fuller 2004), which is also an imputation approach that is based on set-valued imputations, produces precise results that are contained in the sets obtained by imprecise imputation. It uses a weighting scheme, which is transferred onto the set of values to impute. This strategy reduces complexity by circumventing the direct handling of the imputed set-valued observation by creating a single completed data file with accordingly down-weighted precise pseudo-observations. This kind of precise data allows the direct use of common statistical models and methods. The variability, introduced by having multiple values to be imputed, is accounted for, in the situation of the fractional hot deck imputation, in the variance estimation of the precise estimator. However, variance estimation in the context of fractional hot deck imputation may be argued to be more complex yet more reliable in comparison to multiple imputation (e.g., Yang and Kim 2016).

During the imprecise imputation process, variable-wise and, in particular, domain imputation may create combinations of variable realisations which are contextually unjustified. For instance. D'Orazio et al. (2006b) distinguishes between two types of logical constraints to exclude impossible or unlikely combinations in the synthetic categorical data:
(i) existence of some quantities on the basis of the individual observation unit, and
(ii) inequality constraints on the level of the estimated probability distributions.

Especially the first case can easily be incorporated into the imputation step. Single, implausible values or tuples of values containing the unjustified combinations can easily be removed from the synthetic file. As an extension to both types of constraints, the set of values to be imputed can be restricted further removing not only contextually impossible values but also combinations of values that showed to be very rare within the data file or the population, motivated by the approach of Cattaneo (2013), developed in a decisiontheoretic context. This means that the set of (variable-wise or case-wise) live values is restricted to the set of all values whose relative frequencies exceed a certain threshold $\delta$, which may be dependent on the donation class. Increasing $\delta$ would gradually eclipse our conservative perspective, resulting, in the extreme case, in a precise single-valued imputation.

We propose to build upon the set-valued data directly, without reducing their complexity via a weighting scheme. In contrast to widely adopted imputation procedures yielding single-valued data, we are now in the situation of statistical analysis of partially set-valued data. To frame imprecise imputation formally, it will be embedded into the concept of finite disjunctive random sets, which allows the estimation of tight lower and upper bounds for the parameters.

In order to allow for a concise description in the following sections, we will take the observation-wise perspective on the imputed sets (i.e., the notation in terms of tuples), which corresponds to the perspective taken by the case-wise imputation. The imputation results of the other procedures can be transferred by taking the Cartesian product, e.g., $\tilde{\mathbf{3}}_{a}=\tilde{\mathbf{3}}_{a 1} \times \ldots \times \tilde{\mathrm{z}}_{a r}$.

## 4. Imprecision Imputation and Finite Disjunctive Random Sets

Imprecise imputation provides us with partially set-valued data. To prepare a wellfounded statistical analysis, we have to formalise imprecise imputation probabilistically. For this purpose, the direct formalisation of $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ as collections of random variables and corresponding realisations is no longer sufficient. Starting from an applied point of view, two types of generalisations, which will indeed prove compatible among each other, could be imagined. Firstly, we could abstractly look for a concept of set-valued variables with corresponding set-valued realisations. Secondly, we could assume that every set represents outcomes of various random variables, one of which is the true underlying, yet not precisely observable, random variable. (Throughout this article, we use the term random variable to refer to a mapping to the real numbers as well as to some nonnumerical finite space. In the context of the latter, the term random element is sometimes used for the sake of distinction e.g., Nguyen 2006).

In this section it will be shown how set-valued observations, and thus the resulting data files of the three imprecise imputation procedures in particular, are covered by the concept of disjunctive random sets, also known as ill-perceived random variables (Couso et al. 2014; Nguyen 2006). This embedding allows for the assessment of probability statements and the construction of corresponding estimates from the partially set-valued synthetic file derived from imprecise imputation. The interpretation of the set-valued quantities as disjunctive random sets corresponds to the view of Dempster (1967), on which the Dempster-Shafer theory of belief functions (Shafer 1976) is built, which has become very popular in artificial intelligence (see, for example Denoeux 2016).

### 4.1. Random Set Formulation of Imprecise Imputation

The true random variables $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ map from the underlying population space, denoted by $\Omega$ in the sequel, into the domains $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$, yielding realisations $\boldsymbol{x}_{i}, \boldsymbol{y}_{i}, z_{i}$ with $i \in \mathcal{I}$, respectively. Now, neither $\boldsymbol{y}_{b}$ nor $z_{a}$ are available, but are replaced by synthetic observations $\tilde{\mathfrak{y}}_{b}$ and $\tilde{\mathfrak{j}}_{a}$, respectively, according to either Equation (2), (3), or (4), depending on the chosen imprecise imputation procedure. To formalise this situation, we follow the common practice in statistical matching, treating $\mathcal{I}_{A}$ and $\mathcal{I}_{B}$ as fixed. This allows us to globally replace $\boldsymbol{Y}$ and $\boldsymbol{Z}$ by the set-valued variables $\mathfrak{Y}$ and $\boldsymbol{Z}$ (with realisations $\mathfrak{y}_{i}$ and $\boldsymbol{\jmath}_{i}, i \in \mathcal{I}$ ). The imputed values are already sets, so they fit in nicely, but in order to deal with the already observed realisations, we regard them now as singletons containing only the observed value, for example $\mathfrak{z}_{b l}=\left\{z_{b l}\right\}, \forall b \in \mathcal{I}_{\mathrm{B}}, l=1, \ldots, r$. The variables $\mathfrak{Y}$ and $\boldsymbol{3}$ map into the corresponding power sets $2^{\mathcal{Y}}$ and $2^{\mathcal{Z}}$, whereby mapping into the empty set is excluded.

If we collect the random variables of interest in a variable $\boldsymbol{\Gamma}$ and define $\mathcal{W}:=\mathcal{X} \times \mathcal{Y}$ $\times \mathcal{Z}$, then

$$
\begin{equation*}
\boldsymbol{\Gamma}:=(\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{3}): \Omega \rightarrow 2^{\mathcal{W}} \backslash\{\emptyset\} \tag{5}
\end{equation*}
$$

is a finite nonempty random set (see Definition 3.1 in Nguyen 2006, 35), satisfying the required measurability condition by equipping $2^{\mathcal{L}}\{\{\emptyset\}$ with its power set. Since in our setting the imputed (synthetic) set-valued entries of the specific variables are understood as the collection of possible underlying true values, this random set has to be interpreted in the disjunctive way (see, for example Couso et al. 2014; Couso and Dubois 2014).

In general, any disjunctive random set $\boldsymbol{\Gamma}$ induces an upper inverse $\boldsymbol{\Gamma}^{*}$ and a lower inverse $\boldsymbol{\Gamma}_{*}$. When considering an event of interest $\mathcal{E} \subseteq \mathcal{W}$, which is now a singleton in the considered space $2^{\mathcal{N}}$, the upper inverse contains all the elements of the population whose image overlaps with $\mathcal{E}$, while the lower inverse contains only those elements of the population whose (nonempty) image is entirely contained within $\mathcal{E}$ :

$$
\begin{equation*}
\Gamma^{*}(\mathcal{E}):=\{\omega \in \Omega: \boldsymbol{\Gamma}(\omega) \cap \mathcal{E} \neq \emptyset\} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Gamma}_{*}(\mathcal{E}):=\{\omega \in \Omega: \boldsymbol{\Gamma}(\omega) \subseteq \mathcal{E}\} \tag{7}
\end{equation*}
$$

In a heuristic formulation, the upper inverse considers all aspects that do not entirely contradict $\mathcal{E}$, while the lower inverse collects all aspects that necessarily imply $\mathcal{E}$. By using
the probability measure $\mathbb{P}$ defined on the original probability space involving $\Omega$, the upper and lower probabilities are then defined in terms of the upper and lower inverse, respectively:

$$
\begin{equation*}
P^{*}(\mathcal{E})=\mathbb{P}\left(\boldsymbol{\Gamma}^{*}(\mathcal{E})\right) \quad \text { and } \quad P_{*}(\mathcal{E})=\mathbb{P}\left(\boldsymbol{\Gamma}_{*}(\mathcal{E})\right) \quad \forall \mathcal{E} \subseteq \mathcal{W} . \tag{8}
\end{equation*}
$$

In order to improve readability we have not marked the image probability measure induced by the random set $\boldsymbol{\Gamma}$, i.e., $P_{\boldsymbol{\Gamma}}=P$, and we proceed analogously with the corresponding set functions $P^{*}$ and $P_{*}$. If we refer to a different image measure, the random quantity inducing this image measure, will be set as subscript to $P$. If we look at an underlying, ill-perceived random variable $\boldsymbol{W}_{0}: \Omega \rightarrow \mathcal{W}$, only knowing that the unobserved true value $\boldsymbol{W}_{0}(\omega)$ lies (with probability one) within the observed set $\boldsymbol{\Gamma}(\omega)$, it can be shown (see, for example Couso et al. 2014) that for every event $\mathcal{E} \subseteq \mathcal{W}$ the upper and lower probabilities induced by the random set enclose the probability of $\boldsymbol{W}_{0}$ :

$$
P_{*}(\mathcal{E}) \leq P_{W_{0}}(\mathcal{E}) \leq P^{*}(\mathcal{E}) \quad \forall \mathcal{E} \subseteq \mathcal{W}
$$

This leads to another way of interpreting a random set, namely as producing a family of compatible, precise probability measures $\mathcal{P}(\boldsymbol{\Gamma})$, which is a subset of the set $\mathcal{P}$ of all probability measures on $\left(2^{\mathcal{W}}, 2^{2 \mathcal{W}}\right)$. Nguyen (1978) showed that if $\mathcal{W}$ is finite, the probability distribution induced by $\boldsymbol{\Gamma}$ corresponds to the basic probability assignment in Dempster-Shafer theory and thus makes the belief function mathematically equivalent to $P_{*}$. Consequently, the technical results from that area may be used as well.

In the present special case of finite $\mathcal{W}$, the set $\mathcal{P}(\boldsymbol{\Gamma})$ coincides with the credal set $\mathcal{M}\left(P^{*}\right)$, that is, those precise probability measures that respect the upper and lower bounds defined by $P^{*}$ and $P_{*}$ event-wise (see Miranda et al. 2010), which also embeds the situation considered here into the framework of imprecise probabilities (e.g., Walley 1991; Augustin et al. 2014).

In particular, $P_{*}$ and $P^{*}$ are lower and upper probabilities that are envelopes of all probability measures $P$ in $\mathcal{M}\left(P^{*}\right)$ :

$$
P_{*}(\mathcal{E})=\inf _{P \in \mathcal{M}\left(P^{*}\right)} P(\mathcal{E}) \quad \text { and } \quad P^{*}(\mathcal{E})=\sup _{P \in \mathcal{M}\left(P^{*}\right)} P(\mathcal{E}) .
$$

Indeed, $P^{*}, P_{*}$ and $\mathcal{M}\left(P^{*}\right)$ are three mathematically equivalent formulations that can be transferred into each other. Therefore, from an applied point of view, each of them can be seen as the core result of a probabilistic description of imprecise imputation. For any possibly true probability distribution $P_{W_{0}}$, our embedding into random sets provides us with a set $\mathcal{M}\left(P^{*}\right)$ of distributions induced by $P_{\boldsymbol{W}_{0}}$ such that $\mathcal{M}\left(P^{*}\right)$ contains $P_{\boldsymbol{W}_{0}}$. By construction, this is the smallest set that is deducible from the concrete imputation procedure without adding further assumptions or knowledge. Dually, $P^{*}(\mathcal{E})$ and $P_{*}(\mathcal{E})$ are the narrowest bounds, deducible on the probabilities of an $\mathcal{E}$.

### 4.2. Conditioning Disjunctive Random Sets

The representation via the set $\mathcal{M}\left(P^{*}\right)$ of compatible probability distributions including the embedding into the framework of imprecise probabilities guides the further probabilistic analysis of the partially set-valued data file achieved by imprecise imputation. For
instance, if the elements of $\mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ eventually get associated with real-valued outcomes, then a generalised expectation is logically defined via the infimum and supremum of all compatible traditional expectations based on image measures of elements of $\mathcal{M}\left(P^{*}\right)$.

A similar procedure suggests itself for conditioning, namely an element-wise application of conditioning for all $P \in \mathcal{M}\left(P^{*}\right)$, provided $P(\mathcal{C})>0$ for a conditioning event $\mathcal{C}$ (see, for example Dubois and Prade (1992) or Fagin and Halpern (1991) for a discussion and a comparison to an alternative). It can be shown (e.g., De Campos et al. (1990), Couso et al. (2014), and Fagin and Halpern (1991)) that this leads to the following closed-form results for the upper conditional probability

$$
\begin{equation*}
P^{*}(\mathcal{S} \mid \mathcal{C})=\sup _{P \in \mathcal{M}\left(P^{*}\right)} P(\mathcal{S} \mid \mathcal{C})=\frac{P^{*}(\mathcal{S} \cap \mathcal{C})}{P^{*}(\mathcal{S} \cap \mathcal{C})+P_{*}(\overline{\mathcal{S}} \cap \mathcal{C})} \tag{9}
\end{equation*}
$$

and the lower conditional probability

$$
\begin{equation*}
P_{*}(\mathcal{S} \mid \mathcal{C})=\inf _{P \in \mathcal{M}\left(P^{*}\right)} P(\mathcal{S} \mid \mathcal{C})=\frac{P_{*}(\mathcal{S} \cap \mathcal{C})}{P_{*}(\mathcal{S} \cap \mathcal{C})+P^{*}(\overline{\mathcal{S}} \cap \mathcal{C})}, \tag{10}
\end{equation*}
$$

where $\overline{\mathcal{S}}$ denotes the complement of $\mathcal{S}$.

### 4.3. Parameter Estimation by Means of Disjunctive Random Sets Based on Imprecise Imputation

So far, this approach has been described in a probabilistic setting, where every entity involved is known (besides the true hidden/ill-perceived random variable). In the following, the statistical perspective will be taken in which the probabilities that correspond to the random set need to be estimated from a finite sample. Consequently, we take our synthetic data file derived from imprecise imputation as consisting of $n=n_{\mathrm{A}}+$ $n_{\mathrm{B}}$ realisations $\gamma_{i}, i \in \mathcal{I}$, of the corresponding generic random set $\boldsymbol{\Gamma}$ from Equation (5). Referring to Equation (8), with Equations (6) and (7), we obtain, in a generalisation of Equation (1), for our event $\mathcal{E}=\mathcal{E}_{\mathcal{X}} \times \mathcal{E}_{\mathcal{Y}} \times \mathcal{E}_{\mathcal{Z}}$ :

$$
\begin{align*}
\widehat{P^{*}}(\mathcal{E})= & \frac{1}{n}\left|\left\{i \in \mathcal{I}: \gamma_{i} \cap \mathcal{E} \neq \emptyset\right\}\right| \\
= & \frac{1}{n}\left(\left|\left\{a \in \mathcal{I}_{\mathrm{A}}:\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}, \tilde{\mathbf{z}}_{a}\right) \cap \mathcal{E} \neq \emptyset\right\}\right|+\left|\left\{b \in \mathcal{I}_{\mathrm{B}}:\left(\boldsymbol{x}_{b}, \tilde{\mathfrak{y}}_{b}, z_{b}\right) \cap \mathcal{E} \neq \emptyset\right\}\right|\right) \\
= & \frac{1}{n}\left|\left\{a \in \mathcal{I}_{\mathrm{A}}: \boldsymbol{x}_{a} \in \mathcal{E}_{\mathcal{X}}, \boldsymbol{y}_{a} \in \mathcal{E}_{\mathcal{Y}}, \tilde{\mathbf{z}}_{a} \cap \mathcal{E}_{\mathcal{Z}} \neq \emptyset\right\}\right|  \tag{11}\\
& +\frac{1}{n}\left|\left\{b \in \mathcal{I}_{\mathrm{B}}: \boldsymbol{x}_{b} \in \mathcal{E}_{\mathcal{X}}, \tilde{\mathfrak{y}}_{b} \cap \mathcal{E}_{\mathcal{Y}} \neq \emptyset, z_{b} \in \mathcal{E}_{\mathcal{Z}}\right\}\right|
\end{align*}
$$

and

$$
\begin{align*}
\widehat{P_{*}}(\mathcal{E})= & \frac{1}{n}\left|\left\{i \in \mathcal{I}: \gamma_{i} \subseteq \mathcal{E}, \gamma_{i} \neq \emptyset\right\}\right| \\
= & \frac{1}{n}\left(\left|\left\{a \in \mathcal{I}_{\mathrm{A}}:\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}, \tilde{\tilde{z}}_{a}\right) \subseteq \mathcal{E}\right\}\right|+\left|\left\{b \in \mathcal{I}_{\mathrm{B}}:\left(\boldsymbol{x}_{b}, \tilde{\mathfrak{y}}_{b}, z_{b}\right) \subseteq \mathcal{E}\right\}\right|\right) \\
= & \frac{1}{n}\left|\left\{a \in \mathcal{I}_{\mathrm{A}}: \boldsymbol{x}_{a} \in \mathcal{E}_{\mathcal{X}}, \boldsymbol{y}_{a} \in \mathcal{E}_{\mathcal{Y}}, \tilde{\mathbf{z}}_{a} \subseteq \mathcal{E}_{\mathcal{Z}}\right\}\right|  \tag{12}\\
& +\frac{1}{n}\left|\left\{b \in \mathcal{I}_{\mathrm{B}}: \boldsymbol{x}_{b} \in \mathcal{E}_{\mathcal{X}}, \tilde{\mathbf{y}}_{b} \subseteq \mathcal{E}_{\mathcal{Y}}, z_{b} \in \mathcal{E}_{\mathcal{Z}}\right\}\right|
\end{align*}
$$

From $\widehat{P^{*}}(\mathcal{E})$ and $\widehat{P_{*}}(\mathcal{E})$ also an estimate of the induced underlying set of probability measures can be derived:

$$
\begin{equation*}
\widehat{\mathcal{M}}\left(P^{*}\right)=\left\{P \in \mathcal{P}: \widehat{P_{*}}(\mathcal{E}) \leq P(\mathcal{E}) \leq \widehat{P^{*}}(\mathcal{E}), \quad \forall \mathcal{E} \subseteq \mathcal{W}\right\} \tag{13}
\end{equation*}
$$

In comparing the estimates resulting from the different types of imputation procedures, it is essential to recall that the different set-valued data files are nested, by construction, with respect to all compatible underlying precise data files. The set resulting from domain imputation is a (nonstrict) superset of the set obtained from variable-wise imprecise imputation, which contains the set produced by case-wise imprecise imputation. Therefore, with the abbreviations introduced in Subsection 3.1, it holds that

$$
\begin{equation*}
\widehat{\mathcal{M}}\left(P^{* c W}\right) \subseteq \widehat{\mathcal{M}}\left(P^{* w}\right) \subseteq \widehat{\mathcal{M}}\left(P^{* D}\right) \tag{14}
\end{equation*}
$$

and, for every event $\mathcal{E} \subseteq \mathcal{W}$,

$$
\begin{equation*}
\widehat{P}_{*}^{D}(\mathcal{E}) \leq{\widehat{P_{*}}}^{V W}(\mathcal{E}) \leq{\widehat{P_{*}}}^{C W}(\mathcal{E}) \leq \widehat{P^{*} C W}(\mathcal{E}) \leq \widehat{P^{*}} V W(\mathcal{E}) \leq \widehat{P^{*} D}(\mathcal{E}) \tag{15}
\end{equation*}
$$

This allows us to compare the results obtained through the different imputation approaches to the result under conditional independence, which yields a single precise probability distribution. It can be argued that the probability distribution under conditional independence is contained in any of the estimated sets. Furthermore, as can be seen from the relations between the different sets of probabilities in Equation (14), the set induced by case-wise imputation can be regarded as containing probability distributions neighbouring the one under conditional independence. The other sets can be interpreted to deviate even more from conditional independence, where domain imputation has the largest deviation. Domain imputation demonstrably neglects any conditional dependence structure in the construction of its bounds. Therefore, the bounds are maximal, but not vacuous, thus constraining the parameter space.

In addition to logical constraints on the imputation level (see Subsubsection 3.2.4), constraints on the level of the estimated probability distribution can be regarded as a refinement of the estimated set $\widehat{\mathcal{M}}\left(P^{*}\right)$ of probabilities derived from our imprecise imputation (see Equation (13)). Since by construction $\widehat{\mathcal{M}}\left(P^{*}\right)$ is representable as a convex polyhedron in $\mathbb{R}^{|\mathcal{W}|-1}$, especially linear constraints can be incorporated very conveniently.

Minimal Example 4 For demonstration purposes, let us estimate the bounds of conditional probabilities $P\left(Y_{1}=1 \mid Z_{1}=1\right)$ for the case-wise imputed data of our toy
example from Example 3. For the upper conditional probability we need to estimate $P^{*}\left(Y_{1}=1, Z_{1}=1\right)$ and $P_{*}\left(Y_{1} \neq 1, Z_{1}=1\right)$ in accordance to Equation (9). We estimate the upper joint probability with Equation (11) by counting how many observations have or could have realisation with $y_{1}=1$ and $z_{1}=1$. This holds for observations 1 and 4: $\widehat{P^{*}}\left(Y_{1}=1, Z_{1}=1\right)=\frac{1}{5} \cdot 2=0.4$. The lower joint probability is obtained by Equation (12) by counting how many observations only have realisations with $Y_{1} \neq 1$ and $Z_{1}=1$. This holds for observations 2 and 5, and hence $\widehat{P_{*}}\left(Y_{1} \neq 1, Z_{1}=1\right)=\frac{1}{5} \cdot 2=0.4$ and thus the upper conditional probability is $\widehat{P^{*}}\left(Y_{1}=1 \mid \mathrm{Z}_{1}=1\right)=\frac{0.4}{0.4+0.4}=0.5$. Similarly, the lower and upper joint probabilities are estimated, occurring in Equation (10): $\widehat{P_{*}}\left(Y_{1}=1, Z_{1}=\right.$ $1)=0.2$ and $\widehat{P}^{*}\left(Y_{1} \neq 1, Z_{1}=1\right)=0.4$, resulting in the lower conditional probability $\widehat{P_{*}}\left(Y_{1}=1 \mid Z_{1}=1\right)=\frac{0.2}{0.4+0.2}=\frac{1}{3}$. Thus, $\hat{P}\left(Y_{1}=1 \mid Z_{1}=1\right)$ is within the interval $\left[\frac{1}{3} ; \frac{1}{2}\right]$.

## 5. Simulation Study of Imprecise Imputation

To investigate the quality of imprecise imputation, we have performed a simulation study. It would have been possible to also match real data, but in a real-data application the true underlying distribution is unknown and assessing the statistical matching quality is possible only by checking whether the marginal distributions are preserved. Since this is clearly not sufficient as a sole quality criterion, we have simulated data. With the aid of a simulation study we have also been able to cover various data scenarios which make the results of our investigation of the quality criteria more credible. Moreover, the noise arising from the sampling procedure in the context of real-data applications is neutralised.

We simulated a complete categorical data file $\mathrm{A} \in \mathrm{B}$ with i.i.d. observations and split it into two separate files, $\mathbf{A}$ and $\mathbf{B}$, with $n_{\mathrm{A}}=n_{\mathrm{B}}$. Subsequently, the observations of $\boldsymbol{Z}$ and $\boldsymbol{Y}$ are deleted from $A$ and $B$, respectively, and the two files are statistically matched by imprecise imputation. To assess the statistical matching quality, we analysed, on the one hand, whether the true parameters of the marginal distributions and the joint distributions are within their respective estimated bounds, and, on the other hand, the distance between the upper and lower bounds. This distance, which we will call interval width in the following, is an appropriate performance measure since the true parameters would always lie within the estimated bounds if we chose the unit interval as a trivial estimator of a probability component. Thus, the narrower the interval that covers the component of the true parameter, the better the procedure performs. In the following, we will detail the simulation design, parameters, and results. All simulations and analyses are conducted in R ( R Core Team 2018). The specific task presented in this paper is implemented in a published R-package impimp (Fink et al. 2019), which was also utilised in the simulation, but is in the same way usable for real-data applications.

### 5.1. Simulation Design

The starting point of our simulation analysis is two categorical data files, A and B . Both of them contain information on four common variables $X=\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ and four specific variables $\boldsymbol{Y}=\left\{Y_{1}, Y_{2}, Y_{3}, Y_{4}\right\}$ or $\boldsymbol{Z}=\left\{Z_{1}, Z_{2}, Z_{3}, Z_{4}\right\}$, respectively, with domains $\mathcal{X}_{1}=\mathcal{X}_{2}=\mathcal{Y}_{1}=\mathcal{Y}_{2}=\mathcal{Z}_{1}=\mathcal{Z}_{2}=\{0,1\}$ and $\mathcal{X}_{3}=\mathcal{X}_{4}=\mathcal{Y}_{3}=\mathcal{Y}_{4}=\mathcal{Z}_{3}=$ $\mathcal{Z}_{4}=\{0,1,2\}$.

Altogether, we modify the following four simulation parameters:

1. The strength of the bivariate associations in terms of the corrected contingency coefficient $C$, also known as Sakoda's adjusted Pearson's $C$ : $C \in[0,0.2), C \in[0.2$, 0.6 ), or $C \in[0.6,1)$;
2. The Jensen-Shannon divergence $J S D$ (e.g., Lin 1991) from the marginal distribution of the common variables to the discrete uniform distribution: $J S D>0.15$ or $J S D \leq$ 0.015 ;
3. The numbers of observations $n_{A}=n_{\mathrm{B}} \in\{50,100,250\}$; and
4. the dependence structure among the variables (see Figure 2).

Altogether, we obtain 72 simulation scenarios. An explanation of the choice of the simulation parameters follows in the next section. An exhaustive justification and description of the simulation design can be found in Appendix A and Appendix B, respectively.

### 5.2. Simulation Parameters

As already stated by Rässler $(2002,10)$, the common variables should be good predictors for the specific variables. This ensures that the donation classes are suitable for generating homogeneous groups of observations that lead to proper donor values for a missing entry. Taking this fact into account, we vary the dependence structure within a simulated data file in terms of its bivariate associations.

Figure 2 shows four different dependence structures that are covered by our simulation design. The upper six variables of each design represent the binary variables, and the six variables below the dashed line represent the variables with three categories. The connecting lines between the variables display the bivariate dependencies among these variables. For example, in the top line of Structure 1, the variable $X_{1}$ is connected to variable $Y_{1}$ and also to variable $Z_{1}$. The strengths of these bivariate associations are controlled by the corrected contingency coefficient $C \in[0,1]$. This association measure for categorical variables is based on the $\mathcal{X}^{2}$-coefficient for contingency tables, but is corrected for the number of observations, as well as for the number of categories.

At first sight, the number of observations plays a counterintuitive role in this simulation study. We expect that the distances between the lower and upper bounds of the parameters of interest increase in situations with a higher number of observations. This is due to the



Fig. 2. Four different dependence structures among the variables in the simulation study. A line between two variables indicates dependence between them.
fact that a growth of the number of observations also causes an increase in the number of missing entries, which, in turn, leads to less precise estimations.

The Jensen-Shannon divergence from the marginal distributions of the common variables to the discrete uniform distribution is expected to have an indirect effect on the statistical matching quality. If one or more of these marginals are far away from the discrete uniform distribution, we obtain rare realisations of our matching variables, which induce rare donation classes. This circumstance may likely lead to situations where certain rare donation classes of the recipient file do not exist in the donor file. In these cases, we impute, in accordance with the recommendation in Subsubsection 3.2.4, the domain for the missing entries that corresponds to a minimum of information which, in turn, leads to bounds that are (slightly) further apart.

### 5.3. Simulation Results

As discussed, we use two measures of quality. Firstly, we investigate whether the true parameters of our simulation distributions lie within the corresponding lower and upper bounds estimated on the synthetic and partially set-valued data. Secondly, we report the mean interval widths that equal the mean distances between the upper and lower bounds. An interval width of 0 corresponds to a precise estimation.

Table 4 shows that the true values of the components of the marginal and the joint distributions almost always lie inside the estimated bounds. When considering the coverage of the marginal distributions (upper part of Table 4), the only visible difference is between the domain and donation-based approaches with respect to the coverage of the true probability: while the intervals for domain imputation are always wide enough to cover the true probability, for variable-wise and to the same extent for case-wise imputation the estimated intervals are sometimes too narrow. Regarding the joint distribution (lower part of Table 4), the intervals estimated on the domain-imputed data still always cover the true probability, but there is now also a slight difference between

Table 4. Relative number of probability table components for which the true parameter of the marginal distributions (top) / joint distributions (bottom) lies inside the estimated bounds, aggregated over all repetitions. The presented summary lists the result when pooling all simulation scenarios. The absence of decimal places for domain imputation highlights the numerically exact values.

| Imputation <br> procedure | Min. | 1st quartile | Median | 3rd quartile | Max. | Mean |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Domain | 1 | 1 | 1 | 1 | 1 | 1 |
| Variable-wise | 0.9250 | 0.9613 | 0.9867 | 0.9967 | 1.0000 | 0.9792 |
| Case-wise | 0.9250 | 0.9613 | 0.9867 | 0.9967 | 1.0000 | 0.9792 |


| Imputation <br> procedure | Min. | 1st quartile | Median | 3rd quartile | Max. | Mean |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Domain | 1 | 1 | 1 | 1 | 1 | 1 |
| Variable-wise | 0.9975 | 0.9989 | 0.9994 | 0.9996 | 0.9998 | 0.9992 |
| Case-wise | 0.9944 | 0.9985 | 0.9990 | 0.9993 | 0.9997 | 0.9987 |

case-wise and variable-wise imputation, showing the hierarchy of the intervals as given in Equation (15). Nonetheless, the estimated intervals of the donation-based imputation approaches still almost always cover the true probability. The difference between marginal and joint coverage is mostly due to the fact that, using the simulation design, the joint distribution had more components $(46,656)$ than observations in the data file, which means that most of the underlying probability entries were zero. The marginal distributions, in contrast, consisted of only two to three entries, which made it harder to distinguish on the estimated level between the different imputation approaches. By and large, the results show a desirable output and also demonstrate the power of our method, which achieves high average coverage even across the diverse simulation scenarios.

The interval width was separately analysed for the components of the marginal distributions and joint distributions within the simulation. The aggregated results are displayed in the figures in Appendix C and summarised in the following.

The mean and maximal interval widths of the estimated intervals for the marginal distributions using domain imputation are always 0.5 . This is the maximum interval width which can be achieved if we impute $\mathrm{A} \mathbb{U} \mathrm{B}$ under the constraint that $n_{\mathrm{A}}=n_{\mathrm{B}}$. Both variable-wise imputation and case-wise imputation yield intervals that are, in most of the cases, smaller than the intervals obtained by domain imputation. This also holds for the components of the joint distributions.

The interval widths of the marginals are conspicuously affected by the divergence of the marginal distributions to the discrete uniform distribution. If the marginals are close to the uniform distribution, the intervals are narrow. However, this effect decreases if there are few direct connections between the specific variables and the common variables. For the interval widths of the components of the joint distribution, we can observe a slightly contrary effect regarding the combination of marginals that are close to the uniform distribution and few direct connections between the specific variables and common variables. For the simulation designs with a higher divergence to the uniform distribution, the variation of the interval widths is considerably smaller. Moreover, in these cases, the median of the interval widths lies below the median of the design, with a smaller divergence to the uniform distribution. At first sight, this result appears somewhat counterintuitive, but can be explained as follows. Given a fixed value for the corrected contingency coefficient $C$, with marginal distributions of the common variables which are far away from the discrete uniform distribution, we obtain a probability table which has fewer combinatorial possibilities for each cell than with marginals close to the uniform distribution. This circumstance makes the estimation more precise in some cases, which in turn leads to smaller interval widths.

Furthermore, the results show that with a growing number of observations, the interval widths of the marginal distributions slightly increase. The interval widths also show higher variations in these cases. The interval widths for the components of the joint distribution show the same behaviour with respect to the number of observations.

The strengths of the bivariate associations in terms of the corrected contingency table also affect the widths of the intervals concerning the marginal distributions. In particular, the first dependence structure shows that the interval width decreases with a higher $C$. Nevertheless, the difference between low and high associations is, in few cases, (especially for marginals close to the uniform distribution) opposite, or only visible in the
variations. Considering the interval widths for the components of the joint distribution, we can see that high associations improve the estimation.

The simulation results also show that, as expected, the dependence structure among the variables in a data file has an influence on the estimated lower and upper bounds of the parameters of the marginal distributions. The mean interval widths increase if the specific variables and the common variables have only few connections. The last dependence structure where there are only few connections between the common variables and the specific variables tends to lead to intervals with higher widths for the components of the joint distribution.

To sum up, all imputation procedures yield lower and upper bounds that almost always cover the components of the true parameter value. The number of cases where a component of the true parameter lies outside of the estimated interval is negligible. Additionally, the width of the intervals decreases the more the dependence structure among the variables in the data file are incorporated in the imputation procedure. This also holds for small associations and for structures where the specific variables only have few connections to the common variables.

## 6. Concluding Remarks

We have presented the first micro approach for statistical matching of categorical data that reflects the natural uncertainty of statistical matching. Our approach relies on imprecise imputation, that is, the idea to impute sets of plausible values. We suggested three types of imputation strategies: domain, variable-wise, and case-wise imprecise imputation. They can be distinguished by their ability to reproduce the available dependence structure between the common and the observed specific variables in the originals files $A$ and $B$ into the synthetic file. They also differ in the amount of data constellations produced beyond those obtained by single or multiple imputation under the conditional independence assumption. Imprecise imputation can be seen as a set-valued generalisation of multiple (hot deck) imputation on the one hand, and fractional hot deck imputation on the other hand.

The most conservative approach, domain imputation, does not take any dependencies in the original data into account. Essentially, the dependencies present in the original files are diluted in the resulting complete synthetic file. This approach is suitable especially when there is little dependence between the common and specific variables. On the other hand, imprecise imputation based on donation classes is able to utilise the observed dependencies between the common and specific variables, and even, in the example of the case-wise variant, within the specific variables.

Embedding imprecise imputation into the framework of finite random sets allows us to derive set-valued estimates of the underlying true parameters. These estimates - possibly after their refinement by external information, see, for example, Subsubsection 3.2.4 reflect the uncertainty inherent in the identification problem of statistical matching. The estimation procedure utilises the set-valued information to full extent without artificially reducing the complexity of the imputed sets. Simulation results, based on a new simulation technique for dependent categorical data, corroborate that the true parameter values lie almost always inside the respective estimated bounds.

Imprecise imputation is an intuitive statistical matching micro approach which can easily be extended for more than two data files. In a strongly unbalanced statistical matching situation where, for example $n_{\mathrm{A}} \ll n_{\mathrm{B}}$, imprecise imputation can be applied straightforwardly to impute only the smaller file. If so, $A$ takes the role of the recipient and the larger file, B , the role of the donor. In this special situation, the estimates for the specific variables $\boldsymbol{Y}$ are precise.

Moreover, the imprecise imputed data file with synthetic set-valued observations can be used as a starting point to derive one or multiple data files of the usual form. This would bring back the opportunity to use statistical procedures for the analysis of these now entirely single-valued data and to combine the results obtained from those data files by common multiple imputation techniques. However, one would then lose sight, to a considerable extent, of the conviction of this work, which is to produce a credible analysis by taking the full uncertainty into account.

Further studies need to be carried out to validate the performance of imprecise imputation. On the one hand, additional simulation parameters and dependence structures should be investigated in simulation studies. On the other hand, the performance of imprecise imputation should also be assessed by real-data applications. However, considerably more work will need to be done to find a definition of appropriate statistical matching quality criteria, since the true joint distribution is not available for comparisons. A further natural progression of this work is the comparison of imprecise imputation to existing statistical matching macro approaches that also address the identification problem. For this purpose, a comparison of the uncertainty measures introduced in Conti et al. (2012) or Conti et al. (2017) is desirable.

Finally, we should stress that imprecise imputation is not restricted to the block-wise missing pattern in the statistical matching framework: it is also applicable to general missing data problems. All three types of imprecise imputation promise considerable potential for a credible analysis of (non)randomly missing data far beyond statistical matching and are worthwhile to be elaborated upon and evaluated in detail.

## 7. Appendix

### 7.1. Appendix A. Why we need a new simulation procedure

To generate simulated categorical data that meet all the desired properties, we propose a new procedure which we detail in the following section. However, first we want to elucidate why conventional simulation approaches are not suitable for our requirements. The key aspects are listed as follows:
(i) One way to generate categorical data with predefined properties is to draw random observations from a multidimensional probability table, which, on the one hand, fulfils all of these properties that, on the other hand, represents the probability entries of the joint distribution of all variables. The main disadvantage of this procedure is that it can be very difficult to find a suitable joint distribution that fulfils all the desired properties. Furthermore, we would argue that it is necessary to consider several joint distributions in order to draw valid conclusions about the performance
of imprecise imputation, which in turn makes the problem of finding suitable distributions even harder.
(ii) Another option would be the simulation of categorical data based on a multidimensional (logit) regression model. However, a regression model cannot be used to control for the dependence structure and strength within the set of variables in the detail we wish to have.
(iii) The simulation of categorical data which imply a certain dependence structure can also be realised using a probabilistic graphical model such as a Bayesian network. The major problem with this way of proceeding is the resulting conditional independence among parts of our variables. If the - in real-world applications potentially unjustified - conditional independence assumption holds in our simulated data, statistical matching techniques directly utilising this assumption would unfairly outperform, making a fair comparison of procedures impossible.
(iv) A further feasible way to generate dependent categorical data is to employ a multivariate normal distribution with a predefined correlation matrix and discretise the data drawn from it. Nevertheless, the resulting simulated data have an ordinal scale instead of a nominal scale and we have no direct control on the strengths of the dependencies in terms of the corrected contingency coefficient. The same problems hold for simulation techniques that are based on a Gaussian copulas, such as the one suggested by Barbiero and Ferrari (2017).

To sum up, our goal is to use a simulation technique that takes all of our desired properties into account and avoid the problems described previously.

### 7.2. Appendix B. Simulation procedure

For this purpose, we invented a new simulation procedure that is directly based on twoway tables of relative frequencies and a suitable association measure. The bivariate associations within the simulated data can be expressed by this association measure on


Fig. 3. Mean and maximal interval widths of the components of the marginal distributions of the specific variables for variable-wise imputation. The two columns display the pooled results for the marginals of the specific variables $\boldsymbol{Y}$ and $\boldsymbol{Z}$, respectively.


Fig. 4. Mean and maximal interval widths of the components of the marginal distributions of the specific variables for variable-wise imputation. The two columns display the pooled results for the marginals of the specific variables $\boldsymbol{Y}$ and $\boldsymbol{Z}$, respectively.
bivariate frequency tables of sizes $2 \times 2,2 \times 3$, and $3 \times 3$ reflecting the domains listed in Section 5. As also mentioned therein, we use the corrected contingency coefficient to express the strength of associations. Since - for a fixed and known number of observations - the absolute frequencies can be directly derived by the relative frequencies, and vice versa, this association measure is also suitable for tables of relative frequencies and leads to the same results.

In a first step, we generate a set $S$ of relative frequency tables that represents the set of all possible frequency tables of above-mentioned sizes. $S$ is created by taking all combinations of two discrete (marginal) probability distributions, whose event probabilities are strictly positive and on a one-percent grid. This strict positivity is needed because zero entries in the marginal distributions lead to zero entries in the table under independence. This entails that the $\mathcal{X}^{2}$ coefficient and all association measures based


Fig. 5. Mean and maximal interval widths (on the square-root scale) of the components of the joint distributions of $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ for domain imputation.


Fig. 6. Mean and maximal interval widths (on the square-root scale) of the components of the joint distributions of $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ for variable-wise imputation.
on it are not defined. $S$ covers a large variety of marginal distributions and association measures ( $|S|=48044$ 502).

In a second step, we randomly draw one frequency table from $S^{*}$ for each bivariate association depicted in Figure 2, where $S^{*} \subseteq S$ denotes the set of probability tables that meets all predefined requirements for a specific simulation setting. Afterwards, we multiply the selected tables of relative frequencies with the desired number of observations and create a data file with complete observations $\boldsymbol{x}, \boldsymbol{y}$, and $\boldsymbol{z}$. To meet the challenges of a statistical matching framework, we split this data file into two parts that represent the files A and B with $n_{\mathrm{A}}=n_{\mathrm{B}}$, and remove the observations $\boldsymbol{z}$ from A and $\boldsymbol{y}$ from $B$, respectively.


Fig. 7. Mean and maximal interval widths (on the square-root scale) of the components of the joint distributions of $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ for case-wise imputation.

### 7.3. Appendix C. Simulation results

Figures 3-7 show the interval widths of the parameter estimates on the partially set-valued synthetic data, aggregated for 20 simulation runs. The graphics are grouped by the different dependence designs (see Figure 2) and the numbers of observations. The results are displayed separately for the parameters of the marginal distributions and the parameters of the joint distributions. The whiskers range from the minimum to the maximum to ensure better readability. Please note that while the interval widths for the components of the joint distribution are reported on a square root scale to spread the values and make the different results more visible, the values themselves are not transformed.

The figure showing the mean and maximal interval widths of the components of the marginal distributions of the specific variables for domain imputation is not shown here since the interval widths are 0.5 for all simulation scenarios. This is no coincidence and results deterministically from the numbers of observations $n_{\mathrm{A}}$ and $n_{\mathrm{B}}$.
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# A Lexical Approach to Estimating Environmental Goods and Services Output in the Construction Sector via Soft Classification of Enterprise Activity Descriptions Using Latent Dirichlet Allocation 

Gerard Keogh ${ }^{1}$


#### Abstract

The research question addressed here is whether the semantic value implicit in environmental terms in an activity description text string, can be translated into economic value for firms in the construction sector. We address this question using a relatively new applied statistical method called Latent Dirichlet Allocation (LDA). We first identify a satellite register of firms in construction sector that engage in some form of environmental work. From these we construct a vocabulary of meaningful words. Then, for each firm in turn on this satellite register we take its activity description text string and process this string with LDA. This softly-classifies the descriptions on the satellite register into just seven environmentally relevant topics. With this seven-topic classification we proceed to extract a statistically meaningful weight of evidence associated with environmental terms in each activity description. This weight is applied to the associated firm's overall output value recorded on our national Business Register to arrive at a supply side estimate of the firm's EGSS value. On this basis we find the EGSS estimate for construction in Ireland in 2013 is about EURO 229m. We contrast this estimate with estimates from other countries obtained by demand side methods and show it compares satisfactorily, thereby enhancing its credibility. Our method also has the advantage that it provides a breakdown of EGSS output by EU environmental classifications (CEPA/CReMA) as these align closely to discovered topics. We stress the success of this application of LDA relies greatly on our small vocabulary which is constructed directly from the satellite register.


Key words: Latent dirichlet allocation (LDA); environmental goods and services (EGSS); satellite register; lexical analysis; supply side estimates.

## 1. Introduction

Whether it is carbon emissions, increasing global temperatures or the depletion of natural resources such as woodland or water, it is evident that human activity affects the environment. This development has led to an increasing focus on man-made factors that impact the environment and a consequential need to measure and monitor those factors. Interestingly, the natural tendency is to highlight harmful effects such as pollution or increasing global temperatures while efforts that enhance or sustain the environment, such as insulating our homes or producing energy from renewable sources, tend to be given somewhat less prominence. Evidently, from a policy perspective it is important to be able to combine measures of harmful effects with enhancing and sustainable effects, to gain a

[^3]fuller picture of human impact on the environment. From a statistical point of view EU Regulation 691/2011 (EU-691 2011) on European Environmental Economic Accounts (EEEA) is a framework to build a fuller picture. It provides for the collection of national level data on harmful factors, such as air emissions and material balances that monitor the use of natural resources, as well as mitigating effects such as environmental taxes (e.g., carbon tax) that dis-incentivise harmful means of production.

Regulation 691/2011 (EU-691 2011) also incorporates a module on Environmental Goods and Services Sector (EGSS). This measures the economic value (gross output) of 'eco-industries' (i.e., 'the green economy'). Under this module, member states in the EU are obliged annually from 2017 onward to report data on output value, exports, employment and gross value added in the production of goods and services that mitigate environmental damage, or manage natural resources in a sustainable way. Accordingly, estimating EGSS is now a looming obligation for National Statistics Institutes (NSIs) within the EU. In this article we set out a completely novel supply side approach to estimate EGSS output. Our approach is based on lexical analysis of the textual activity description of each firm held on our national Business Register (BR). We use a relatively new applied statistical tool called Latent Dirichlet Allocation (LDA). We apply this to each firm's activity description in turn, with a view to extracting the 'weight of evidence' of the environmental component from the activity description. The resulting weight is multiplied by the firm's total output to estimate the portion of output that is likely to be purely environmental in origin.

Both the OECD manual (OECD 1999) and Eurostat's Practical Guide for Completion of EGSS Accounts (Eurostat 2015) suggest two approaches to estimate the output value of EGSS. First, the demand side approach is based on National Accounts (NA) expenditure aggregates. Often this can be relatively straightforward in that output is largely the NA expenditure aggregate, or some part thereof, for a particular environmental sector; examples include water services, waste water treatment and waste collection and disposal. Second, in contrast to the NA based demand side methodology, the supply side approach, where practicable, typically takes two forms:
a) Using Structural Businesses Survey (SBS) data from primary suppliers of environmental goods and services (e.g., Prodcom), possibly supplemented by a small survey focussed on businesses in specific industry sectors.
b) Conducting a full specialist survey of businesses active in the green economy; an example is the Green Goods and Services Survey (BLS 2011) conducted by the Bureau of Labor Statistics (BLS) in the United States. We note this survey was only run in the years 2010 and 2011 before being cancelled as a result of budget cuts.

Evidently, both demand and supply side approaches have their strengths and weaknesses. Indeed, while the demand side can provide accurate aggregate values, it cannot readily distinguish between different products or services. Accordingly, it can be difficult to identify the purely environmental component of output in this approach. Meanwhile, even though the SBS based supply side approach can differentiate between different products or services, its coverage of environmentally specific products and services can be limited. To overcome this limitation some NSIs will supplement SBS sources with a small survey focussed on specific industry sectors. Of course, a full specialist survey such as the GGSS is likely to yield the most robust estimates of green
output. However, this approach tends to be avoided by smaller NSIs due to attendant costs, and burdens it imposes on respondent businesses.

Estimating EGSS output for a complex sector like construction is particularly problematic, as even well run surveys of the sector are likely to elicit low response levels. Resulting estimates of overall green output are likely to be of poor quality, while CEPA (Classification of Environmental Protection Activities) and CReMA (Classification of Resource Management Activities) breakdowns of EGSS output required under the regulation will be even poorer still. In this situation, a fairly common work-around involves applying appropriate industry specific factors gleaned from experts in the field to existing NA output aggregates (e.g., Statistics Estonia 2015). For example, in the construction sector an appropriate factor might be arrived at by Quantity Surveyors pooling their knowledge of construction costs across a variety of 'standard' construction projects, such as building a typical three-bed home (e.g., RICS 2016). While this approach is sensible it takes little or no account of the specific emphasis of individual firms within the sector. Consequently, without a specific satellite construction register being in place, a firm that is involved in the construction of bridges is treated similarly to one that installs attic insulation, leading to poor estimates and potentially biased breakdowns by CEPA or CReMA.

For a complex sector like construction this seems anomalous and suggests a prerequisite for accurate measurement is the development of an appropriate satellite register, in our case an environmentally specific construction register. If, moreover, we categorise this satellite register by type/class of environmental activity and obtain an expert factor for each class, then we should be able to arrive at a fairly sensible estimate of EGSS output. Clearly, a natural way to determine appropriate classes of environmental activity in construction is to identify meaningful common themes or topics, and use these as a basis for computing an EGSS output estimate. The purpose of this article is to describe how these topics can be learned directly based on a lexical analysis of activity descriptions on our satellite construction register. Furthermore, we show how this knowledge may then be used to arrive at an estimate of EGSS output. We accomplish this using a relatively new applied statistical tool called Latent Dirichlet Allocation (LDA). We show that LDA can learn meaningful environmental topics latent within activity descriptions on our satellite construction register; we note this is a novel application of LDA. Based on the relative importance of these environmental topics within a business's activity description text, we are able to compute an EGSS 'weight of evidence' factor for that business. Importantly, this firm/business level evidence weight reflects the semantic emphasis a particular construction business places on those environmental goods and services it supplies. We multiply this weight by the most recent overall supply side output value for that business, as recorded on the BR, to compute an estimate of the value of EGSS output. Summing this across all construction businesses on the satellite register we arrive at an EGSS value for the whole construction sector. We emphasise the 'weight of evidence' that we compute is chiefly a novel by-product of using LDA and therefore renders LDA useful in areas well beyond the field of pure text processing.

The remainder of this article is organised as follows. In Section 2 we discuss the rationale behind our approach, we feel this is necessary because the basis of our approach is quite different to the traditional supply side methodology and justification is therefore needed. Section 3 describes the salient features of LDA's statistical model and Bayesian
inference for this model. This section is a little technical and may be browsed by a reader interested primarily in applications. In Section 4 we describe how we arrive at our satellite construction register and identify a vocabulary of environmentally relevant words based on this register. Section 5 addresses the important issue of model evaluation for topic models. In Section 6 we use the best topic model identified in Section 5 to arrive at an estimate of EGSS output, based on the emphasis of environmentally relevant words in activity descriptions on the satellite register. We compare the estimates with those of other countries and find our overall estimate of EGSS output to be marginally on the low side. We also provide a statistically meaningful further breakdown of our overall estimate by CEPA and CReMA. Section 7 concludes.

## 2. The Basis of Our Approach

Estimating the weight or portion of a construction business's output that is environmental using LDA is the key novel contribution of this article. The rationale behind this approach is that a firm's description of its activity, as recorded in the activity description itself, stresses the main types of work it carries out. Relative (semantic) weights computed from text analysis of activity descriptions, therefore reflect the relative weight firm's place on different types of work they carry out. Clearly, it is to be expected that the types of work described are also the principle sources of the firm's revenue. Accordingly, it is reasonable to assert that the distribution of relative weights is also reflective of the relative contribution of each type of work (mentioned in the activity description) to the value of economic output. So, for example, a business installing insulation and constructing internal partition walls (i.e., dry walling) has an environmental weight and a pure construction weight. In this article, we show how we can use LDA to compute the relative weight of these two components. Sensibly, we assume these are its principle sources of revenue. The relative weight for insulation computed via LDA reflects the prevalence of insulation in all activity descriptions, in each individual business's particular description, as well as the prevalence of insulation in each topic and across all topics latent in the satellite construction register. Importantly, activity descriptions are classified probabilistically (i.e., a soft classification) according to topic. The amount of total probability that LDA finds in an activity description that is attributable to environmental terms (i.e., words in a description) such as insulation, is a measure of the weight of evidence associated with environmental topics in a particular description and across all descriptions.

Interestingly, the essence of our rationale is that it seeks to mimic the process that an official in a statistics office would apply when forming an impression of the key activities undertaken by a business. Based solely on that business's description of itself and descriptions from similar businesses in that sector, an official would form an impression of the main types of work carried out and their relative importance. Naturally, they would also seek out sensible relevant features (i.e., topics), and use these to arrive at a refined sense of the relative importance of the types of work of the business. Further, and in the absence of other sources, if they were required to estimate the distribution of the business's main sources of revenue, with good reason they might adopt weights derived via refined relative importance. Of course, the business's self-description may be an activity description as used here, or it may be a description obtained for example from googling the business's website.

We note two particular strengths of our approach that should be highlighted. First, in our implementation of LDA we construct the word vocabulary needed by LDA directly from the satellite construction register itself. This contributes greatly to LDA's success in finding meaningful topics from the activity descriptions on our satellite register. Accordingly, we avoid a common pitfall of using LDA as a black box to extract topics from a sea of documents, only to find the topics found have little relevance to real meaningful concepts. Second, as a consequence of finding meaningful topics we are able to map these topics very closely to CEPA and CReMA classifications. Thus, LDA provides us with a statistically meaningful set of relative weights (i.e., distribution) at the activity description level, and therefore at the firm level also, for these classifications. We use these firm level weights to allocate the overall EGSS output estimate according to CEPA and CReMA at the firm level. This is a particularly valuable bonus to adopting our approach.

Significantly, we stress that we do not hold the view that this lexical approach should replace existing demand or supply side methods, but rather provide a complementary method of estimating output from the supply side. Moreover, with this in mind we have programmed the core LDA method in SAS/IML. We feel this may facilitate its wider availability to the official statistics community and in other applied areas such as biostatistics, which often rely on proprietary software systems for statistical analysis. It is also worth mentioning that R has two packages for topic model analysis, one called ' $l d a$ ' (Chang and Dai 2015) and the other called 'topicmodels' (Hornik and Grün 2011). Some of the methodology and analysis conducted here could also be accomplished with these implementations. Equally, proprietary software called MALLET (McCallum 2002) is also available for topic model analysis. As these implementations do not quite fit our needs we have found it expedient to re-work LDA from scratch.

## 3. Latent Dirichlet Allocation (LDA)

Coding a large data set of natural language textual descriptions (i.e., a corpus of documents) such as business activity, occupation or morbidity is a commonplace job within NSIs. Typically, a coder will hard code the description to a single class. Unfortunately, more often than not coding is inexact. In this situation the coder arrives at the appropriate class, via an initial soft assignment of two or more classes, based on similarity or relevance judgements and domain specific expert knowledge. The coder then picks the appropriate class from the soft classes based on their relative probabilities or evidence. An important feature of this expert soft-coding is its reliance on making an informed choice based on the most sensible combination of relevant themes or topics in the text description. LDA (Blei et al. 2003) is a fully Bayesian procedure that seeks to replicate a first-order approximation to the soft-coding processes of domain experts. Accordingly, it is likely to be of interest to official statisticians and prove beneficial where register development and analysis is needed, as is the case in the realm of EGSS.

The statistical model underpinning LDA relies on a generative model that links a document, labelled by $d$, in a corpus of $D$ documents, to a set of $W$ unique words in a vocabulary via a latent or hidden set of relevant topics. In LDA topics are typically labelled by the random variable $z$, the overall number of topics $K$ is constant and assumed a priori. The generative model postulates that each document in a corpus is generated
by first picking a multinomial distribution with a $K$-vector of (topic) parameters $\theta_{j d}(j=1, \ldots, K), \quad$ where $\quad \sum_{j=1}^{K} \theta_{j d}=1$. This means the vector of topic parameters $\theta_{j d}$ is fixed for the specific document, but varies from document to document in the corpus. For the current document, the $K$ vector of parameters $\theta_{j d}$ is generated from a Dirichlet prior distribution with hyperparameter $\alpha$ (which by the way can also be a vector of size $K$ ), this, of course, ensures the topic parameters sum to 1 . In other words, a prior Dirichlet is used to generate a set of multinomial probabilities $\theta_{j d}$ across $K$ topics for the $d^{\text {th }}$ document in the corpus. We call the resulting multinomial distribution with parameters $\theta_{j d}(j=1, \ldots, K)$ generated in this way, the topic multinomial distribution for the document.

Within each topic, LDA's statistical model also specifies a separate multinomial distribution with a vector of parameters $\varphi$ over all $W$ unique words in the vocabulary. Each individual word in document $d$ is then generated by picking a specific topic $z=j$ from the topic multinomial distribution. This fixes the multinomial distribution with parameter set $\varphi_{j}$ for unique words from the vocabulary that occur in topic $j$, we call this the word multinomial distribution. The individual word in the document is then picked at random from the vocabulary based on the probabilities in this word multinomial distribution. This generative step determines the conditional probability $P(w \mid z=j)=\varphi_{w j}$ of choosing the word $w$ under the word multinomial distribution for the $j^{\text {th }}$ topic. Using the theorem of total probability, we can combine the marginal and conditional probabilities in a mixture model to compute the probability of a specific vocabulary word $w$ as

$$
\begin{equation*}
P(w)=\sum_{j=1}^{K} P\left(w \mid z_{j}=j\right) P\left(z_{j}=j\right)=\sum_{j=1}^{K} \varphi_{w j} \theta_{j d} \tag{1}
\end{equation*}
$$

with $\theta_{j d}$ the document specific probability (associated with vocabulary word $w$ ) in topic $j$. The full LDA statistical model also posits a Dirichlet prior with hyperparameter $\beta$ on the (topic specific) word multinomial distribution $\varphi_{w j}$, this is used to generate the multinomial word distribution for that specific topic. We mention that the Dirichlet prior distributions are chosen because they are conjugate to the multinomial.

The generative model outlined above may seem somewhat elaborate but in practice it is quite straightforward. Unique words in the vocabulary are assigned probabilistically to a specific topic. Starting with two hyperparameters $\alpha$ and $\beta$, we generate a word in a document by first drawing a set of parameters $\theta_{j d}$ for topics from a specified $\operatorname{Dirichlet}(\alpha)$ distribution; using a Dirichlet prior ensures $\sum_{j=1}^{K} \theta_{j d}=1$. We then draw (i.e., sample) a specific topic $z=j$ from a multinomial distribution with parameters $\theta_{j d}$. Separately, we draw a set of multinomial parameters $\varphi_{w j}$ for words in topic $j$ from a $\operatorname{Dirichlet}(\beta)$ distribution; once again using a Dirichlet prior ensures $\sum_{w=1}^{W} \varphi_{w j}=1$. The word is then drawn from the unique vocabulary of words by sampling from the multinomial distribution with parameters $\varphi_{w j}$. Repeating this procedure $N$ times generates a document with $N$ words. Further repeating the whole process $D$ times, generates a corpus of $D$ documents where each document is based on $K$ topics.

Consider the following hypothetical example, in the realm of EGSS there might be three topics, energy saving, renewables and recycling. For document (i.e., activity description) $d$, the trinomial topic distribution is generated from a $\operatorname{Dirichlet}(\alpha)$ with (probability) parameters $\theta_{d, \text { energy saving }}=0.1, \theta_{d, \text { renewables }}=0.7$ and $\theta_{d, \text { recycling }}=0.2$. Then, topic $z=$
$2=$ renewables might be selected based on sampling from this topic distribution. Assuming a 10 word vocabulary, we then generate the multinomial word distribution with (probability) parameters $\varphi_{1,2}=0.82, \varphi_{2,2}=0.02, \ldots, \varphi_{10,2}=0.02$ from a $\operatorname{Dirichlet}(\beta)$ for these ten words. Assuming solar is the first word in the vocabulary, we then might select it based on these probabilities. This process associates the word solar with the topic renewables assigned in the $d^{\text {th }}$ document. Note, this association of word with topic is purely probabilistic as no other/external information is incorporated. Repeating this procedure $N$ times generates a document with $N$ words from the vocabulary having a trinomial topic distribution and repeating this document process $D$ times generates a corpus based on three topics.

The above process describes how to generate a corpus based on a statistical model. However, in practice, interest centres on using this model as a basis for discovering the set of topics, from an observed corpus of documents and vocabulary of words. This estimation of a set of topics involves learning the matrix parameter sets $\varphi$ and $\theta$ from the words in the corpus of documents. One clever strategy for doing this estimation, introduced by Griffiths and Steyvers (2004), is based on Gibbs sampling (Geman and Geman 1984). Interestingly, this approach avoids sophisticated approximations to difficult integrals of probability distributions that are functions of the parameter sets $\varphi$ and $\theta$, such as variational Bayes (Blei et al. 2003) or expectation-propagation (Minka and Lafferty 2002). Instead, it seeks to directly evaluate the posterior distribution over the assignments of words to topics $P(z \mid w)$ and recover the matrices of parameters $\varphi$ and $\theta$ for the corpus of documents by examining this distribution. From Bayes Theorem we can write

$$
\begin{equation*}
P(z \mid w)=\frac{P(w, z)}{P(w)}=\frac{P(w \mid z) P(z)}{P(w)} \propto P(w \mid z) P(z) \tag{2}
\end{equation*}
$$

Based on this form, Griffiths and Steyvers (2004) compute separate expressions for $P(w \mid z)$ and $P(z)$ that are functions of the word-topic counts $\left(n_{w j}\right)$ and document-topic counts $\left(n_{j d}\right)$ respectively. Using these quantities they derive the full conditional topic distributions required for Gibbs sampling; expressions for the full conditionals, as well as estimates of the (matrix) parameter sets $\hat{\varphi}$ and $\hat{\theta}$ computed from the respective word-topic and document-topic count matrices are given in the Appendix (Section 8). Full details on the derivation of these equations are also given in a number of articles, including Heinrich (2009), Wang (2008), and Carpenter (2010).

Heinrich (2009) also outlines an algorithm for implementing the Gibbs sampler. This too is straightforward as it relies on maintaining matrices for word-topic counts ( $n_{w j}$ ) and document-topic counts $\left(n_{j d}\right)$. The word-topic count matrix $\left(n_{w j}\right)$ gives the number of times word $w$ has been assigned to topic $j$ in the vector of assignments $z$. Meanwhile, the document-topic count matrix $\left(n_{j d}\right)$ gives the number of times a word from document $d$ has been assigned to topic $j$. For the next word in the document, each Gibbs estimation step simply involves decrementing the current count for the topic assignment for that word in both matrices by 1 , followed by resampling from the full conditional multinomial topic distribution (i.e., with the current topic excluded) to generate a new topic assignment. The word-topic and document-topic matrices for this word, new topic, and document combination are then incremented by 1 . We mention that we have implemented this algorithm in SAS/IML and verified its performance on a novel test problem given in

Griffiths and Steyvers (2004). Interestingly, this test problem comprises 2,000 images (i.e., documents), each being a $5 \times 5$ grid of pixels (pixel $=$ word), with the intensity of a pixel specified by an integer and representing the number of times the word occurs in the document. A set of ten topics is constructed; each topic is a $5 \times 5$ grid image with a horizontal or vertical white bar set against a black background. Each document is generated by sampling 100 pixels from these topics. The test of our SAS/IML implementation involved generating 500 documents from a vocabulary of 25 words, word 1 to word 25 laid out on $5 \times 5$ grid pattern, with these words assigned to topics mirroring those in Griffiths and Steyvers (2004). We ran our implementation for 200 Gibbs iterations and found it recovered the set of ten topics very well indeed, producing results very similar to those reported by Griffiths and Steyvers (2004). We also note that our implementation has two additional refinements; the first allows the Dirichlet prior hyperparameters $\alpha$ and $\beta$ to be estimated by maximising the joint log-likelihood, Appendix Equations (A1) and (A2), over these hyperparameters via an additional Newton-Raphson step, while the second allows for the Dirichlet topic parameter $\alpha$ to be a vector of length $K$. We remark however, that in test runs on our EGSS satellite construction register data these refinements only improved on the estimate of the (joint) log-likelihood generated by the core Gibbs estimation routine by a fraction of one percent. In light of this, our analysis proceeds with a scalar topic parameter $\alpha$, accordingly the $\operatorname{Dirichlet}(\alpha)$ and $\operatorname{Dirichlet}(\beta)$ distributions are symmetric.

## 4. The Satellite Register, Document Corpus and Creating the Vocabulary

In our case, the EGSS satellite construction register is a subset of NACE Divisions 41-43 (construction sector) on the CSO's National Business Register (BR). In all, there are over 28,000 entities in the construction sector that describe themselves using approximately 13,500 unique activity descriptions (Note: after this research was initially completed, a $B R$ coherence project resulted in a substantial increase of approximately 12,000 new businesses in the construction sector being added on to the BR.). To create the EGSS satellite construction register we have manually scanned each unique activity description and marked it where it included an environmental phrase, such as, insulation or solar or heat pump etc. This process produced a set of 1,077 unique activity descriptions covering 1,228 businesses in the construction sector; our satellite construction register comprises these 1,228 businesses. Meanwhile, we take the set of 1,077 unique activity descriptions we have identified to be our corpus of unique documents (i.e., we simply take each document to be a single unique activity description in this corpus).

In practice, the performance of LDA depends critically on the relevance of the vocabulary. Firstly, we distinguish between words and terms, a word is a unique entry in the vocabulary while a term is the occurrence of a word in a document. Clearly then a word may appear several times as a term in a document. The vocabulary itself is made up of unigram words only, but with some exceptions, such as heat pump taken as heatpump, while a hyphenation like Geo-thermal is taken as Geothermal. We follow the practice used in Information Retrieval (IR) and build our vocabulary of relevant words directly from the corpus itself. Initially, each document is first cleaned of punctuation or other nonalphabetic symbols, misspellings corrected and so-called stop words, such as THE, IS,

THAT, HE, removed. An initial basic vocabulary of all the unique words is compiled from the terms in the cleaned corpus. Our cleaned corpus of 1,077 activity descriptions comprised 5,565 terms corresponding to 830 unique words. We then applied the so-called $t f$-idf scheme (Spärck 1972), a popular scoring method for documents in a corpus, to reduce this further. For each unique word in the vocabulary and each document we compute

$$
\begin{equation*}
t f-i d f_{w d}=t f_{w d} \times i d f_{w} \tag{3}
\end{equation*}
$$

where $t f_{w d}$ is the term frequency count for word $w$ in document $d$, and $i d f_{w}$ is the inverse document frequency count, this measures the number of occurrences of each vocabulary word in the corpus (on the log scale). The end result is a word-by-document matrix whose entries are the $t f$-idf values for each vocabulary word in each document in the corpus. The appealing feature of $t f$-idf is that it identifies a set of words that is discriminative for documents in the corpus. Based on the resulting $t f$-idf values, which ranged from about 1.4 to 14 , we selected $t f$-idf values of six or higher. This had the effect of removing about $90 \%$ of document word instances from the corpus while reducing the vocabulary to 642 words. We further scrutinised the vocabulary words rejected through $t f$-idf analysis and found the $90 \%$ cut-off to be too severe as it rejected some words such as drywall, reclamation, earth, drain, forestry etc., which we felt should be in the vocabulary. Accordingly, we decided to scan the remaining 192 unique words and add back some words based on their relevance to construction or environment activity. Of these, we identified seventy unique words that we felt were relevant based on our knowledge of the construction and environmental sectors. Note, while we preferred higher $t$ f-idf value words we did not simply select the next highest seventy $t f$-idf values from the 192 unique words. Thus, for example we added back word $U P V C$ which has a $t f$-idf value of just 2.845 , but is environmentally quite relevant in the fitting of UPVC windows and doors in homes. In any event, this process resulted in a vocabulary comprising 712 unique words that we felt were meaningful construction or environmental words. A full listing of the resulting vocabulary is shown in Appendix Table A2 where we have given a complete list of the $t f$-idf selected vocabulary words and those seventy words added back based on relevance. It is clear from the listing that words added back are relevant and should indeed contribute to improving classification with LDA on our corpus. Moreover, we highlight that the process of compiling the vocabulary was done while assembling a dictionary of environmental terms for EGSS and occurred well in advance of our implementation of LDA. Thus the vocabulary was not selected for LDA so as to specifically fit this corpus, accordingly we stress the results described here are not a consequence of over-fitting using LDA with this vocabulary on our corpus of unique activity descriptions. Interestingly, this vocabulary includes general words like construction, house and system, as well as more environmentally specific words such as energy, solar and insulate. This combination of general and specific words in the vocabulary is important, as these combine together probabilistically to generate meaning, and it is topic-specific meaning we are attempting to uncover using LDA. So, having both types of words present in documents will serve to enhance topic learning via LDA. We feed both the corpus of 1,077 unique activity descriptions and the set of 712 unique words in our vocabulary, into our LDA routine with a view to learning or extracting the set of EGSS relevant topics.

## 5. Identifying the Number of Topics (Model Selection/Evaluation) and Visualising Topics

LDA requires the number of topics $K$ to be given as an input. Accordingly, it makes sense to find an optimum value for $K$. One method of model selection commonly used to measure performance in IR is to compute the perplexity for a subset of held out documents (Heinrich 2009). Roughly speaking, perplexity is a cross-validation type measure, found by updating the LDA word-topic and document topic count matrices, via running the Gibbs sampler on an unseen document.

However, perplexity has not been adopted widely by statisticians because it does not directly measure the probability or evidence $P(\tilde{d} \mid K=k)=\prod_{t=1}^{n} P\left(w_{\tilde{d}, t} \mid K=k\right)$ for an unseen held-out document $\tilde{d}$, comprising $n$ terms $w_{1}, \cdots, w_{t}, \cdots, w_{n}$ for words from the vocabulary. Note, generally we use the index $j$ to label topics, but here the topic notation $K=k$ is adopted to distinguish the fact that the number of topics is fixed at $k$ for each computation of the evidence associated with that value of $k$.

The LDA model assumes documents are independent and words in each document are also independent. Accordingly, from Bayes Equation (2) the evidence is in fact the normalising (probability) constant $P(w)$. Interestingly, Wallach et al. (2009) set out a number of methods to evaluate this quantity for LDA. Their analysis shows a number of methods including the Harmonic Mean Method used by Griffiths and Steyvers (2004) lead to poor estimates of $P(w)$. They offer two credible alternative methods: a Chib-style estimator and their so-called "left-to-right" algorithm. For our purposes we have re-coded their Mathlab Chib-style estimator (see http://people.cs.umass.edu/~wallach/code/etm/) in SAS/IML, with a view to finding an optimal value of $K$ for the corpus of EGSS activity descriptions. Our procedure for finding the optimal $K$ involved running LDA on $90 \%$ of the documents in our corpus and holding back $10 \%$. We fixed the number of topics at $k$ and ran LDA on the $90 \%$ corpus to get stable estimates of the word-topic $\left(n_{w j}\right)$ and documenttopic $\left(n_{j d}\right)$ count matrices. These were fed into the Chib routine along with the $10 \%$ subset of documents held-out, and the evidence probability $P(\tilde{d} \mid K=k)$ computed for each heldout document. The overall probability for all held-out documents is simply the product of each document's evidence probability, as documents are assumed independent; this independence assumption is valid here, as our documents are activity descriptions from individual businesses that are independent of one another within the construction sector. We simulated this procedure 30 times with a different randomly chosen set of held out documents. This generated 30 estimates for the overall evidence probability. The mean and standard deviation of these 30 estimates is then computed. For accuracy, all computations are done on the log scale, accordingly, we report the Model Log Evidence probability for each setting of $k$ in Figure 1. We mention that to some extent this is a belt-and-braces approach, as the resampling in the Chib estimator is designed to give unbiased estimates based on just one simulation.

The plot in Figure 1 shows the results from running the Chib estimation routine. The Mean Log Evidence for each model initially increases as a function of $k$, reaches a peak at around seven or eight and decreases thereafter. This kind of profile is often seen when varying the dimensionality of a statistical model, with the optimal model being rich enough to fit the information available in the data, yet simple enough to avoid over-fitting


Fig. 1. Model log evidence for topic models.
that data. Typically, in an IR situation, with a corpus of millions of documents and a vocabulary of 10,000 words, finding a small optimal value for $k$ would be unlikely. However, for this dataset the results are very appealing for two reasons. First, as most companies in the construction sector do similar work, we had expected there should only be a small number of topics related to construction within EGSS, and this turns out to be the case. Second, and far more importantly, we expected $k$ to be small because we used a well-defined vocabulary constructed directly from the corpus itself. Accordingly, we expected LDA to find structure based on words having a fairly strong relevance to both EGSS and construction. The plot in Figure 1 also shows the two standard error lower and upper limits, labelled LL and UL respectively, arising from the 30 simulation runs. This band is quite narrow, demonstrating the stability of the Chib estimator and therefore attesting to the quality of the estimated log evidence probability, which is also appealing.

Naturally the value of $k$ found using the Chib procedure depends on the Dirichlet prior hyper-parameters $\alpha$ and $\beta$. Each of the 30 runs in our simulation procedure assumed a fixed value $k$ for the number of topics, and $\alpha$ and $\beta$ initially set equal to 1 and 0.1 respectively. Setting $\alpha$ and $\beta$ to a fixed constant, is nothing other than a shorthand means of forcing all $k$ parameters in the corresponding Dirichlet distribution to be equal, the resulting distributions are therefore also symmetric. Nonetheless, after running the Gibbs procedure and before running the Chib procedure in each simulation, we also sought optimal values for $\alpha$ and $\beta$, given the optimal Gibbs assignments of topics to words in each document. Optimal values for $\alpha$ and $\beta$ were found by maximising the joint log-likelihood, given in Equations A1 and A2 (Appendix), over these two parameters separately using a Newton-Raphson scheme. The mean values of the resulting estimates of $\alpha$ and $\beta$, across each of the 30 simulation runs, is shown in Figure 2 as a function of the number of topics $k$.


Fig. 2. Mean values for Dirichlet prior hyperparameters $\alpha$ and $\beta$ for topic models.
It is clear from the plots in Figure 2 that $\alpha$ drops fairly rapidly, reaching a minimum of about 0.33 at about $k=7$ or 8 topics. Typically, a smaller value for $\alpha$ will favour selecting the same few (i.e., 1 or 2 ) topic assignments for terms occurring in document $d$ with high probabilities. In practice, this means words in this document can only be assigned to 1 or 2 meaningful topics, and more generally words will therefore tend to cluster strongly according to topic. Thus, as is the case here, when $k$ is relatively low, a small value for $\alpha$ will ensure words cluster into a small number of meaningful topics. Meanwhile, $\beta$ also drops fairly rapidly with increasing $k$, but the rate of decent appears to slow significantly at about $k=7$ or 8 topics with $\beta=0.07$. This too is appealing, as a small value for $\beta$ is typical and can be expected to result in a fine-grained decomposition of the corpus into meaningful topics (Griffiths and Steyvers 2004).

Based on this model selection procedure it is clear that sensible settings for the parameters are $K=7, \alpha=0.33$ and $\beta=0.07$, these values are used in all subsequent analysis. The top ten words from the vocabulary associated with this topic model are displayed in Table 1, with the topic titles having been named by us on pragmatic grounds. We visualise each topic $k=1, \ldots, K=7$, by ranking the words in that topic using their term-score (see Blei and Lafferty 2009)

$$
\begin{equation*}
\text { term-score }_{w k}=\hat{\varphi}_{w k} \times\left(\frac{\hat{\varphi}_{w k}}{\left(\prod_{l=1}^{K} \hat{\varphi}_{w l}\right)^{1 / K}}\right) \tag{4}
\end{equation*}
$$

where $\hat{\varphi}_{w k}$ (see Section 8) is the estimated per-topic (vocabulary) word probability. This formula is inspired by the $t f$-idf scheme Equation (3) in that the second term in Equation (4) down-weights words that have high-probability under all topics.

It is clear from Table 1 that topics recovered by running LDA on our activity descriptions are environmentally meaningful. As suggested by the small value found for $\alpha$
Table 1. Highest ranking term scores for vocabulary words by topic $(K=7)$.

| Windows <br> and doors | Insulation | Agriculture | Pure <br> construction | Water and <br> waste | Alternative <br> energy | Energy <br> saving pollution |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| WINDOW | INSULATE | BUILDING | TIMBER | WATER | SOLAR | ENERGY |
| DOOR | ATTIC | CLADDING | HOUSE | CONSTRUCTION | ENERGY | INSTALL |
| PVC | WALL | CONSTRUCTION | FRAME | WIND | PLUMBING | INSULATE |
| FITTING | CAVITY | TANK | CONTRACTOR | CIVIL | RENEWABLE | ENVIRONMENT |
| INSTALL | HOUSE | SLATTED | SITE | TREATMENT | HEAT | AIR |
| UPVC | BUILDING | SHED | DEMOLITION | HIRE | PUMP | BUILDING |
|  |  |  |  |  |  | ENERGY RATING |
| GLAZING | ROOF | ROOFING | DRYLINING | SALE | WOOD | ACOUSTIC |
| ALUMINIUM | CLADDING | FARM | CEILING | INDUSTRY | PELLET | MEMBRANE |
| REPAIR | FLOOR | AGRICULTURAL | DRAINAGE | TURBINE | GEOTHERMAL | BARRIER |
| RECYCLING | EXTERNAL | SLURRY | HIRE | WASTE | STOVE | RADON |

we see the words cluster nicely within each topic. We also see there is a good degree of discrimination between the topics and a natural degree of overlap, with words like CONSTRUCTION, ENERGY, INSTALL and INSULATE appearing in more than one topic. Meanwhile, words such as REPAIR and RECYCLING are only associated with the "Windows and Doors" topic. This too is quite agreeable, as these words are likely less important in the construction sector than they are in other NACE sectors of EGSS, such as recycling or waste collection and disposal.

Of course, while the results displayed in Table 1 are very appealing, there is the possibility that this topic classification by vocabulary word is to some degree a fluke for this particular value of $K=7$. Accordingly, the sensitivity of this distribution to the a priori set number of topics $K$ is of interest. Ideally, if LDA is stable and the Chib procedure for selecting $K$ is robust, then we should see a topic-word distribution similar to Table 1 for values of $K$ close to 7 . To gain some insight into the sensitivity of LDA to the number of topics, we also examined the term score ranking distribution for $K=6$ and $K=8$ topics; the distributions are given in the Appendix, Table A1. First, comparing the seven topic distribution in Table 1 with the six topic distribution in Appendix Table A1, we can see a fair degree of similarity. LDA has found three very similar topics; 'Windows and Doors', 'Insulation' and 'Alternative Energy'. However, in this instance LDA has not distinguished words in the area of 'Construction' or 'Water, Waste and Energy Saving' as clearly as it did with $K=7$ above. This is pleasing as we should see a more course-grained and less relevant set of topics when $K$ is reduced below its postulated optimum value of seven. Second, in the eight topic case LDA seems to work quite well. It has nicely split construction into predominately 'internal' and predominately 'external' construction topics. In the context of the construction sector this seems a pleasing refinement. More importantly, this straightforward sensitivity test shows that LDA is sensitive to the value chosen for $K$ in the best possible way. A small decrease in $K$ from seven to six yields a more course-grained set of topics. However, an increase in $K$ from seven to eight yields a small but appealing alteration to the topics discovered, which remain meaningful from an environmental perspective. We also mention that when we set $K=20$, we find there are about ten topics that are meaningfully discriminated by LDA, but the other ten are more of a mixed bag. This suggests the Chib procedure is an effective means for determining an appropriate setting for the number of topics $K$ that yields a decomposition of the corpus into meaningful concepts.

## 6. Using LDA to Estimate EGSS Output Value

The problem we face is simply stated; can we arrive at a meaningful estimate of EGSS value for the construction sector. As remarked in the Introduction, the EGSS Practical Guide (Eurostat 2015) offers no firm method of estimation for EGSS in this sector. Accordingly, EU member states are at liberty to use any credible approach to arrive at a realistic value. With a satellite construction register an ideal solution would be to select a sample and conduct a survey of firms on this register. As noted in the introduction the BLS operated this approach for their GGSS, selecting a sample from a satellite register of about two million environmental businesses in the United States and surveying those selected. An appealing refinement of the GGSS involves using a tailored survey for different sub-sectors, such as the renewable energy or the recycling industry.

Naturally, it would be pleasing to replicate the GGSS, but smaller NSIs typically may not have the resources to operate a specific survey focussed on the environmental sector. Nevertheless, an upper bound for EGSS output in the construction sector is directly available to us. We simply take overall output from the national BR and sum it across all those firms on the satellite construction register. When we do this, we find the resulting output value is EUR 540.8 m . Clearly, this is a gross over-estimate of EGSS output, because there are many construction firms where only a portion of their activity is environmental.

Remarkably, if we allow the data-to-speak-for-itself, LDA provides a sound approach that enables us to estimate the portion of a construction firm's activity that is genuinely environmental. We turn our focus to the vocabulary and distinguish the subset of words that for all practical purposes are genuinely environmental type words, from those that are essentially construction sector type words. Examples of genuinely environmental words include renewable, solar, insulation and so on, while essentially construction words include building, house, construction, and so on. Intriguingly, essentially construction words occur frequently in activity descriptions on both the satellite register and the Main BR (NACE Divisions 41-43) covering the whole construction sector. Now, by simply matching the vocabulary with the words occurring on the Main BR, the purely environmental portion of the vocabulary can be tagged and separated from the pure construction portion of the vocabulary. This gives us a vocabulary of genuinely environmental type words, upon which we can compute a statistically meaningful weight of evidence favouring environmental activity in each activity description. This weight reflects the semantic emphasis latent in topics that a firm places on the environmental aspects of its own activity description; we refer to it as the semantic weight $\operatorname{sem}_{-} w t_{d}$.

The Gibbs implementation of LDA maintains a matrix Z of dimension $D \times N$ (i.e., equal in dimension to the document X term matrix) with $N$ being the number of terms in the longest description. This matrix records the most recent topic assignment of the Gibbs Sampler for each term in each document/description. When the Gibbs sampler reaches a steady state, the topic assignments in Z for each term in each document become fixed. Based on these assignments the posterior estimates of word-topic probabilities $\hat{\varphi}_{w j}$ and document-topic probabilities $\hat{\theta}_{j d}$ (see Equations A4 and A5 in the Appendix) are computed. Computing sem_ $w t_{d}$ for $d^{\text {th }}$ description proceeds based on these posterior estimates of word-topic and document-topic probabilities. From Equation (1) we can see the probability of each term $t$, associated with unique vocabulary word $w$, in each activity description on the satellite register is $\hat{\varphi}_{w j} \times \hat{\theta}_{j d}$. Thus, in steady state, for the $t^{t h}$ term in $d^{t h}$ description we fix $z=Z_{d t}=j$ for that document-term and compute the corresponding term probability $p_{t d}=\hat{\varphi}_{t=w, Z_{d t}=j} \times \hat{\theta}_{Z_{d t}=j, d}$. We define the total term weight to be the sum of these probabilities for all terms matching each vocabulary word $w$ in that description; we label this total term weight for all terms $T(W)_{d}$, where $W$ is the set of vocabulary words in the description - clearly this sum of probabilities will not in general be equal to one. Similarly, by eliminating the essentially construction words from this description, we can identify and retain only those specific term probabilities associated with genuinely environmental words in this activity description; we label the resulting total (genuinely environmental) term weight $T\left(W^{*}\right)_{d}$; by definition this quantity will always be less than or equal to $T(W)_{d}$ because $W^{*} \subseteq W$ for all those vocabulary words that appear as terms in
the $d^{t h}$ description. We define the evidence favouring environmental strength of meaning in each activity description, as the ratio of the total term weight due to environmental words to that of all words in the description (under the LDA model), this quantity is

$$
\begin{equation*}
s e m_{-} w t_{d}=\frac{P\left(W^{*}\right)_{d}}{P(W)_{d}} \tag{5}
\end{equation*}
$$

Multiplying the firm's overall output by this weight gives a statistically meaningful estimate of the output value the construction firm attaches to its environmental activity. Clearly, the stress a firm places on the environmental aspects within its activity description also reflects the economic importance it attaches to these functions. Accordingly, the output estimate derived from directly measuring the relative importance of those environmental aspects via $s e m{ }_{-} w t_{d}$ also has sound economic credibility. We also note the estimated term weight in a description is a linear function of the estimated probabilities $p_{t d}$. Thus, for all words in a given description we have $T\left(W^{*}\right)_{d}+T\left(W^{\#}\right)_{d}=T(W)_{d}$, where $T\left(W^{\#}\right)_{d}$ is the overall term weight for essentially construction words in that description.

Of course the value of $s e m_{-} w t_{d}$ for activity description depends on the probabilities assigned to essentially construction or genuinely environmental words in that description. At first sight therefore it would appear that a description with more common essentially construction words will have a smaller semantic score than a description with less common essentially construction words. This scenario implies that given the same environmental words, the description with more common construction words will be considered less environmental (having a smaller semantic score). This seems anomalous, as the existence of common construction words should not necessarily mean the activity description is less environmental. However, it will be clear from the preceding paragraph that $s e m \_w t_{d}$ probabilities are a function of not just of the word, but also the actual topic assigned to that word in the description from the topic assignment matrix Z. Importantly, this varies for the same word across different topics and descriptions. For an essentially 'Construction' topic the scenario outlined above is likely to occur as the probability will be primarily word dependent. But in a topic like 'Alternative Energy' it is far less likely, since topic assignments in the Z matrix will be associated with the respective topic and word in that description. Interestingly, this is quite an appealing feature of LDA as it generates a statistically meaningful score that is dependent on both the type of word and topic assigned to that word at the term level within each activity description.

Implementing this $\left(s e m_{-} w t_{d}\right)$ computation, we generated the genuinely environmental vocabulary by removing the set of essentially construction words. The construction words were identified by manually extracting activity descriptions on the satellite corpus that were essentially construction, for example Carpenter and Builder and matching these with the 712 -word base vocabulary. We found that the base vocabulary was reduced from 712 words to a 249 genuinely environmental word vocabulary. However, in practice we have also found this 249 genuinely environmental word vocabulary turns out to be too restrictive. The reason for this is that certain activity descriptions, such as, "A CIVIL ENGINEERING PLANT HIRE AND DEMOLITION COMPANY" get a zero $s e m_{-} w t_{d}$ value. Interestingly, we included this description on the satellite register as 'demolition' may also incorporate a latent recycling function. Accordingly, to account for this effect
we take the word 'demolition' to be a latent synonym for 'recycling' and include it on the genuinely environmental word vocabulary. Identifying and including all these latent synonyms our purely environmental word vocabulary increased its size from 249 words to 314 words. Using this extended genuinely environmental word vocabulary we are able to compute a non-zero $s e m \_w t_{d}$ for all descriptions on our satellite construction register.

With an effective extended genuinely environmental word vocabulary in place, we computed estimates of the word-topic probabilities $\hat{\varphi}_{w j}$ and document-topic probabilities $\hat{\theta}_{j d}$. In practice, we ran 20 separate LDA simulations on the 1,077 descriptions on the satellite (environmental) register and computed the matrices $\hat{\varphi}_{w j}$ and $\hat{\theta}_{j d}$ on each run. Both sets of term weights $T(W)_{d}$ and $T\left(W^{*}\right)_{d}$ and the resulting sem_wt value, were then computed based on average the values of $\hat{\varphi}_{w j}$ and $\hat{\theta}_{j d}$ across the 20 simulation runs. A histogram (and kernel density estimate from Proc SGplot in SAS) of the resulting $s e m_{-} w t_{d}$ values computed for each of the 1,077 activity descriptions is displayed in Figure 3. The plot is skewed to the left with a median value of about 0.41 and lower and upper quartiles of 0.14 and 0.66 respectively. Intriguingly, this tells us that $50 \%$ of construction firms on our satellite register, who describe themselves using explicitly environmental words, did so with a degree of environmental semantic weight or emphasis below $41 \%$. Meanwhile, only $25 \%$ of the firms described themselves with an environmental semantic weight of $66 \%$ or higher. Recalling that stop-words have been eliminated from our descriptions, the distribution of semantic weight $\left(s e m_{-} w t_{d}\right)$ values in Figure 3, suggests that companies in the sector engaged in environmental work, tend to see themselves first as construction companies and second as environmental companies. This shows the NACE coding of these companies, based on their primary activity, into the construction sector tends to be correct, which is a valuable and unforeseen quality assurance by-product of this analysis.

In Figure 4, the Estimated Environmental Output value distribution that results from multiplying each construction firm's output on the 2013 satellite construction register by sem_wt $t_{d}$ is displayed. Encouragingly, as one might expect for output or production value


Fig. 3. Distribution of sem_wt ${ }_{d}$ for activity descriptions on the satellite construction register.


Fig. 4. Distribution of estimated environmental output on the satellite construction register.
data, the distribution is heavily skewed to the left. This is nothing other than a reflection that most construction firms tend to be small companies with a few employees and therefore tend to have a small overall output. The median of this distribution is EUR 36k with the lower and the upper quartiles being EUR 10k and EUR 107k respectively. More importantly, the overall total estimated EGSS output is EUR 229.2m. This value is $42.4 \%$ of the overall output value EUR 540.8 m for all firms on the satellite construction register. This $s e m \_w t_{d}$ based output estimate of EUR 229.2 m therefore seems plausible, as many construction companies will typically have quite a mixed bag of activities, several of which will not be environmental. Meanwhile, our current best guess at overall EGSS output for 2013 in Ireland is about EUR 3.4bn, suggesting that the construction component likely accounts for about $6.7 \%$ of total EGSS output in Ireland. Interestingly, for international comparison, the 2012 UK EGSS output estimate for construction is $8.3 \%$ (ONS 2015) of total environmental output and the 2010 Estonian estimate is $10.5 \%$ (Statistics Estonia 2015). If these estimates are accurate, this indicates the sem_wt ${ }_{d}$ estimate at $6.7 \%$ may be somewhat on the low side.

Of course our output estimate is register based and therefore we are able to compute other measures such as output per employee and pay per employee, to further judge the quality of estimated output value. For our satellite register companies these values turn out to be EUR 130.4 k and EUR 26.5 k respectively, while the corresponding values for general construction companies on the national BR are EUR 119.1 k and EUR 24.5k respectively. Considered in this light, our estimates give rise to per employee values that are consistent with the general construction sector in Ireland. Comparing internationally, the UK and Estonia estimates of output per employee are GDP 150.3 k and EUR 50.6 k respectively, and pleasingly our value of EUR 130.4 k comes in close to the middle of these two estimates.

Thus, international evidence based on output per employee and national comparison of pay per employee shows there is a reasonable degree of consistency in our estimated

Table 2. Topic Assignments by CEPA/CReMA.

| Topic | CEPA/CReMA Code | CEPA/CReMA class |
| :--- | :--- | :--- |
| Windows and doors | 13B | Heat/Energy saving and management |
| Insulation | 13 B | Heat/Energy saving and management |
| Agriculture | 9,16 | Other environment construction |
| Pure construction | 9,16 | Other environment construction <br> Water and waste |
| 2,3 | Waste Water management, Waste <br> management |  |
| Alternative energy <br> construction | 1 | Protection of ambient air and climate |
| Energy saving <br> pollution | 13B | Heat/Energy saving and management |

output value. Of course the $s e m_{-} w t_{d}$ estimate proposed here is based on emphasis or meaning in text and the degree to which this is causally linked to economic value remains uncertain. Nevertheless, in light of the comparisons made here and the sound statistical methodology (e.g., creating a satellite register and vocabulary construction) underlying the computation of $s e m \_w t_{d}$, it seems reasonable to assume the overall estimate of EUR 229.2 m for EGSS in the construction sector in Ireland, based on $s e m_{-} w t_{d}$, is fundamentally sound.

Remarkably, we can glean more knowledge from our data than just the overall estimate of output value. Specifically, EU Regulation 691/2011 (EU 691,2011) also requires participating member states to provide a breakdown of output value by environmental protection (CEPA) and resource management (CReMA) classifications. Looking at the seven topics identified in Table 1 we can fairly readily associate these with classification headings within CEPA/CReMA as shown in Table 2.

Now, using the estimated document-topic matrix of probabilities $\hat{\theta}_{j d}$ we can allocate the output value of each firm on the satellite register, associated with the $d^{\text {th }}$ description, according to these probabilities, giving the CEPA/CReMA value for each firm. Summing these values across all firms we arrive at the EGSS value in the construction sector broken down by CEPA/CReMA, the resulting sector totals are given in Table 3.

The figures in Table 3 show the largest sub-component of EGSS output in the construction sector in Ireland is EUR 98.5 m and relates to the area of 'Heat/Energy saving and management'. This covers the provision of insulation and installation of

Table 3. Construction Value by CEPA/CReMA class.

| CEPA/CReMA class | Value <br> EUR $(\mathrm{m})$ | Stand Error <br> EUR $(\mathrm{m})$ |
| :--- | :---: | :---: |
| Protection of ambient air and climate | 32.7 | 10.7 |
| Waste water management, Waste management | 33.9 | 12.0 |
| Heat/energy saving and management | 98.5 | 20.3 |
| Other environment construction | 64.1 | 16.4 |
| All | 229.2 | 14.7 |

windows and doors in buildings. Separately we have estimated 'Heat/Energy saving and management' based on aggregate retro-fit insulation grant data (SEAI 2013) and new house construction data (see Department of Environment 2013) and obtained a value of between EUR 100 m and EUR 115 m . It is pleasing to see that the sem_wt ${ }_{d}$ estimate of EUR 98.5 m computed here is close to the lower end of this interval, adding further to the credibility of our proposed approach. The standard error of the estimated value is also provided based on the 20 simulation runs. The overall standard error of the estimate across all CEPA/CReMA classes comes in at just over $6 \%$, showing the estimated value is quite precise. Also interestingly, this breakdown comes at virtually no additional effort and therefore shows the considerable added value of using LDA to estimate output based on a set of relevant topics. We note that in practice this level of refinement would generally be possible only using a targeted survey such as the GGSS. However, here the time, cost and response burden associated with a specific survey have been avoided.

## 7. Closing Remarks

The key research problem addressed in this paper is whether and to what extent the semantic value provided in a construction firm's activity description text, informs us about the environmental economic value of the firm. The key assumption underlying this interconnection is, the emphasis a firm places on environmentally related terms in its descriptive text, will also reflect its economic focus and therefore the resulting productive value of the firm. Clearly, in this scenario, the output value of a firm that spends $95 \%$ of its time on pure construction work and just $5 \%$ of its time on environmental work will be overestimated, if the description comprises several environmental terms and few construction terms. However, this scenario contradicts reality as firms actually do emphasise the activities that are important to them in their activity description. Indeed, like many other NSIs, CSO in its annual BR survey specifically asks each firm to give, as full a description as possible of its main activities, and on this basis our underlying assumption seems valid. We also stress that our experience based on purposefully selecting 1,077 environmentally related construction activity descriptions on our satellite register tends to bear this out.

In this article, we used a relatively new applied statistical method called Latent Dirichlet Allocation (LDA) to search for meaning in activity description text strings, in the form of main topics or themes occurring on a satellite construction register. Using the activity descriptions on this register we constructed a vocabulary of 712 unique words needed as input for LDA. We also conducted a model evaluation study and established that our dataset of activity descriptions could be softly-classified into just seven environmentally relevant topics. With this seven topic classification we proceeded to extract the weight of evidence associated with environmental terms in each activity description. Based on LDA's estimated word-topic and document-topic probabilities, we proposed a statistically meaningful and environmentally relevant weighting factor. This is based on the ratio of the probability of genuinely environmental words in the activity description to the probability of all words; this ratio reflecting the semantic importance of the environmental aspects of the description conditional on the topic.

We applied the resulting evidence weight to the associated firm's overall output value to arrive at an estimate of the EGSS value for each construction firm. The quality of this estimate predicated on the assumption that environmental emphasis placed in the text by that firm, reflects the environmental economic value. On this basis, we arrived at an EGSS estimate for construction in Ireland in 2013 of EUR 229.2m. This accounts for about 41\% of the overall output for all firms on the satellite construction register. Comparisons with two other countries, namely the UK and Estonia revealed that the value of our estimate as a proportion of total EGSS value appeared to be on the low side at $6.7 \%$. With this caveat in mind, we viewed the estimated output value of EUR 229.2 m for EGSS, arrived at here by analysis of environmental emphasis within activity descriptions, to be fundamentally sound. In addition, we are able to match the topics found by LDA with CEPA/CReMA classes leading to output classified by the latter. This is a valuable extra benefit to using LDA.

It cannot be overemphasised that we have been very purposeful in our use of LDA. Thus, as occurs in many other implementations, we have avoided the pitfall of using LDA as a black box to identify latent topics in a corpus of general construction descriptions that then might map to meaningful environmental concepts. Instead, we have pragmatically selected a corpus of environmental activity descriptions and prudently selected a vocabulary based on these descriptions. Thus, from the outset we have done considerable dimension reduction to our dataset before applying LDA. This has put in place the foundations to ensure a meaningful mapping between the topics LDA has discovered and real environmental concepts. Given these operational constraints, our results show that LDA is an impressive tool for identifying meaningful topics. Moreover, we feel this contributes greatly to enhancing the accuracy of our estimates of economic output derived from LDAs document-topic and word-topic probability distributions.

In the literature, LDA and its variants, such as dynamic topic models (Blei and Lafferty 2006), correlated topic models (Blei and Lafferty 2007), tagged or labelled LDA (Ramage et al. 2009) are used solely for text-based corpus analysis. These variants also extend LDA in various ways. By contrast, the analysis conducted here has been undertaken on a relatively small dataset with a small number of topics. Interestingly, we note the approach taken here, where we used a set of purely construction words from a pure construction source, is in essence a form of tagged LDA. Where it is possible to a priori tag certain descriptions beforehand with a tag that more precisely identifies economic value with the activity description and/or correlate descriptions, the variants mentioned may give rise to more credible estimates. For this reason and others noted earlier, we stress that the estimate of output arrived at here is not meant to replace estimates arrived at by other (e.g., demand side) means. Ideally, the estimate of EGSS output computed here should complement those others and indeed give a direct breakdown of output according to CEPA/CReMA, as required by the EGSS module in the EU Regulation.

## 8. Appendix

Using the notation in Section 2, we note from Equation (2) the multinomial distributions over the parameter sets for $\varphi$ and $\theta$ only appear in $P(w \mid z)$ and $P(z)$ terms respectively. Moreover, as their respective Dirichlet priors are conjugate to these multinomial
distributions, both (matrix) parameter sets $\varphi$ and $\theta$ can be integrated out to give the joint likelihood $P(w, z)$, which is proportional to the product of (see Griffiths \& Steyvers 2004)

$$
\begin{gather*}
P(w \mid z)=\left(\frac{\Gamma(W \beta)}{\Gamma\left(\beta^{W}\right)}\right)^{K} \prod_{j=1}^{K} \frac{\prod_{w} \Gamma\left(n_{w j}+\beta\right)}{\Gamma\left(N_{j}+W \beta\right)}  \tag{A1}\\
P(z)=\left(\frac{\Gamma(K \alpha)}{\Gamma\left(\alpha^{K}\right)}\right)^{D} \prod_{d=1}^{D} \frac{\prod_{j} \Gamma\left(n_{j d}+\alpha\right)}{\Gamma\left(N_{d}+K \alpha\right)} \tag{A2}
\end{gather*}
$$

where the entry $n_{w j}$ in the word-topic count matrix $\left(n_{w j}\right)$ give the number of times word $w$ has been assigned to topic $j$ in the vector of assignments $z$, the entry $n_{j d}$ in document-topic count matrix $\left(n_{j d}\right)$ gives the number of times a word from document $d$ has been assigned to topic $j$ and $\Gamma$ is the standard gamma function. Both terms $N_{j}$ and $N_{d}$ are the respective topic and document totals of $n_{w j}$ and $n_{j d}$, while $W$ is the total number of words in the vocabulary. The full conditional topic distributions required for Gibbs sampling are computed from the resulting joint likelihood (see Griffiths and Steyvers 2004). More specifically, denoting the proposed topic to be assigned to term $w_{t}$ in the $d^{t h}$ document by $z_{t}=(1 \cdots K)$, the full conditional topic distribution associated with this proposed latent assignment $z_{t}$ is given by

$$
\begin{equation*}
P\left(z_{t}=j \mid z_{(-t)}, w\right) \propto \frac{n_{w_{t}, j(-t)}+\beta}{N_{j(-t)}+W \beta} \times \frac{n_{j(-t), d}+\alpha}{N_{d,(-t)}+K \alpha} \tag{A3}
\end{equation*}
$$

where $(-t)$ denotes the exclusion of the proposed topic $z_{t}=j$ for word $w_{t}$ and $N_{,(-t)}$ is the total of word-topic and document-topic counts $n{ }_{,(-t)}$ of the current assignments $z_{(-t)}$ excluding the proposed topic $z_{t}=j$.

For any single sample we can estimate the word topic and topic document (matrix) parameter sets $\hat{\varphi}$ and $\hat{\theta}$ of probabilities respectively as

$$
\begin{align*}
\hat{\varphi}_{w j} & =\frac{n_{w j}+\beta}{N_{j}+W \beta}  \tag{A4}\\
\hat{\theta}_{j d} & =\frac{n_{j d}+\alpha}{N_{d}+K \alpha} \tag{A5}
\end{align*}
$$

The word topic Equation A4 is used to compute the term-score used in Section 4 to visualise words within their topics.
Table A1. Highest ranking term scores for vocabulary words by topic.

| Windows and doors | Insulation | Construction |  | Water, waste and energy saving | Alternative energy |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Agriculture | Other construction |  |  |
| WINDOW | HOUSE | BUILDING | INSULATE | WATER | HEATING |
| DOOR | INSULATE | CLADDING | CLADDING | WIND | ENERGY |
| PVC | ATTIC | CONSTRUCTION | BUILDING | CONSTRUCTION | SOLAR |
| FITTING | WALL | TANK | CONTRACTOR | TREATMENT | PLUMBING |
| INSTALL | TIMBER | SLATTED | ROOFING | TURBINE | INSTALL |
| GLAZING | FRAME | SHED | HOME | INDUSTRY | RENEWABLE |
| REPAIR | CAVITY | ROOFING | ROOF | SCHEME | PELLET |
| UPVC | DRY | FARM | STEEL | BUILDING <br> ENERGY RATING | WOOD |
| ALUMINIUM | LINING | AGRICULTURAL | SMALL | DISTRIBUTION | GEOTHERMAL |
| FASCIA | CEILING | SLURRY | ATTIC | RADON | BOILER |

Table A1. Continued.
$=8$ Topics
Topic

| Windows and doors | Insulation | Agriculture | Construction |  | Water and waste | Alternative energy | Energy saving and pollution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Internal | External |  |  |  |
| WINDOW | ATTIC | BUILDING | InSULATE | ROOFING | WATER | SOLAR | ENERGY |
| DOOR | INSULATE | CLADDING | CONTRACTOR | TIMBER | CONSTRUCTION | ENERGY | INSTALL |
| PVC | WALL | CONSTRUCTION | CLADDING | CLADDING | WIND | PLUMBING | HOME |
| INSTALL | HOUSE | TANK | DRY | DEMOLITION | CIVIL | RENEWABLE | ENVIRONMENT |
| FITTING | CAVITY | SLATTED | LINING | CONTRACTOR | TREATMENT | HEAT | AIR |
| GLAZING | BUILDING | SHED | CEILING | FRAME | HIRE | PUMP | BUILDING <br> ENERGY RATING |
| UPVC | SMALL | ROOFING | DRYLINING | HOUSE | SALE | WOOD | ACOUSTIC |
| ALUMINIUM | SALE | FARM | PLASTERING | DRAINAGE | INDUSTRY | PELLET | MEMBRANE |
| REPAIR | INSTALL | AGRICULTURAL | SLABBING | LAND | TURBINE | GEOTHERMAL | BARRIER |
| FASCIA | EXTERNAL | SLURRY | DRYWALL | ROOF | WASTE | STOVE | RADON |

Table A2. NACE Divisions 41-43 construction vocabulary word list.

| Vocabulary words NOT selected by $t f$-idf and added by Author | Vocabulary Word selected by tf-idf scheme ordered by decending $t f$-idf rowwise (Note " $S$ " dropped at word-end) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Earth | Grid | convert | geotechnical | Phone | SERVICER | window | HIGH | companie | mantain | Unit |
| stone | detection | convertion | G10 | рното | Share | windmil | hosprital | converting | management | fitter |
| sustainable | Leak | COOLER | government | Photography | SHEEPWOOL | woodpelet | IMPORT | decorative | partition | product |
| LOG | borehole | Core | gras | PLA | Signaler | wrapping | instulation | delvery | Property | civil |
| waterman | Softener | correction | GROUNDSWORK | planthre | sпo | councll | joiner | DRILING | semeg | SAle |
| biomas | pumping | corrugate | growing | plasterboardin | skim | WEL | jointing | driver | Spray | SHED |
| HEATPUMP | vessel | coupled | harvesting | plasterer | slate | ош | KERB | DUCT | tumg | cavity |
| GROUNDWORK | wiring | covering | haulage | PLAStic | Slatted | Pipework | LED | ERECT | ventilation | domestic |
| rain | shuttering | craft | heater | PLu | soll | PIT | UGHT | foundation | une | maintenance |
| SEwer | AGRI | crushing | herrtage | plumber | soya | Sewage | machine | garden | restoration | Hire |
| drain | Agric | cubicle | Horse | PLY | Sprayer | automation | marketing | importation | developer | Roofing |
| fibreglas | Authority | curatin | horticultural | polution | spring | drywaming | metering | importing | nvironment | ALL |
| reclamation | dry yiner | cut | housebuiling | polystyrene | Staluer | Airtight | MIL | Low | Land |  |
| membrane | extentsion | cyunder | hVac | polyurethane | stat | alteration | operator | Machinery | acoustic |  |
| Recovery | FIIL | DAM | imaging | POND | Station | alternative | partitioning | MAIN | cattle |  |
| flitration | hydro | damaged | improvement | pool | steam | apartment | Partner | mechanical | consultant |  |
| underground | hygiene | damproofing | infrastructure | PORCH | steeung | applcation | passive | Piping | control |  |
| sewerage | preser vation | data | inspection | potental | Storm | Area | paving | prepare | Fixing |  |
| slabbing | rubble | dealing | inst | pouring | straw | assessment | plasterboard | principal | FLooring |  |
| Lughting | afroboard | decommission | instafibre | powerline | styrofoam | AUthortie | proces | puble | kttchen |  |
| slab | agent | demoutian | instrumentation | Pre | su | bed | program | SHOP | Laying |  |
| SOUND | Agriculture | density | integrated | Primary | SUbmersible | board | Prop | SINGLE | manufacturing |  |
| barrier | Al | description | interior | Prior | subsoll | bonded | Propertie | slating | Painting |  |
| forestry | analysi | designing | interpretation | processing | sudo | cabin | protection | Space | PIPE |  |
| BUSINESS ENERGY RATING | animal | ${ }^{\text {dig }}$ | irrigation | Prod | SUN | CABLE | PROVIDER | SPEClalse | SAVing |  |
| drywall | appartment | dismantie | JCB | programme | SUPPORT | CHP | purchase | TAnking | servicing |  |
| Pemet | architectural | Dock | кır | Promote | surface | clay | radiator | TESting | SUSPEnded |  |
| LANDFILL | Asbesto | ром | lagoon | PUMPED | SURVEying | clean | Recycung | thatcher | busines |  |
| Ground | attenuation | domestuc | Landiord | purification | sw | clent | refridgeration | trade | distribution |  |
| agricultural | Audio | draught | Landscaping | quote | sweden | COAT | Related | waterproofng | external |  |
| geothermal | Audit | draw | large | Raft | swimming | comte | removal | Filter | FIRST |  |
| Sllage | automatic | dredging | Laser | Rall | Swithgear | COMmISSIONING | rental | GRoup | MEtER |  |
| turbine | baling | DRILING | leakage | Rainwater | SYPhonic | Conservation | repar | Proofing | project |  |
| waste | banded | dryuining | LfT | raw | systme | Conservatory | reservoir | digger | Provide |  |
| dr yuning | base | dutie | UNER | RD | TAPE | hygienic | retaining | Speciaust | structure |  |
| PUMP | based | ecobead | uve | reclamation | tar | CUSTOMER | SAmple | SUPPLE | sub |  |
| ceilng | bedroom | efficent | Logging | Reclaming | taring | cutting | security | cow | subcontractor |  |
| Aluminium | Bend | effluent | MAC | Recover | technicaluy | dairy | SEPTIC | EXCAVATOR | SUPPLER |  |
| drainage | Bin | element | marble | reducing | techician | decorating | SERV | нот | yard |  |
| wood | biofuel | emptying | marine | Reed | technology | device | Sheet | internal | Carpenter |  |
| LINING | blocklaying | emulsion | market | Refrigerated | telephone | disposal | SHIP | labour | scheme |  |
| DRY | blown | Engaged | MAS | REG | teo | DISTRIBUTOR | SKIR TING | material | erecting |  |
| treatment | bodie | engine | mastic | reinforced | teoranta | DOE | SLotted | operation | Farmer |  |
| Glazing | boxe | errection | MATER | removing | thatched | DRIL | Smart | premise | housing |  |
| wind | brewery | escavation | measure | renovating | therminal | driving | SOLD | production | oll |  |
| site | Bricklayer | exploration | MEtre | REP | tightines | ducting | SPreading | refurbishment | private |  |
| Farm | bridge | exterior | MGE | Reser voire | TIIE | ductwork | stainles | Retall | SECOND |  |
| timber | Burner | Extract | MGMT | reslating | TIPPER | DUMPER | Stair | safety | Sturry |  |
| heating | businesse | facade | MIDDIE | resource | Tool | ECO | Store | sheeting | industry |  |
| plumbing | calbration | Facluty | miking | respraying | towee | Efficiency | structural | solution | Equipment |  |
| renewable | capping | FACtor | mineral | rethatching | track | energie | structured | Specialsing | clearance |  |
| Fitting | Carried | Farmyard | $\mathrm{M} \mathrm{N}^{1}$ | roadstone | trailer | ERECTOR | stud | storage | fabrication |  |
| water | ссту | FAST | mitigation | roadway | transforme | ESB | SURVEy | tractor | rating |  |
| SErvice | celing | FEE | мовIIE | ROADWORK | truck | extraction | таск | UNDERFLOOR | residential |  |
| cladding | certify | felting | modular | ROCK | tunnel | FACTORIE | thatch | walung | ROAD |  |
| system | chamber | feul | MONITORING | Rockwool | UNDER | Felt | timberframe | Assessor | stove |  |
| UPVC | cleaning | filteration | moving | Rood | UNDERTAKING | Field | TORCH | excavation | concrete |  |
| HOUSE | clearing | Filterscooler | Network | ROOFER | UPGRading | Film | transmission | Renewal | Roof |  |
| solar | Coating | fireproofing | onlive | Salvage | visual | Fire | UPGRADE | slated | bathroom |  |
| Contractor | coilete | firewood | or | Santtary | voltaic | frieplace | valve | gutter | manufacture |  |
| construction | combined | Fix | operate | Santiation | walk | foreign | voltage | metal | plastering |  |
| energy | complex | FOOD | OPTION | SANITry | wardrobe | Forest | wooden | AIR | номе |  |
| Attic | comply | FORMWORK | overhead | scanning | ware | frame | POWER | Aspect | FLOOR |  |
| buiding | component | Free | paralon | scrap | waredrobe | Friendiy | Radon | bead | Smal |  |
| insulate | Сомpostre | fuel | parlour | Screening | warehouse | Furniture | thatching | crane | electrical |  |
| demoltion | Con | FUME | PATH | securing | waterproof | GEO | THERMAL | dweung | boller |  |
| DOOR | CONDITION | fumigation | perculation | SEI | waterway | geological | ACtivitie | efficient | FASCIA |  |
| install | condtroning | future | Performance | SEL | WATER WORK | handing | вı | farming | SOFFIT |  |
| tank | constructed | gasification | period | SEparator | welding | hanging | central | FOAM | steel |  |
| window | controung | geophysical | Pharmaceutical | SERVER | wheele | heavy | clear | garage | heat |  |
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# Supplementing Small Probability Samples with Nonprobability Samples: A Bayesian Approach 

Joseph W. Sakshaug ${ }^{1}$, Arkadiusz Wiśniowski ${ }^{2}$, Diego Andres Perez Ruiz ${ }^{2}$, and Annelies G. Blom ${ }^{3}$


#### Abstract

Carefully designed probability-based sample surveys can be prohibitively expensive to conduct. As such, many survey organizations have shifted away from using expensive probability samples in favor of less expensive, but possibly less accurate, nonprobability web samples. However, their lower costs and abundant availability make them a potentially useful supplement to traditional probability-based samples. We examine this notion by proposing a method of supplementing small probability samples with nonprobability samples using Bayesian inference. We consider two semi-conjugate informative prior distributions for linear regression coefficients based on nonprobability samples, one accounting for the distance between maximum likelihood coefficients derived from parallel probability and nonprobability samples, and the second depending on the variability and size of the nonprobability sample. The method is evaluated in comparison with a reference prior through simulations and a real-data application involving multiple probability and nonprobability surveys fielded simultaneously using the same questionnaire. We show that the method reduces the variance and mean-squared error (MSE) of coefficient estimates and model-based predictions relative to probability-only samples. Using actual and assumed cost data we also show that the method can yield substantial cost savings (up to 55\%) for a fixed MSE.


Key words: Bayesian inference; quota sampling; German Internet Panel; GESIS Panel; web surveys.

## 1. Introduction

### 1.1. Background

Scientific surveys based on random, probability-based samples are ubiquitously used in the social sciences to study and describe large populations. They provide a critical source of quantifiable information used by governments and policy-makers to make informed decisions. However, probability-based surveys are increasingly expensive to carry out due to declining response rates and costly intervention strategies (Tourangeau and Plewes 2013). Consequently, many survey organizations have shifted away from probabilitybased samples in favor of cheaper nonprobability samples usually drawn from volunteer web panels. This shift in practice has prompted significant controversy and skepticism
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over the representativeness and overall utility of nonprobability samples (Baker et al. 2013). While probability-based surveys have their own concerns regarding representativeness (Gelman et al. 2016; Wang et al. 2015), comparison studies generally show (with same exceptions: see, for example Kennedy et al. 2016) that they produce more accurate population estimates than nonprobability surveys when evaluated against benchmark data (Yeager et al. 2011; Blom et al. 2017; Malhotra and Krosnick 2007; Chang and Krosnick 2009; Dutwin and Buskirk 2017; Pennay et al. 2018; Erens et al. 2014; Callegaro et al. 2014; MacInnis et al. 2018). Hence, the field of survey research is in a situation where probability-based samples are preferred from an error perspective, while nonprobability samples are preferred from a cost perspective.

Given the advantages of both sampling schemes, it makes sense to devise a strategy to combine them in a way that is beneficial from both a cost and error perspective. In some ways, survey organizations already attempt to make use of both sample types, either by drawing a nonprobability sample whose units closely match units from a reference probability sample prior to data collection (Rivers 2007; Rivers and Bailey 2009; Ansolabehere and Rivers 2013), or by devising post-survey weights that adjust the composition of a nonprobability sample survey towards that of a reference probability survey (Lee 2006; Lee and Valliant 2009; Valliant and Dever 2011). While both approaches are cost-effective and have been shown to increase the accuracy of estimates derived from nonprobability surveys, they have some important limitations. Firstly, they assume that the matching/adjustment variables fully explain the underlying selection mechanism that leads to inclusion in the nonprobability sample - a questionable and usually untestable assumption in practice (Mercer et al. 2017). Secondly, the target variable of interest is usually not present in the reference probability survey data, and therefore, these data are usually discarded after the matching/adjustment procedure. The intended analysis is then based solely on the nonprobability survey data, which lacks important properties of randomization theory, including the ability to measure the uncertainty of sample-based estimates.

Instead of forgoing probability-based survey data collection entirely, an alternative approach is to field the same questionnaire in a parallel probability and nonprobability sample and analyze the collected data jointly. For example, Elliott and Haviland (2007) describe a methodology that supplements a traditional probability sample with a webbased convenience sample. They evaluate a composite estimator influenced by Rao (2003) that is a linear combination of a probability and convenience sample, with each sample weighted according to a bias function. The estimator, under certain conditions, yields a smaller mean-squared error (MSE) compared to the probability-only sample. In related work, Elliott (2013) proposes a method of devising pseudo-weights for a nonprobability sample based on probabilities of selection estimated using a parallel probability sample. Both samples can then be combined and analyzed with case weights as if the units were drawn from the same population frame. The method is shown to reduce bias and MSE relative to a probability-only sample.

DiSogra et al. (2012) introduce an idea referred to as "blended calibration" in which available probability sample cases are supplemented with parallel nonprobability opt-in panel cases. The two-step procedure relies on, firstly, weighting the probability sample to known population benchmarks using a raking or poststratification procedure. In the second
step, the weighted probability and unweighted opt-in cases are combined and the combined sample is calibrated to the probability-only sample on a selection of survey variables common to both samples. The method yields smaller bias and MSE compared to more traditional approaches of analyzing probability and nonprobability samples separately and jointly. Fahimi et al. (2014) extend the approach by considering a more effective range of differentiator variables to use in the calibration step.

A practical limitation of the above studies is that they require relatively large probability sample sizes. Elliott and Haviland (2007) recommend a probability sample size of at least 1,000-10,000 cases alongside a convenience sample size in the thousands, and Elliott (2013) uses a probability sample size of 50,000 in the simulation study. Blended calibration also requires a relatively large probability sample size in order to minimize the variability in the probability-based survey benchmarks.

Any data integration strategy that requires fielding a large probability sample is likely to be met with opposition, as such sample sizes are prohibitively expensive for most survey budgets. An alternative, and more budget-friendly, strategy is to draw and field a small probability sample and combine it with a parallel nonprobability sample. On the face of it, the usefulness of deliberately fielding a small probability sample is not intuitively clear. Estimates derived from small probability samples, while inferentially valid, are subject to large variability and are insufficient as a standalone source of population information. Furthermore, a small probability sample is too sparse to be used as a reference sample for sample matching and post-survey adjustment procedures. A natural question, therefore, is whether there exists any scenario in which combining a small probability sample with a nonprobability sample could be beneficial from both a cost and error perspective.

### 1.2. Bayesian Inference

We address this question from a Bayesian inferential viewpoint. Bayesian inference offers an attractive system of estimation that allows combining sparse scientific data, such as those from probability-based samples, with less scientific and less reliable but potentially abundant and cheap information, such as those derived from nonprobability sources (Gelman et al. 2013). There are several advantages of using Bayesian inference in the context of combining small probability samples with nonprobability samples. First, the Bayesian framework allows for estimating complex models and quantifying measures of uncertainty, which can be problematic when analyzing nonprobability data under traditional estimation frameworks. Second, unlike sample matching and post-survey adjustment procedures, the Bayesian framework allows for the analysis of probabilitybased sample units through the likelihood function and is principally structured to give priority to these units in the posterior estimations as the probability sample size increases. Put differently, as additional probability sample units are observed, the "prior" information brought in through the nonprobability data becomes less relevant in the estimations, and increasing weight is given to the probability units. And third, because the probability-based likelihood borrows information from the informative nonprobabilitybased prior, the resulting posterior estimates are expected to be more efficient, that is, have less uncertainty, compared to estimates derived from small probability-only samples. This result could yield potential cost savings if large reductions in uncertainty are achieved and
the marginal cost of interviewing a nonprobability sample unit is lower than that of a probability sample unit - a plausible scenario in practice.

However, a disadvantage of applying the Bayesian framework in the aforementioned context is the deliberate incorporation of (potentially) biased data into the estimation process. In contrast to sample matching and post-survey adjustment, which takes an errorprone nonprobability sample and skews it towards a presumably less error-prone probability reference sample, the Bayesian approach that we describe does the opposite. That is, the method takes a probability sample and deliberately skews it towards a nonprobability sample reflected in the prior. The posterior estimates are therefore likely to have more bias than corresponding probability-only estimates. This effect is likely to be most pronounced for small probability samples where the prior will have peak influence on the posterior estimates. On the other hand, the expected reduction in variability due to the supplementary use of nonprobability data may offset any increase in bias, resulting in an estimator that yields a smaller mean-squared error.

### 1.3. Research Aims

In this article, we investigate whether supplementing a probability sample with nonprobability sample priors can produce more efficient survey estimates under varying probability sample sizes. We consider three specifications of the prior distribution for a target analysis of regression coefficients and model-based predictions: (i) a reference prior that allows for the probability sample to dominate the posterior, (ii) an informative prior that decreases the weight of the nonprobability sample with increasing distance between the maximum likelihood coefficient estimates derived from the probability and nonprobability samples, thus, "protecting" against bias in the latter, and (iii) an informative prior whose weight depends on the variability and size of the nonprobability sample and is able to dominate the posterior. Further, we examine the extent to which varying levels of bias in the nonprobability sample affect the mean-squared error (MSE) of the posterior estimates. To achieve these aims, we carry out a simulation study and real-data application involving two nationally-representative, probability-based surveys and eight nonprobability web surveys fielded in parallel using the same questionnaire. Through the application, we also assess whether the method is likely to yield cost savings for a fixed MSE.

The balance of this article is organized into five sections. Section 2 describes the proposed methodology for combining probability and nonprobability samples under a Bayesian framework. Section 3 presents the simulation study examining the bias-variance tradeoff of the method for various bias and sample size parameters. Sections 4 and 5 describe the real-data application and evaluation. Lastly, Section 6 provides a general discussion of the results, their implications for survey practice, and possible research extensions.

## 2. Methodology

### 2.1. Modeling Approach

As introduced in Subsection 1.2, in Bayesian inference (for details, see Gelman et al. 2013), the likelihood distribution is multiplied by a prior distribution, and inferences are
typically summarized by random draws from this product, that is, the posterior distribution. On the one hand, Bayesian inference can utilize prior distributions that "allow data to speak for themselves," that is, to have a negligible influence on the posterior draws. These priors are known as noninformative or weakly informative. On the other hand, informative priors can be used to add information about model parameters. This may be desirable in situations where parameters cannot be identified, or due to a small number of available observations. In this section we present three models, of which two use informative prior distributions constructed from a single nonprobability sample.

Consider an $n \times 1$ response vector $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)^{T}$ of observations collected from a probability-based survey. The parameter of interest is the expectation of $\mathbf{y}$, denoted by $\mu$. We assume that $y$ is continuous and normally distributed:

$$
\mathbf{y} \sim N\left(\mu, \sigma^{2}\right)
$$

where $\sigma^{2}$ is the unknown variance of $\mathbf{y}$. The simple model can be expanded to account for covariates if the researcher's substantive interest lies in interpreting their effect on the outcome variable, or in making model-based predictions of the outcome. We focus on these two scenarios. The covariates can be incorporated by using a linear regression with an $n \times p$ design matrix $X=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right]$, which leads to

$$
\mathbf{y} \sim N\left(X \boldsymbol{\beta}, \sigma^{2} I\right)
$$

where $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\prime}$ is a column vector of length $p$ and $I$ is the $n \times n$ identity matrix. We note that this model does not explicitly reflect the survey design. In our forthcoming application, we include survey weights as a covariate in the proposed modeling approach. Adapting the proposed approach to include additional survey design features (e.g., stratification, clustering) is a topic we leave for future work.

A semi-conjugate prior distribution for a single regression coefficient, $\beta_{j}$, for $j=$ $1, \ldots, p$ is

$$
\begin{equation*}
\beta_{j} \sim N\left(\beta_{j 0}, \sigma_{\beta_{j} 0}^{2}\right) \tag{1}
\end{equation*}
$$

with fixed location and variance hyperparameters, $\beta_{j 0}$ and $\sigma_{\beta_{j} 0}^{2}$, respectively. The semiconjugacy (or conditional conjugacy) results from the fact that the variance in (1) does not depend on $\sigma^{2}$ (Gelman et al. 2013, 130). We consider three specifications of these hyperparameters.

In Model 1 we assume a weakly informative parameterization of the priors, that is;

$$
\beta_{j 0}=0, \quad \sigma_{\beta_{j} 0}^{2}=10^{6}
$$

This specification allows the model parameters to be estimated directly from the probability data. Therefore, we treat this model as a reference to compare the two other specifications in which we introduce information from the nonprobability samples.

In Model 2 we introduce an informative prior by utilizing information from a single nonprobability sample. First, we define $\hat{\beta}_{j}^{P}$ and $\hat{\beta}_{j}^{N P}$ to be the maximum likelihood (ML) estimators of the regression coefficients using the probability $(P)$ and nonprobability $(N P)$ survey data, respectively. These ML estimates are equivalent to the means of the posterior distributions of these parameters under the linear regression model using
noninformative Jeffrey's priors. We implicitly assume a simple random sampling design for the nonprobability data. Next, we set the hyperparameter $\beta_{j 0}$ equal to the estimated regression coefficient derived from the nonprobability survey, $\hat{\beta}_{j}^{N P}$. For the variance hyperparameter $\sigma_{\beta_{j} 0}^{2}$ we consider the Euclidean distance between the ML regression coefficients estimated in the probability survey and in the nonprobability survey. Specifically, we consider the square of the distance as the variance hyperparameter in (1):

$$
\sigma_{\beta_{j} 0}^{2}=d^{2}\left(\hat{\beta}_{j}^{P}, \hat{\beta}_{j}^{N P}\right)=\left(\hat{\beta}_{j}^{P}-\hat{\beta}_{j}^{N P}\right)^{2}, \quad \forall j .
$$

Therefore, the prior for the regression coefficient in Model 2 can be written as:

$$
\begin{equation*}
\beta_{j} \sim N\left(\hat{\beta}_{j}^{N P}, d^{2}\left(\hat{\beta}_{j}^{P}, \hat{\beta}_{j}^{N P}\right)\right) \tag{2}
\end{equation*}
$$

This method of setting the hyperparameter for the regression coefficient implies that the standard deviation, $\sigma_{\beta_{j} 0}$, is equal to the difference between the probability- and nonprobability-based ML estimates and does not depend on the size of the nonprobability sample. This, on the one hand, ensures some variability around the mean while keeping the uncertainty relatively small. If the distance $d$ is large, the prior is wider and allows the small probability sample to influence the posterior. The smaller the distance between the two ML estimates, the tighter the prior distribution and, thus, larger potential gains in reducing posterior variance. A potential limitation of this approach is that if the distance is zero, that is, the corresponding probability and nonprobability estimates are equal, then the hyperparameter will be set to zero and shrink the location parameter $\beta_{j}$ to a fixed value being $\hat{\beta}_{j}^{N P}$. However, in practice, such an event has virtually zero probability. When the distance is extremely small, it may severely reduce the variance of the posterior distribution for the parameter, especially when the probability sample size is very small. The next model we consider is free from this shortcoming.

By using the probability-based estimator to construct the prior distribution, the question of using data twice arises. We address this issue by pointing out that the ML estimator from the probability sample (a measure of central tendency) is used to inform the variance, rather than the mean. Further, we use the information from the probability data only in relative comparison to the nonprobability sample. Hence, any potential shrinkage in posterior variance depends on the combination of both data sets, rather than the probability data alone.

In Model 3 we use a bootstrap procedure instead of the squared distance to derive information about the variance hyperparameter in (1). The bootstrap method has been used in many contexts and was originally proposed by Efron (1979). The general approach is to draw random subsamples with replacement from the full sample a large number of times and estimate the statistic of interest in each subsample before combining them using a bootstrap estimator. We implement the procedure by drawing 1,000 bootstrap samples from the nonprobability survey data, estimating the regression coefficient in each of them, and then calculating the variance $\left(\hat{\sigma}_{\beta_{j}}^{B N P}\right)^{2}$ across all regression coefficients. We then set the variance hyperparameter in (1) to the estimated variance and the prior distribution for
the regression coefficient in Model 3:

$$
\begin{equation*}
\beta_{j} \sim N\left(\hat{\beta}_{j}^{N P},\left(\hat{\sigma}_{\beta_{j}}^{B N P}\right)^{2}\right) \tag{3}
\end{equation*}
$$

with mean being the ML coefficient calculated using the nonprobability sample (the mean of all bootstrapped coefficients will converge to it). This approach is an alternative to calculating the uncertainty around the nonprobability-based regression coefficient and ensures it is always positive. The method is limited in a sense that the hyperparameter relies on the bootstrapped nonprobability sample which may propagate its unrepresentativeness and homogeneity, especially when very large nonprobability sample sizes are used, again leading to a false sense of certainty about the regression coefficient. However, analogous to the distance approach, this effect is reduced the larger the size of the probability sample.

For the variance of the regression model, $\sigma^{2}$, we first transform it to a precision, that is, inverse variance $\left(\sigma^{-2}\right)$, and set $\sigma^{-2} \sim \Gamma(r, m)$ where $\Gamma(\cdot, \cdot)$ denotes a Gamma distribution with hyperparameters $r$ being a shape and $m$ being a rate. In our application, we set these hyperparameters to be $r=m=10^{-3}$. This specification for the precision parameter is approximately noninformative and gives preference to the data (Gelman et al. 2013, 128). It remains the same for Models 1 through 3, which ensures comparability of the results.

## 3. Simulated Data Inference

In this section, we demonstrate how the proposed methods work under various assumptions regarding bias and sample size introduced through simulated data. First, we investigate the effect of bias on the regression coefficients of the model (part A of the simulation), and second, we analyze to what extent the bias affects model-based predictions of the outcome variable (part B).

The analysis was implemented in OpenBUGS (Spiegelhalter et al. 2007) and R (R Core Team 2016) using the library r2openbugs (Sturtz et al. 2005). We also use MCMCpack to summarize the results of the simulations, boot package for bootstrapping, as well as ggmemc and lattice packages for visualization. In the simulations, the posterior distributions were obtained using three MCMC chains with samples of 2,000 each and 500 burn-in samples which ensured convergence of all chains.

To generate the data, we first assume the true values of the parameters in a linear regression model with intercept $\beta_{1}=5$, two parameters $\beta_{2}=0.5$ and $\beta_{3}=1$, and standard deviation of the outcome being $\sigma_{y}=5$. Predictors $x_{1}$ and $x_{2}$ have means 0 and 5, respectively, standard deviations 4 and 0.5 , and are correlated with correlation $\rho=0.1$. These assumptions yield the mean response being $\bar{y}=10$.

To introduce bias, we multiply the true parameter $\beta_{3}=1$ by $0.5,1$ (i.e., unbiased sample), $1.5,2,2.5$, and 3 when generating the nonprobability samples (part A of simulation). For testing the effect of bias in nonprobability samples on the predicted outcomes (part B), we generate a predictive posterior distribution for a fixed probability test sample of size 500 using coefficients generated in part A. Bias introduced in this way is quite significant. For instance, when coefficient $\beta_{3}$ is doubled, the expected outcome
increases to 15 . These scenarios are relatively extreme to real-life applications, but aim to demonstrate the limits of the proposed methods.

In the simulation we assume three nonprobability sample sizes NPS $\in\{1000,10000$, $50000\}$ and probability sample sizes $P S \in\{50,100,150,200,250,300,350,400,450$, $500,600,700,800,900,1000\}$. In each simulation, for each $P S$ we generate 100 sets of data with each combination of bias level and NPS. In total, it yields 27,000 data sets.

### 3.1. Model Evaluation

First, we evaluate the performance of the three modelling approaches by calculating the bias, variance, and mean-squared error (MSE; the sum of variance and squared bias) of the posterior means of the coefficients estimated using Models 1, 2 and 3. This permits an assessment of the effect of bias in nonprobability-based informative priors on all of the model coefficients.

Second, to evaluate model-based predictions, we split the probability survey data randomly into two parts: a training set (denoted by $\mathbf{y}$ ) and a test set ( $(\tilde{\mathbf{y}})$. We then use the training set to fit the models specified in Subsection 2.1. Next, we predict the outcome variable in the test set $\tilde{\mathbf{y}}$. We do so by applying posterior distributions of model parameters estimated using $\mathbf{y}$ to the covariates in the test set. The resulting distributions are called posterior predictive distributions, that is, posteriors for each data point.

Next, to evaluate the error properties of the predictions for the three models, we calculate the bias, variance, and MSE of the means, denoted by $\overline{\tilde{\mathbf{y}}}$, of the posterior predictive distributions for $\tilde{\mathbf{y}}$. In the simulation, we define the MSE as:

$$
\operatorname{MSE}(\overline{\mathbf{y}})=\mathbb{E}\left[(\overline{\tilde{\mathbf{y}}}-\tilde{\mathbf{y}})^{2}\right],
$$

which can be decomposed into variance and bias $\operatorname{MSE}(\overline{\tilde{\mathbf{y}}})=\operatorname{Bias}^{2}(\overline{\tilde{\mathbf{y}}})+\operatorname{Var}(\overline{\tilde{\mathbf{y}}})$.
We compute the bias as the difference between the mean of the posterior means, $\overline{\tilde{\mathbf{y}}}$, and the mean of the test sample outcome $\tilde{\mathbf{y}}$, i.e., $\operatorname{Bias}(\overline{\mathbf{y}})=\frac{1}{n} \sum \tilde{\tilde{\mathbf{y}}}-\frac{1}{n} \sum \tilde{\mathbf{y}}$ whereas $\operatorname{Var}(\overline{\tilde{\mathbf{y}}})$ is the unbiased estimator of the variance of $\overline{\tilde{\mathbf{y}}}$.

We calculate the bias, variance, and MSE of the posterior predictive means for the three models described in Subsection 2.1 under different probability sample size scenarios. To accomplish this, we run the models on training sets ranging in size from 50 to 600 cases with intervals of 50 , and from 600 to 1,000 with intervals of 100 . The samples are constructed cumulatively so that the same cases used in the smaller samples are also included in the larger samples.

### 3.2. Results

Having generated the artificial probability and nonprobability samples for each size and level of bias as described in the previous section, we applied the three modelling approaches (Model 1, 2, and 3) as described in Subsection 2.1 to produce posterior distributions of model parameters and predictive distributions for the test sample in simulation part B. We then compare the effect of bias introduced in the nonprobability sample on bias, variance, and MSE of the coefficients and means of the posterior
predictive distributions as defined in Subsection 3.1. The bias, variance, and MSE are averaged over 100 simulated data sets.

### 3.2.1. Part A: Regression Coefficients

Figure 1 presents the bias, variance, and MSE for the three coefficients, where $\beta_{3}$ has been generated with bias in the nonprobability ( $N P$ ) sample. First, we observe that Model 2 does not lead to bias in the coefficients and performs similarly to Model 1, which relies on weakly-informative priors without information from the $N P$ samples. It also leads to improvements in variance (middle panel of Figure 1) and MSE (lower panel). For Model 3, we observe larger improvements in variance compared to Models 1 and 2. However, in the presence of bias, the MSE tends to be dominated by it. This results from the fact that the


Fig. 1. Effect of bias in nonprobability samples on regression coefficient. Note: Regression parameters are in columns; measures in rows, where top row is bias (difference between the posterior mean from the model and the true coefficient), middle row is variance, and bottom row is mean-squared error (MSE), averaged over 100 simulations. Each panel shows the combination of three nonprobability sample sizes (NPS) and six levels of bias introduced to $\beta_{3}$ in nonprobability sample (bias: 1 denotes unbiased coefficient, i.e., $\beta_{3} \times 1$ ), with probability sample size on the $x$-axis.
prior in Model 3 relies on the size and variability of the $N P$ sample and does not protect against bias present in it.

More precisely, in Model 3 the positive bias in the posterior mean of $\beta_{3}$ (top right panel) is increasing with the introduced bias (difference between posterior mean of the coefficient and the true coefficient) and it is more persistent with larger nonprobability sample sizes (NPS). This is offset by the negative bias in the intercept $\beta_{1}$ as the regression equation needs to be consistent with the expectation of the outcome in the probability sample, $E[y]=10$. However, for large NPS $(10,000$ or 50,000$)$, the prior for $\beta_{1}$ is relatively tight and it dominates the posterior of $\beta_{1}$ for small probability sample sizes $(P S)$, which subsequently leads to bias in the predictions of the outcome (see Figure 2 and the following Subsection 3.2.2). With an increase in $P S$, the posterior becomes more and more dominated by the unbiased probability sample, which first increases the bias in the posterior of $\beta_{1}$ and decreases in $\beta_{3}$ (e.g., $N P S=10,000$ and bias $=3$ in top left and right panel of Figure 1) to gradually decrease bias in both coefficients (e.g., NPS $=1,000$ and bias $=2.5$ ) and output predictions (left panel in Figure 2). Coefficient $\beta_{2}$ remains unaffected by bias.

### 3.2.2. Part B: Model-Based Predictions

Figure 2 shows the effect of bias introduced in the nonprobability samples on the predictive ability of the models when priors are based on those samples. We average over means of posterior predictive distributions (referred to as predictions for brevity) for 500 generated outcome data points. In all comparisons, we utilize the true generated outcome.

In Figure 2 we observe that Model 2, compared with the weakly informative Model 1 without input from nonprobability samples, yields mostly unbiased predictions. For Model 3, as indicated in the previous section, the bias in predictions changes with the size of bias in $\beta_{3}$. A large bias in the coefficient yields larger prediction bias, larger variance, and larger MSE. Also, for larger nonprobability sample sizes (NPS), the bias persists for larger probability sample sizes $(P S)$. However, for a moderate bias ( $\beta_{3}$ multiplied by 0.5 to 1.5 ), Model 2 and Model 3 show a reduction in the prediction variance and MSE (presented on $\log$ scale) compared with Model 1 and for nonprobability sample sizes of 1,000 and 10,000.


Fig. 2. Effect of bias in nonprobabiliy samples on predicted outcome. Note: Left panel shows bias (difference between the average predicted outcome and the average true generated outcome), middle panel shows variance, and right panel shows the logarithm of mean-squared error (MSE), averaged over 100 simulations. Each panel shows a combination of four levels of bias in $\beta_{3}$ (Beta:1 denotes no bias, i.e., $\beta_{3} \times 1$ ) and three nonprobability sample sizes (NPS), with probability sample size on the $x$-axis.

For $N P S=50,000$ and larger amounts of bias, reductions in variance and MSE are observed only for Model 2 and they are relatively small compared with Model 1 predictions.

## 4. Real-Data Application

To demonstrate the proposed methods on actual survey data, we make use of two probability-based surveys: the German Internet Panel (GIP) and the GESIS Panel, and eight nonprobability surveys. Each survey implemented the same questionnaire to respondents during overlapping field periods. Relevant details of the surveys are provided below.

We demonstrate the proposed Bayesian method on two continuous outcome measures: an additive index of a subset of Big Five (BIG-5; Digman 1990; Goldberg 1993) personality items and an additive index of a subset of Need for Cognition (NFC; Cacioppo and Petty 1982) scale items. The Big Five index included four items related to "trust of people", "artistic interests", "finding fault in others", and having an "active imagination" with each item using a 5-point response scale from "strongly disagree" to "strongly agree." The distribution of additive values approximately followed a normal distribution. The NFC index included four items about "knowing answers without understanding their rationale", "being confronted with tricky tasks to solve", "preferring to solve complex to simple problems", and "thinking only because one has to." Each item used a 7-point response scale from "strongly disagree" to "strongly agree." A square-root transformation was applied to the index to achieve approximate normality.

### 4.1. German Internet Panel

The GIP is an ongoing individual-level longitudinal online survey, which is designed to be representative of the population aged 16-75 in Germany. It is the central data collection project of the Collaborative Research Center 884 "Political Economy of Reforms" funded by the German Research Foundation (DFG). In 2012 and 2014, the GIP recruited sample members by means of a 3-stage stratified probability area sample and face-to-face recruitment interviews. At the first sampling stage, a random sample of areas was drawn from a database of 52,947 areas in Germany, each containing approximately equal numbers of households. Within each PSU, listers recorded every household along a predefined random route. Subsequently, a random sample of households to be interviewed drawn. All age-eligible members of sampled households were invited to become online panelists (Blom et al. 2015). The GIP covers individuals without computer and/or internet access by equipping them with the necessary devices (Blom et al. 2016a; Herzing and Blom 2019). The first recruitment process, which took place in 2012, yielded a recruitment rate of $18.5 \%$ (also based on Response Rate 2; AAPOR 2016) and in the second recruitment process in 2014 a recruitment rate of $20.5 \%$ (also based on AAPOR Response Rate 2) was achieved. Every two months, all panel members are invited to take part in an online survey of about $20-25$ minutes on various social, economic, and political topics. The questionnaire module used in the present study was implemented 1-31 March 2015. Out of 4,989 original panel members, 3,426 completed the survey for a completion rate of $68.7 \%$. Despite the low recruitment rate, the representativeness of the GIP compares well to other probability-based surveys in Germany (Blom et al. 2017).

### 4.2. GESIS Panel

Like the GIP, the GESIS Panel is an ongoing individual-level probability-based longitudinal survey. It is designed to be representative of the German-speaking population aged between 18 and 70 years, permanently residing in Germany. The sample was drawn from municipal population registers using a stratified multistage sampling procedure. All sample members who were interviewed with face-to-face recruitment interviews were asked to participate in the panel. The recruitment process, which took place in 2013/14, yielded a panel registration rate of $28.4 \%$ (based on Response Rate 1; AAPOR, 2016). Subsequent interviews are conducted on a bi-monthly basis using a mix of mail and web data collection. Mail questionnaires are sent to participants who are unable or unwilling to complete the interview online. Interviews are divided into two parts: a 15 -minute interview on modules submitted by external researchers and a five-minute interview devoted to longitudinal core study topics developed by GESIS. The core study covers a range of topics, including values, political behavior, well-being, and usage of information technology. The questionnaire module we use was approved by the GESIS Panel team and fielded 18 February-14 April 2015. Out of 6,210 original panel members, 3,822 completed the interview ( $61.5 \%$ ). More details of the GESIS Panel methodology can be found in Bosnjak et al. (2017), where they show the representativeness of the panel to be similar to other probability-based surveys in Germany (see also Blom et al. 2016b).

### 4.3. Nonprobability Surveys

The eight nonprobability web surveys were conducted by different commercial vendors. The vendors were recruited through a call for tender published in November 2014. The tender call sought to implement a ten-minute questionnaire on a sample of approximately 1,000 respondents in three waves of data collection. Initial data collection was to take place in March 2015 with two follow-up surveys in September 2015 and March 2016. The primary stipulation was that the sample should be representative of the general population aged 18-70 years living in Germany. Exactly how representativeness was to be achieved (e.g., quota sampling) was left to the discretion of each vendor. Out of 17 bids, seven commercial vendors were commissioned based on technical requirements and budgetary considerations. An eighth commercial vendor, upon learning about the study goals of the project, voluntarily offered to participate without compensation. Further details of each nonprobability survey, including cost information, is provided in Table 1. To maintain confidentiality, we do not identify the commercial vendors by name and simply refer to the nonprobability surveys by number, that is, Survey 1, Survey 2, and so on. The actual cost of the commercial surveys (excluding the gratis survey) ranged from EUR 5,392.97 to EUR 10,676.44. The average cost per respondent therefore ranged from EUR 5.40 to EUR 10.29. We do not have cost information for the GIP and GESIS Panel surveys.

### 4.4. Comparison of Outcome Variables Between Surveys

Here, we examine the extent to which the outcome variables differ within and between the probability and nonprobability surveys. Figure 3 displays estimated means and $95 \%$

Table 1. List of probability and nonprobability surveys.

| Survey | No. respondents | Quota variables | Fieldwork period | Total cost (in Euros) | Average cost per respondent (in Euros) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| GIP | 3,426 | N/A | 1st-31st March 2015 | Unavailable | Unavailable |
| GESIS | 3,822 | N/A | $\begin{aligned} & \text { 18th February-14th } \\ & \text { April } 2015 \end{aligned}$ | Unavailable | Unavailable |
| 1 | 1,012 | Age, gender, region, education | 1st-31st March 2015 | 0 (pro bono) | N/A |
| 2 | 1,000 | Age, gender, region | 5th-18th March 2015 | 5,392.97 | 5.40 |
| 3 | 999 | Age, gender, region | 2nd-11th March 2015 | 5,618.57 | 5.63 |
| 4 | 1,000 | Age, region | 1st-18th March 2015 | 7,061.11 | 7.07 |
| 5 | 994 | Age, gender, region | 2nd-16th March 2015 | 7,411.00 | 7.46 |
| 6 | 1,002 | Age, gender, region, education | $\begin{aligned} & \text { 25th March-1st } \\ & \text { April } 2015 \end{aligned}$ | 7,636.22 | 7.62 |
| 7 | 1,000 | Age, gender, region | 3rd-9th March 2015 | 8,380.46 | 8.39 |
| 8 | 1,038 | Age, gender, region | 5th-11th March 2015 | 10,676.44 | 10.29 |

confidence intervals (CIs) for the BIG-5 (left panel) and NFC (right panel) outcome variables in the GIP and GESIS Panel surveys.

The figures show very little difference between the GIP and GESIS Panel estimates of BIG-5 and NFC. Both probability surveys yield mean estimates that overlap by their respective confidence intervals. Larger differences are apparent between the probability and nonprobability surveys. For the BIG-5 variable, all nonprobability surveys yield mean estimates that fall outside of the GIP and GESIS Panel confidence intervals. All but one of the nonprobability-based means is lower than the GIP and GESIS Panel means. Differences between the nonprobability surveys are less pronounced, as most of the estimates are relatively homogeneous and lie within a close range. For the NFC variable, the nonprobability mean estimates are larger than the corresponding GIP and GESIS Panel estimates. All but two of the nonprobability surveys yield mean estimates that lie outside of the GIP and GESIS Panel CIs. Analogous to the BIG-5 estimates, most of the nonprobability NFC estimates are similar to each other. In summary, it is apparent that differences in the means exist between the probability and nonprobability surveys, but differences are less apparent between the nonprobability surveys.

### 4.5. Comparison of Regression Coefficients Between Surveys

Next, we compare the ML estimates of regression coefficients of BIG-5 and NFC obtained from the probability and nonprobability surveys. Control variables include age (four categories), sex (binary), marital status (three categories), occupation (four categories), secondary education certificate (three categories), region of residence (binary), internet access (binary), and housing tenure (binary). We also include a survey weight variable,


Fig. 3. Means and 95\% confidence intervals for BIG-5 (left panel and Need for Cognition (NFC) (right panel) on the probability (GIP and GESIS Panel) and eight nonprobability (NP) surveys.
which was produced to reduce bias through a raking adjustment to population benchmarks (Blom et al. 2017), as a covariate in the regression. For the regression analysis of the GESIS Panel and the nonprobability surveys, we use the same independent variables, minus region and the survey weight, which were both unavailable.

Figure 4 shows the regression coefficients and $95 \%$ CIs from the BIG- 5 model estimated from the GIP Panel with corresponding coefficients estimated from the nonprobability surveys. The conclusions for the GESIS Panel (not shown) are virtually the same. Overall, there is a close correspondence between the probability and nonprobability coefficients across the models. Very few of the nonprobability estimates lie outside of the CI ranges of the probability estimates. The results contrast with the results presented in Subsection 4.4, where differences in the outcome variable between the probability and nonprobability surveys were more pronounced. Our finding that regression coefficients are less affected by bias than univariate estimates in nonprobability samples is consistent with other work (Ansolabehere and Schaffner 2014; Pasek 2016).

## 5. Application Results

### 5.1. Evaluation and Efficiency

In this section, we evaluate the performance of the three modelling approaches on the GIP and GESIS Panel data by using the model-based predictions as described in Subsection 3.1. Splitting the probability survey data into training and test sets in the applicaton is done for evaluation purposes only and takes advantage of the abundant number of probability


Fig. 4. Comparison of OLS regression coefficients and 95\% confidence intervals for BIG-5 in the German Internet Panel (triangles) and eight nonprobability surveys (circles).
cases we have at our disposal. In practice, we envision the practitioner would only have access to a small probability sample and therefore this evaluation step would not be feasible. We then use the training set to fit the models specified in Subsection 2.1.

After excluding cases with missing data and assigning 1,000 cases from the probability survey to the training set, the remaining cases are assigned to the test set. For the BIG-5 outcome, the test set includes 1,924 and 2,150 cases for the GIP and GESIS Panel surveys, respectively. For the NFC outcome, the respective sample sizes are 1,891 and 2,088 cases. The nonprobability sample sizes are not altered.

In the application, we use $\operatorname{MSE}(\overline{\tilde{\mathbf{y}}})=\mathbb{E}\left[\left(\overline{\tilde{\mathbf{y}}}-\overline{\tilde{\mathbf{y}}}_{a d j}^{S}\right)^{2}\right]$, where $\overline{\tilde{\mathbf{y}}}_{\text {adj }}^{S}$ are the model-adjusted, in-sample (superscript $I S$ ) predictions in the test set of the probability survey. These predictions are adjusted by (i) applying the regression model with the same covariates as in Models 1, 2, and 3 exclusively to the test set, with noninformative Jeffrey's priors, and then (ii) computing posterior predictive means and using them as $\overline{\tilde{\mathbf{y}}}_{a d j}^{I S}$. By using the adjusted predictions rather than the original observations, we account for the fact that our model may be unrealistic and explain only a small part of data variability. An important distinction between $\overline{\tilde{\mathbf{y}}}$ and $\overline{\tilde{\mathbf{y}}}_{\text {ydj }}$ S is that the former are out-of-sample predictions made by using one of the three specifications of models described in Subsection 2.1 on the training set, whereas the latter are in-sample predictions informed exclusively by the withheld test set. Analogously, the bias here is the difference between the mean of the posterior means, $\overline{\tilde{\mathbf{y}}}$, and the mean of the model-adjusted predictions $\overline{\tilde{\mathbf{y}}}_{\text {adj }} S$, that is, $\operatorname{Bias}(\overline{\tilde{\mathbf{y}}})=\frac{1}{n} \sum \overline{\tilde{\mathbf{y}}}-\frac{1}{n} \sum \tilde{\tilde{\mathbf{y}}}_{\text {adj }} S$ S (cf. Subsection 3.1).

Finally, to assess the efficiency of the two models informed by the nonprobability data (Models 2 and 3) relative to the reference model (Model 1), which is based on only weakly-informative priors, we examine the ratio of the variances of the posterior predictive means:

$$
\begin{aligned}
& \epsilon\left(\operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model1 }}\right), \operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model2 }}\right)\right)=\frac{\operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model2 } 2}\right)}{\operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model1 } 1}\right)} \\
& \epsilon\left(\operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model1 }}\right), \operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model3 }}\right)\right)=\frac{\operatorname{Var}\left(\overline{\mathbf{\tilde { y }}}_{\text {Model3 }}\right)}{\operatorname{Var}\left(\overline{\tilde{\mathbf{y}}}_{\text {Model } 1}\right)}
\end{aligned}
$$

Analogously, we examine the ratio of the MSEs of the posterior predictive means. If the value of any ratio is less than 1 , then the informative model is more efficient than the reference model. Conversely, if the ratio is equal to or greater than 1 then the informative models do not produce efficiency gains over the reference model.

### 5.2. Variance, Bias, and MSE

This section presents the results of the three modeling approaches (Model 1, 2, and 3) implemented on the GIP and GESIS Panel surveys. The variance, bias, and MSE as defined above are computed for the posterior predictive means (hereinafter referred to simply as the mean estimates) of the two outcome variables produced under each model. The entire procedure of splitting the probability data into training and test sets was conducted 100 times to produce 100 estimates of variance, bias, and MSE for each probability sample size. The forthcoming results report the averages of these 100 repetitions. Each of the models was fitted using the independent variables described in Subsection 4.4.

The posterior characteristics were computed, as in Section 3, using three MCMC chains with samples of 1,000 and a 100 iteration burn-in sample. This ensured convergence of all chains used for creating the posterior distributions. We investigated the convergence using a larger number of iterations and found that the results were robust with respect to the number of iterations used.

Results for the BIG-5 and NFC means are shown for both GIP and GESIS Panel data in Figure 5 . For brevity, we show the results using only one nonprobability survey, $\mathrm{NP}=5$, the middle-priced of the seven paid-for nonprobability surveys. Similar results (not shown) were found when the other nonprobability surveys were used.

Models 2 and 3 yield very similar variance estimates and are virtually indistinguishable in the figures. For the smallest probability sample sizes, both models yield substantially smaller variance estimates compared to the reference model (Model 1). Maximum variance efficiency is achieved with a probability sample size of 50, while efficiency gains tend to diminish as the sample size increases. All three models converge to variance equivalency at about $n=500$. What is most striking is that the variance estimates produced under Models 2 and 3 for the smallest sample sizes are approximately equivalent to the variance estimates produced under the reference model for the largest probability sample size of 1,000 . In other words, a probability sample size of only 50 cases with a supplement of 1,000 nonprobability cases achieves roughly the same variance as a much larger probability sample size of 1,000 does on its own.


Fig. 5. Variance, bias, and mean-squared error (MSE) for estimates of BIG-5 and need for Cognition (NFC) in the GESIS Panel and GIP. Note: Results shown for one nonprobability survey $(N P=5)$ only. Similar results were found when other nonprobability surveys were used.

Concerning bias, as expected, the majority of plots show a slightly larger bias in Models 2 and 3 relative to the reference model for the smallest probability sample sizes, where the nonprobability-based priors have their strongest influence on the posterior estimations. In general, however, the magnitude of the bias is quite small, which is consistent with the results of the comparison of regression coefficients in Subsection 4.5 .

In terms of MSE, the figures reveal that for small probability sample sizes Models 2 and 3 yield MSE values that are substantially smaller than those of the reference model. These MSE reductions persist at a decreasing rate until the probability sample size reaches about 500, at which point the values from all three models converge. The results clearly indicate that any increase in bias due to using the nonprobability-based priors is offset by the reduction in variance. Analogous to the variance results, the MSE values under Models 2 and 3 remain similarly small across the sample size spectrum. The practical implication is that the same MSE achieved through a large probability sample can be roughly achieved by supplementing a very small probability sample (e.g., 50-100 cases) with a larger nonprobability sample.

### 5.3. Model Efficiency and Cost Implications

In the final analysis, we summarize the MSE/variance efficiencies achieved through Models 2 and 3 and examine whether they would have likely resulted in a cost saving compared to Model 1 for a given MSE. Figure 6 presents efficiency ratios of MSE and variance for mean estimates of BIG-5 (upper panel) and NFC (lower panel) for the GIP and GESIS Panel surveys. The ratios are averaged across all eight nonprobability surveys (with equal weight given) to provide an overall summary measure of model efficiencies.


Fig. 6. Efficiency ratios of mean-squared error (MSE) and variance (columns) for mean estimates of BIG-5 (upper panel) and Need for Cognition (NFC, lower panel) in the GESIS Panel and GIP (rows). Note: Ratios are averaged across all eight nonprobability surveys.

Four observations can be made from Figure 6: (i) as observed in the previous analyses, MSE/variance efficiency gains are largest for the smallest probability sample sizes. For example, Models 2 and 3 reduce MSE and variance by more than $80 \%$, on average, compared to Model 1 for the smallest sample size of 50 . Even when the sample size is doubled to 100 cases, MSE/variance reductions of at least $70 \%$ are observed; (ii) the BIG-5 variable experiences larger efficiency gains than the NFC variable, and both variables yield slightly larger efficiency gains in the GIP than in the GESIS Panel; (iii) gains in variance efficiency are only slightly larger than gains in MSE efficiency, which indicates that the bias due to utilizing nonprobability-based priors is marginal compared to the corresponding variance reduction; and (iv) Models 2 and 3 yield very similar gains in MSE and variance efficiency with slightly larger gains achieved under Model 2.

To demonstrate the cost implications (and potential cost savings) of the different models, we utilize actual cost data for the nonprobability surveys (see Table 1) and hypothetical cost data for the probability-based GIP survey. For the GIP survey, we assume a cost per respondent of 22 euros, which is roughly 2 and 4 times larger than the most and least expensive nonprobability surveys (excluding the gratis survey), respectively. Using these data, we perform a crude estimation of the expected cost of performing a probability-only survey (under Model 1) that would achieve the same MSE that was actually achieved under Model 3 - the more conservative of the two models utilizing nonprobability-based priors. We then compare the estimated
Table 2. Estimated cost differences (and percent cost savings) between model 1 and model 3 for fixed mean-squared error (MSE) values achieved under model 3 for mean estimates of BIG-5 in the German Internet Panel.

|  | Nonprobability surveys |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| GIP sample size $=50$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.288 | 0.300 | 0.521 | 0.462 | 0.423 | 0.406 | 0.222 |
| Cost (Model 3) | 6,492.97 | 6,718.57 | 8,161.11 | 8,511.00 | 8,736.22 | 9,480.46 | 11,776.44 |
| Est. cost (Model 1; same MSE) | 14,267.37 | 13,904.09 | 8,811.64 | 9,917.81 | 10,739.26 | 11,122.18 | 16,473.01 |
| Cost difference (Est. M1 - M3) | 7,774.40 | 7,185.52 | 650.53 | 1,406.81 | 2,003.04 | 1,641.72 | 4,696.57 |
| Est. cost savings (\%) | 54.49 | 51.68 | 7.38 | 14.18 | 18.65 | 14.76 | 28.51 |
| GIP sample size $=100$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.249 | 0.288 | 0.433 | 0.408 | 0.358 | 0.370 | 0.212 |
| Cost (Model 3) | 7,592.97 | 7,818.57 | 9,261.11 | 9,611.00 | 9,836.22 | 10,580.46 | 12,876.44 |
| Est. cost (Model 1; same MSE) | 15,526.23 | 14,267.37 | 10,521.24 | 11,076.31 | 12,292.75 | 11,987.14 | 16,840.42 |
| Cost difference (Est. M1 - M3) | 7,933.26 | 6,448.80 | 1,260.13 | 1,465.31 | 2,456.53 | 1,406.68 | 3,963.98 |
| Est. cost savings (\%) | 51.10 | 45.20 | 11.98 | 13.23 | 19.98 | 11.73 | 23.54 |
| GIP sample size $=150$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.227 | 0.262 | 0.397 | 0.373 | 0.346 | 0.345 | 0.203 |
| Cost (Model 3) | 8,692.97 | 8,918.57 | 10,361.11 | 10,711.00 | 10,936.22 | 11,680.46 | 13,976.44 |
| Est. cost (Model 1; same MSE) | 16,292.76 | 15,092.86 | 11,331.37 | 11,912.13 | 12,607.50 | 12,634.15 | 17,179.17 |
| Cost difference (Est. M1 - M3) | 7,599.79 | 6,174.29 | 970.26 | 1,201.13 | 1,671.28 | 953.69 | 3,202.73 |
| Est. cost savings (\%) | 46.65 | 40.91 | 8.56 | 10.08 | 13.26 | 7.55 | 18.64 |

Table 2. Continued.

|  | Nonprobability surveys |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |  |
| GIP sample size $=200$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.213 | 0.235 | 0.346 | 0.336 | 0.315 | 0.321 | 0.194 |
| Cost (Model 3) | $9,792.97$ | $10,018.57$ | $11,461.11$ | $11,811.00$ | $12,036.22$ | $12,780.46$ | $15,076.44$ |
| Est. cost (Model 1; same MSE) | $16,803.26$ | $1,009.08$ | $1,2607.50$ | $12,876.97$ | $13,464.97$ | $13,293.84$ | $17,525.78$ |
| Cost difference (Est. M1 - M3) | $7,010.29$ | $5,990.51$ | $1,146.39$ | $1,065.97$ | $1,428.75$ | 513.38 | $2,449.34$ |
| Est. cost savings (\%) | 41.72 | 37.42 | 9.09 | 8.28 | 10.61 | 3.86 | 13.98 |
| GIP sample size $=250$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.194 | 0.209 | 0.317 | 0.294 | 0.277 | 0.283 | 0.194 |
| Cost (Model 3) | $10,892.97$ | $11,118.57$ | $12,561.11$ | $12,911.00$ | $13,136.22$ | $13,880.46$ | $16,176.44$ |
| Est. cost (Model 1; same MSE) | $17,525.78$ | $16,952.48$ | $13,407.64$ | $14,084.37$ | $14,610.07$ | $14,421.98$ | $17,525.78$ |
| Cost difference (Est. M1 - M3) | $6,632.81$ | $5,833.91$ | 846.53 | $1,173.37$ | $1,473.85$ | 541.52 | $1,349.34$ |
| Est. cost savings (\%) | 37.85 | 34.41 | 6.31 | 8.33 | 10.09 | 3.75 | 7.70 |

Table 3. Estimated cost differences (and percent cost savings) between model 1 and model 3 for fixed mean-squared error (MSE) values achieved under model 3 for mean estimates of need for cognition (NFC) in the German Internet Panel.

|  | Nonprobability surveys |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| GIP sample size $=50$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.055 | 0.039 | 0.033 | 0.032 | 0.025 | 0.034 | 0.021 |
| Cost (Model 3) | 6,492.97 | 6,718.57 | 8,161.11 | 8,511.00 | 8,736.22 | 9,480.46 | 11,776.44 |
| Est. cost (Model 1; same MSE) | 4,470.38 | 7,104.11 | 8,560.89 | 8,837.23 | 11,098.38 | 8,294.81 | 12,695.68 |
| Cost difference (Est. M1 - M3) | - 2,022.59 | 385.54 | 399.78 | 326.23 | 2,362.16 | -1,185.65 | 919.24 |
| Est. cost savings (\%) | 0 | 5.43 | 4.67 | 3.69 | 21.28 | 0 | 7.24 |
| GIP sample size $=100$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.048 | 0.033 | 0.029 | 0.029 | 0.022 | 0.029 | 0.018 |
| Cost (Model 3) | 7,592.97 | 7,818.57 | 9,261.11 | 9,611.00 | 9,836.22 | 10,580.46 | 12,876.44 |
| Est. cost (Model 1; same MSE) | 5,441.20 | 8,560.89 | 9,732.26 | 9,732.26 | 12,272.42 | 9,732.26 | 14,071.49 |
| Cost difference (Est. M1 - M3) | -2,151.77 | 742.32 | 471.15 | 121.26 | 2,436.20 | -848.20 | 1,195.05 |
| Est. cost savings (\%) | 0 | 8.67 | 4.84 | 1.25 | 19.85 | 0 | 8.49 |
| GIP sample size $=150$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.042 | 0.029 | 0.027 | 0.027 | 0.020 | 0.026 | 0.017 |
| Cost (Model 3) | 8,692.97 | 8,918.57 | 10,361.11 | 10,711.00 | 10,936.22 | 11,680.46 | 13,976.44 |
| Est. cost (Model 1; same MSE) | 6,488.51 | 9,732.26 | 10,388.86 | 10,388.86 | 13,136.09 | 10,736.71 | 14,568.12 |
| Cost difference (Est. M1 - M3) | -2,204.46 | 813.69 | 27.75 | - 322.14 | 2,199.87 | -943.75 | 591.68 |
| Est. cost savings (\%) | 0 | 8.36 | 0.27 | 0 | 16.75 | 0 | 4.06 |

Table 3. Continued.

|  | Nonprobability surveys |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| GIP sample size $=200$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.039 | 0.028 | 0.025 | 0.027 | 0.019 | 0.026 | 0.017 |
| Cost (Model 3) | 9,792.97 | 10,018.57 | 11,461.11 | 11,811.00 | 12,036.22 | 12,780.46 | 15,076.44 |
| Est. cost (Model 1; same MSE) | 7,104.11 | 10,054.22 | 11,098.38 | 10,388.86 | 13,594.43 | 10,736.71 | 14,568.12 |
| Cost difference (Est. M1 - M3) | -2,688.86 | 35.65 | -362.73 | - 1,422.14 | 1,558.21 | -2,043.75 | -508.32 |
| Est. cost savings (\%) | 0 | 0.35 | 0 | 0 | 11.46 | 0 | 0 |
| GIP sample size $=250$ |  |  |  |  |  |  |  |
| MSE (Model 3) | 0.037 | 0.026 | 0.024 | 0.026 | 0.018 | 0.025 | 0.018 |
| Cost (Model 3) | 10,892.97 | 11,118.57 | 12,561.11 | 12,911.00 | 13,136.22 | 13,880.46 | 16,176.44 |
| Est. cost (Model 1; same MSE) | 7,553.97 | 10,736.71 | 11,474.45 | 10,736.71 | 14,071.49 | 11,098.38 | 14,071.49 |
| Cost difference (Est. M1 - M3) | -3,339.00 | -381.86 | - 1,086.66 | -2,174.29 | 935.27 | -2,782.08 | -2,104.95 |
| Est. cost savings (\%) | 0 | 0 | 0 | 0 | 6.65 | 0 | 0 |

Model 1 costs with the actual and estimated costs of Model 3 for the fixed MSE. The analysis is conducted in two steps. First, a linear regression model of GIP costs (logtransformed) on MSE (and MSE squared) is fitted using the Model 1 MSE results. Next, we plug-in the MSE values achieved under Model 3 into the fitted model to estimate the (back-transformed) cost of collecting a probability-only sample. Lastly, we calculate differences between the estimated Model 1 costs and the actual/estimated Model 3 costs for each realized MSE and compute the expected cost savings (in percentages) under Model 3.

Tables 2 and 3 show the estimated cost differences between Model 1 and Model 3 for the BIG-5 and NFC outcomes, respectively. The cost differences are shown for the five smallest probability sample sizes (50, 100, 150, 200, and 250). Regarding the BIG-5 outcome, cost savings are evident for each sample size. In general, the largest cost savings occur for the smallest sample size of 50 , followed by 100 , and so on, which is consistent with the MSE reductions observed in the previous analyses. However, there is large variation in the amount of cost savings across the seven (paid-for) nonprobability surveys. For example, when the two least expensive nonprobability surveys (surveys 2 and 3) are used to construct the priors then estimated cost savings of about $55 \%$ and $52 \%$ are achieved, respectively, for the BIG-5 outcome with a probability sample size of 50 . The other, more expensive, nonprobability surveys yield cost savings ranging from about 7\% to $29 \%$ for the same sample size. For larger probability sample sizes of 100 and 150 , the range of cost savings for the BIG-5 outcome is slightly reduced to between $12 \%$ and $51 \%$, and $8 \%$ to $47 \%$, respectively, across all nonprobability surveys. Beyond 150 probability cases, the two least expensive nonprobability surveys continue to achieve significant cost savings (greater than $30 \%$ ), but as for the more expensive nonprobability surveys, the cost savings are more modest (less than $15 \%$ ).

Cost savings for the NFC outcome are much less pronounced. Only nonprobability survey 6 yields a modest cost savings (about $21 \%$ ) for a probability sample size of 50 . The remaining nonprobability surveys produce cost savings of less than $8 \%$ for the same sample size, and some surveys achieve no cost savings at all. With a probability sample size greater than 150 cases, the majority of nonprobability surveys yield no cost savings. Thus, the cost-effectiveness of Model 3 appears to be sensitive to the probability sample size, differences in per respondent costs between the probability and nonprobability surveys, and the outcome variable of interest.

## 6. Discussion

This study demonstrated a novel method of using Bayesian inference to supplement smalland modest-sized probability samples with nonprobability samples in a way that can improve the cost and error properties of survey estimates. Specifically, we proposed two ways of constructing informative nonprobability-based priors. We then showed that using these priors to inform estimates derived from small probability samples yields substantially lower mean-squared errors (MSEs) compared to estimates derived from probability-only samples. Moreover, applying these informative priors to small probability samples (e.g., 50 or 100 cases) through a real-data application yielded estimates that were approximately as efficient as estimates based on much larger
probability-only samples (e.g., 1,000 cases). Reductions in MSE were primarily driven by large reductions in variability which completely offset any increases in bias. By using simulated data, we also demonstrated general applicability of the method and its mechanism for various sample sizes and levels of bias in the nonprobability samples.

Using actual cost data for several nonprobability surveys and a plausible assumed cost for a probability survey, we showed that the method can lead to large expected cost savings (up to $55 \%$ in our application) compared to a probability-only sample for a given MSE. However, the extent of cost savings depended on the outcome variable of interest and the nonprobability sample costs which varied across the survey vendors used. The largest cost savings tended to occur when the per-respondent costs were about four times greater in the probability survey than in the nonprobability survey.

At a time when many survey researchers are shifting away (or abandoning altogether) probability samples and embracing less-expensive nonprobability samples despite their known caveats, our results suggest that it is possible to retain the benefits of both sampling approaches in a way that is beneficial from both a cost and error perspective. The proposed method is ideally suited for tight survey budgets in which only a small probability sample (e.g., 50-100 cases) can be afforded alongside a larger nonprobability sample. The finding that the method can yield estimates that are just as efficient as estimates derived from very large probability samples is a particularly attractive feature for survey practice.

However, there are potential issues with the Bayesian method that should be considered. First, it is possible that some nonprobability samples may contain large biases that, when utilized as prior distributions, could negate reductions in variability and yield larger MSEs compared to probability-only samples. We did not face this issue in our application, as the estimated regression coefficients used in our models were not substantially different between the probability and nonprobability surveys. When using simulated data, we found that if the interest is in the size of the effect (regression coefficient), the combination of probability and nonprobability samples yields reductions in variance and MSE of that effect with minimal amount of bias. However, using nonprobability-based priors for model-based predictions or imputation of a missing outcome variable may not produce desired improvements if bias in the nonprobability sample is substantial (in our simulation study a bias of around $50 \%$ of the outcome variable). Thus, it would be prudent for the researcher to adjust the nonprobability sample data in advance of constructing priors to minimize bias at the outset, especially if prediction is the ultimate objective.

A further issue with the Bayesian approach is the vast number of modeling specifications and prior configurations that one could employ. We deliberately kept the modeling and prior specification as basic as possible. This sometimes required choosing simplicity over complexity in order to facilitate implementation and minimize computation time. Further refinements of the modeling approach could be developed to account for more complex data structures, such as categorical outcome variables. In addition, adapting the modeling approach to incorporate complex sample design features (e.g., stratum, cluster indicators) is an area for future work.

In conclusion, we find that augmenting a probability sample with a nonprobability sample under a Bayesian framework can produce survey estimates with smaller MSE and
potentially large cost savings relative to probability-only samples. The proposed method, which turns the usual approach of treating a probability sample as an unbiased prior for a nonprobability sample "on its head" as one reviewer put it, could be a useful import to survey practice where cost-saving measures and error-reduction tools are in high demand. However, despite the advantages of the method, survey organizations using nonprobability samples may still be skeptical to the idea of fielding a small probability sample survey in parallel when the nonprobability sample will likely dominate the inference. Here, we would contend that adopting a system of estimation that accounts for both sampling streams, yet incentivizes probability-based observations and allows for the direct quantification of uncertainty in survey estimates is a more defensible strategy than one that renounces probability sampling entirely along with all of its attractive theoretical properties. Moreover, the idea of enhancing a small, but carefully designed, probability sample with abundant but potentially error-prone data is not a new idea and is a widely accepted strategy in small area applications where sparse probability samples are routinely supplemented with alternative data sources to improve the cost and error properties of population estimates (Marchetti et al. 2016; Porter et al. 2014; Briggs et al. 2007; Schmertmann et al. 2013).
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# Tests for Price Indices in a Dynamic Item Universe 
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#### Abstract

There is generally a need to deal with quality change and new goods in the consumer price index due to the underlying dynamic item universe. Traditionally axiomatic tests are defined for a fixed universe. We propose five tests explicitly formulated for a dynamic item universe, and motivate them both from the perspectives of a cost-of-goods index and a cost-of-living index. None of the indices that are currently available for making use of scanner data satisfies all the tests at the same time. The set of tests provides a rigorous diagnostic for whether an index is completely appropriate in a dynamic item universe, as well as pointing towards the directions of possible remedies. We thus outline a large index family that potentially can satisfy all the tests.
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## 1. Introduction

The failure to take full account of quality change and new goods is one of the important sources of the potential bias of the consumer price index (CPI). See for example CPI Manual. By convention the term 'quality change' pertains to situations where new products, models, services and so on are compared to the old items they are deemed to replace, whereas new goods are thought of as wholly new types of items, such as when microwave ovens were first introduced in the market. The cause of the problems is thus the same, namely, the item universe of the CPI is dynamic such that one needs to compare the prices of different sets of items over time.

In recent years, greater uses are made of scanner data, where one has access to the average transaction price and quantity of each item (identified by the Global Trade Item Number, GTIN) over the period of data collection. A key research question is how to make use of the quantity data that have become available below the level of elementary aggregation. Explicit replacement of the old items by the new ones for matched price comparisons becomes exceedingly resource demanding, if applied to all the available items. The hedonic methods are often infeasible due to the lack of characteristics data. The research is active at the moment regarding index formulae that are only based on the price and quantity data. See for example Chessa et al. (2017), Dalén (2017), Diewert and Fox (2017), Zhang et al. (2017). However, there is currently a lack of consensus on how to evaluate them. While the choice of index formula may not seem to have a big impact on certain consumption segments, including food (e.g., Chessa et al. 2017; Zhang et al. 2017),

[^4]the choice does matter in many other situations, such as when there is a high item churn rate, and/or where the prices of goods undergo strong decline during their respective life spans. See for example Chessa et al. (2017) for some relevant empirical evidence on men's t -shirts and television.

The test approach provides a valuable theoretical framework for index numbers, in addition to the economic and stochastic approaches. However, the traditional axiomatic tests (Fisher 1922; CPI Manual 2004, chap. 16) are all defined for a fixed item universe. Tests for multilateral index have been considered for international comparisons; see, for example Diewert (1999) and Balk (1996, 2001). These tests have been adapted in terms of price and quantity comparisons over time (ABS 2016), though without addressing the issue that the universe is actually dynamic over time. None of the major multilateral methods considered in ABS (2016) passes all the tests.

In this article, we propose five tests explicitly formulated for a dynamic item universe. The tests will be motivated both from the perspectives of a cost-of-goods index (COGI) and a cost-of-living index (COLI). As mentioned in paragraph 16.2 of the CPI manual, "different price statisticians may have different ideas about which tests are important [...]" Moreover, there is generally the possibility that a test (or axiom), which otherwise seems attractive, may be in conflict with the principles of another theoretical approach to index numbers. Therefore, the plausibility of a test is clearly strengthened if it can be motivated from both the COGI and COLI perspectives.

Notice that definition of a COGI in a dynamic item universe is not evident. According to Schultze and Mackie (2002), COGI "measures the change in expenditures required by a household to purchase a fixed-weight basket of goods and services when prices change between some initial reference period and a subsequent comparison period", whereas COLI "measures the change in expenditures a household would have to make in order to maintain a given standard of living". Accordingly, we shall maintain that a COGI is calculated based on a fixed-weight basket of items despite the fact that the item universe is dynamic over time, regardless of how one settles the choice of the items to be included in such a fixed basket.

The proposed tests will be applied to the indices for scanner data, which have so far received the most attention. These include the Geary-Khamis (GK) index (Geary 1958; Chessa 2016), the generalised unit value (GUV) index family (Dalén 2001; De Haan 2001; Auer 2014), the weighted geometric means (WGM) index family including the time product dummy (TPD) index (De Haan and Krsinich 2014), and the Gini-Eltetö-KovesSzulc (GEKS) index (Ivancic et al. 2011). It is shown that none of them satisfy all five tests at the same time. We will outline a large index family, which includes the GUV index family as a subclass in general and the Fisher index as a special case of bilateral index in a fixed item universe. As will be explained, this family of indices can potentially satisfy all the tests, thus providing impetus for future research.

Overall, extending the test approach to a dynamic universe has at least three advantages. (i) Formulating explicit tests strengthens the rigour of investigation, because a test result is dichotomous by construction whereas an empirical comparison may be inclusive on its own. (ii) It can help to clarify certain conceptual ambiguities. For instance, transitivity can obviously prevent chain drifting in a fixed universe. However, as we shall discuss in Subsection 2.3, a rigorous definition of transitivity is impossible in
a dynamic universe. The proposed tests can help to articulate the intuition against chain drifting and to avoid an index method that suffers from chain drifting. (iii) Where an index fails a test, it points to the direction in which the index can possibly be improved. For instance, it will be shown that the bilateral GK index fails the responsiveness test T5 in general.

The rest of the article is organised as follows. In Section 2, the necessary notations and concepts are introduced, following which the tests are defined and explained, including a discussion of why some other seemingly obvious tests are not included in the proposal. In Section 3 the tests are applied to the indices mentioned above. Finally, an index family is outlined in Section 4 which potentially can satisfy all the tests, and a few concluding remarks are given in Section 5.

## 2. Tests for a Dynamic Item Universe

### 2.1. Notations

Let us formally introduce the notations and terms that are necessary for a dynamic item universe. Consider a given item universe in period $t$, denoted by $U_{t}=\left\{1,2, \ldots, N_{t}\right\}$, which constitutes a subset (or sector) of the entire CPI item universe. For instance, $U_{t}$ may refer to all food and non-alcoholic beverages sold at supermarkets, or all personal computers sold at electro warehouses, and so on. Notice that generally we allow the items to be specific for an outlet or chain. For example, the same mobile phone model sold at two different outlets can be treated as two different items. Assume that one has available the unit value price $p_{i}^{t}$ and the transaction total $v_{i}^{t}$, for each $i \in U_{t}$, where $v_{i}^{t}=p_{i}^{t} q_{i}^{t}$ and $q_{i}^{t}$ denotes the transaction quantity of the item. Note that the unit value price refers to the average transaction price of an item in the period $t$, where the actual transaction price may change over the period. Denote the set of quantities by $q\left(U_{t}\right)=$ $\left\{q_{i}^{t} ; i \in U_{t}\right\}$ and the set of prices by $p\left(U_{t}\right)=\left\{p_{i}^{t} ; i \in U_{t}\right\}$. Denote all the data from period $t$ by

$$
D_{t}=D\left(U_{t}\right)=\left\{p\left(U_{t}\right), q\left(U_{t}\right) ; U_{t}\right\}
$$

Denote by $\left(U_{0}, U_{t}\right)$ the comparison universe, for which we seek a price index from 0 to $t$, denoted by $P^{0, t}$. We refer to 0 as the base period and $t$ the statistical (or current) period. Denote by $U_{R(0, t)}=\left\{U_{r} ; r \in R\right\}$ the reference universe, where $R$ is the set of reference periods involved, and the notation $U_{R(0, t)}$ emphasises the dependence of $R$ on the comparison universe - we may suppress $(0, t)$ whenever such an emphasis is unnecessary. We consider price indices that are functions of the data $D_{R}=D\left(U_{R}\right)=\left\{D_{t} ; t \in R\right\}$, which can be given as

$$
\begin{equation*}
P^{0, t}=f\left(D_{R}\right) \tag{1}
\end{equation*}
$$

Two choices of the reference universe $U_{R}$ are most immediate, that is

$$
\begin{aligned}
& R_{B}=\{0, t\} \quad \text { and } \quad U_{R_{B}}=U_{0} \cup U_{t} \\
& R_{M}=\{0,1, \ldots, t\} \quad \text { and } \quad U_{R_{M}}=U_{0} \cup U_{1} \cup \cdots \cup U_{t}
\end{aligned}
$$

where $R_{B}$ implies direct comparison between 0 and $t$, for example December 2014 (0) and July $2015(t)$, and $R_{M}$ implies all the periods from 0 to $t$, for example December 2014 to July 2015. An index based on the reference universe $U_{R_{B}}$ is referred to as a bilateral index; it is multilateral otherwise.

We notice that, when 0 is fixed as $t$ moves forward, the choice of $R_{M}$ above corresponds to using a fixed base expanding window. It is, of course, possible to use another reference set, such as a rolling window of fixed length counting backwards from $t$, which includes period 0 . Moreover, the definition of reference universe formally covers the use of chained index, for example when $t$ moves beyond a year-length window into the next one. We do not discuss chained index explicitly in the sequels, because a chained index would fail a test if any part of the chain fails that test. Finally, unless otherwise noted, one may keep in mind the reference universe $R_{M}$ above when reading this article, because the conclusions then also hold for other choices of $R_{M}$.

### 2.2. The Tests

In this subsection we formulate five tests for a dynamic item universe, and motivate them from both the COGI and COLI perspectives. Note that in the case of fixed item universe and $R=R_{B}$, both the tests T 1 and T 2 reduce to well-known tests for a fixed item universe. However, more generally, $U_{0}=U_{t}$ represents the special case where a dynamic universe may sometimes return to the same state of affairs, even when $U_{r} \neq U_{0}=U_{t}$ for all $r \neq 0, t$. By the tests T 1 and T 2 we require that a dynamic-universe index should not then have counter-intuitive properties.

Let $U_{0 t}=U_{0} \cap U_{t}$ be the persistent item universe at 0 and $t$, and $U_{t \backslash 0}=U_{t} \backslash U_{0}$ the set of birth items and $U_{0 \backslash t}=U_{0} \backslash U_{t}$ that of the death items. The item universe is (always) fixed if $U_{t}=U_{0}=U_{0 t}$ for any $t \neq 0$, in which case $U_{t \backslash 0}=U_{0 \backslash t}=\emptyset$; it is dynamic otherwise.

Identity test (T1) If $U_{0}=U_{t}$ and $p_{i}^{0} \equiv p_{i}^{t}$ for all $i \in U_{0}$, then $P^{0, t}=1$.
Since the item universe is the same at 0 and $t$, so must be the items eligible for a COGI, when the comparison universe is $\left(U_{0}, U_{t}\right)$. Thus, despite the changes of item universe that take place between the two time points, where $t>1$, the identity test can be motivated for a COGI. Now that all the prices are the same at 0 and $t$, a COGI index must necessarily be 1 , regardless of how the reference quantities of the goods are calculated. Therefore, a cost-of-goods index should satisfy the identity test. Next, consider a COLI. Let $V^{0, t}=$ $\sum_{i \in U_{t}} q_{i}^{t} p_{i}^{t} / \sum_{i \in U_{0}} q_{i}^{0} p_{i}^{0}$ be the ratio of total expenditures. Under the stipulated setting, it is obviously possible to maintain the same utility without changing the total expenditure. Thus, insofar as $V^{0, t} \neq 1$, all the change in expenditure must be attributed to the change in utility but not prices, under the assumption of rational consumer behaviour. A COLI should therefore be equal to 1 .

Despite the item universe varies at other points than 0 and $t$, an index that satisfies the identity test is said not to drift in this situation, which can be used to examine for example, a multilateral index. We notice that chain drift is often contrasted with transitivity. However, as will be discussed in Subsection 2.3, we find it difficult to define a transitivity
test for a dynamic item universe. For the moment the identity test T1 is the only test we have with respect to chain drift.

Fixed basket test (T2) If $U_{0}=U_{t}$ and $q_{i}^{0} \equiv q_{i}^{t}$ for all $i \in U_{0}$, then $P^{0, t}=V^{0, t}$.
The test is obvious for a COGI. It can easily be satisfied by any bilateral COGI. Otherwise, in a dynamic universe, one may have $q_{i}^{r} \neq q_{i}^{0}$, for $0<r<t$, so that the item reference quantity can differ from $q_{i}^{0}=q_{i}^{t}$, and a fixed basket-of-goods index may not be equal to $V^{0, t}$. It follows that, in order for a COGI to satisfy T2, one may need to avoid the use of multilateral indices. The test T 2 is readily motivated for a COLI. Given the quantities $q\left(U_{t}\right)$ are actually the same as $q\left(U_{0}\right)$, no utility adjustment of $V^{0, t}$ is needed, and a COLI at the observed utility is equal to $V^{0, t}$.

Upper bound test (T3) If $U_{0} \subseteq U_{t}$, and $p_{i}^{t} \leq p_{i}^{0}$ for all $i \in U_{0}$, then $P^{0, t} \leq 1$.
That is, the item universe may be constant if $U_{0}=U_{t}$ or strictly expanding if $U_{0} \subset U_{t}$, and the price of each persistent item is the same or reduced, that is $p_{i}^{t} \leq p_{i}^{0}$ for all $i \in U_{0 t}=U_{0}$. The proof is rooted in the economic theory of Preferences. Basically, the premises of test T3 set up a situation which guarantees that a consumer can maintain their utility without increasing the total expenditure. Given this is the case, the intuition is that any rational change of consumption can only occur because the consumer has found a better utility-cost ratio, as the choices increase with the expanding item universe. The arguments are given below in details.

Firstly, suppose substitution does not occur, in which case $q_{i}^{t}=q_{i}^{0}$ for all $i \in U_{0}$ and $q_{i}^{t}=0$ for all $i \in U_{t \backslash 0}$, even if $U_{t \backslash 0}$ is nonempty. The actual comparison universe reduces then to $U_{0 t}$, so that the test T 2 applies, yielding $P^{0, t}=V^{0, t} \leq 1$ under the stipulated setting. Next, suppose substitution occurs only among the persistent items, i.e., $q_{i}^{t}=0$ for $i \in U_{t \backslash 0}$ and $q_{i}^{t} \neq q_{i}^{0}$ for some $i \in U_{0 t}$. Substitution can be accounted for from the perspective of COLI. Given the actual $\left\{q_{i}^{t} ; i \in U_{0 t}\right\}$ and the corresponding utility at $t$, it cannot cost less for the same $\left\{q_{i}^{t} ; i \in U_{0 t}\right\}$ at 0 since $p_{i}^{t} \leq p_{i}^{0}$ for all $i \in U_{0 t}$. It follows that a COLI must be less than or equal to 1 . Finally, suppose substitution also involves the items in $U_{t \backslash 0}$. Let $\left\{\tilde{q}_{i}^{t} ; i \in U_{0 t}\right\}$ be a hypothetical set of persistent items that would have yielded the same utility as the actual $\left\{q_{i}^{t} ; i \in U_{t}\right\}$. Owing to rational behaviour, the expenditure of $\left\{\tilde{q}_{i}^{t} ; i \in U_{0 t}\right\}$ at $t$ cannot be less than the actual expenditure of $\left\{q_{i}^{t} ; i \in U_{t}\right\}$; whereas the expenditure of $\left\{\tilde{q}_{i}^{t} ; i \in U_{0 t}\right\}$ at 0 cannot be less than that at $t$. It follows again that a COLI must be less than or equal to 1 .

Lower bound test (T4) If $U_{t} \subseteq U_{0}$, and $p_{i}^{t} \geq p_{i}^{0}$ for all $i \in U_{t}$, then $P^{0, t} \geq 1$.
That is, the item universe may be constant or strictly shrinking, and the price of each persistent item is the same or increased. Firstly, suppose substitution does not occur, in which case $q_{i}^{t}=q_{i}^{0}$ for all $i \in U_{0 t}$ and $q_{i}^{t}=0$ for all $i \in U_{0 \backslash t}$. Then, the comparison universe reduces to $U_{0 t}$, and the test T 2 applies, yielding $P^{0, t}=V^{0, t} \geq 1$ under the stipulated setting. Next, suppose substitution occurs only among the persistent items. Given any actual $\left\{q_{i}^{t} ; i \in U_{0 t}\right\}$ and the corresponding utility at $t$, it cannot cost more for the same $\left\{q_{i}^{t} ; i \in U_{0 t}\right\}$ at 0 since $p_{i}^{0} \leq p_{i}^{t}$ for all $i \in U_{0 t}$. It follows that a COLI must be greater than or equal to 1 . Finally, suppose substitution also involves the items in $U_{0 \backslash t}$. Let $\left\{\tilde{q}_{i}^{0} ; i \in U_{0 t}\right\}$ be a hypothetical set of persistent units that would have yielded the same
utility as the actual $\left\{q_{i}^{0} ; i \in U_{0}\right\}$. The expenditure of $\left\{\tilde{q}_{i}^{0} ; i \in U_{0 t}\right\}$ at 0 cannot be less than the actual expenditure of $\left\{q_{i}^{0} ; i \in U_{0}\right\}$; whereas the expenditure of $\left\{\tilde{q}_{i}^{0} ; i \in U_{0 t}\right\}$ at $t$ cannot be less than that at 0 . It follows again that a COLI must be greater than or equal to 1 .

Under the setting of test T3, there exists a clear downwards trend of the prices of persistent items. We should have $P^{0, t} \leq 1$ even if this leads to an increase of expenditure, that is $V^{0, t}>1$. Under the setting of test $T 4$, there exists a clear upwards trend of the prices of persistent items. We should have $P^{0, t} \geq 1$ even if the price increase causes the expenditure to drop, that is $V^{0, t}<1$.

It is possible to formulate two somewhat sharper versions of the tests T3 and T4, respectively, according to which $P^{0, t}$ can possibly deviate from 1 in a particular direction depending on whether the item universe is expanding or shrinking, when all the prices of persistent items remain the same. These are thus clearly the implications of the fact that the item universe is dynamic.

Test t3 If $U_{0} \subset U_{t}$ and $p_{i}^{0}=p_{i}^{t}$ for all $i \in U_{0}$, then $P^{0, t} \leq 1$.
Test t4 If $U_{t} \subset U_{0}$ and $p_{i}^{0}=p_{i}^{t}$ for all $i \in U_{0}$, then $P^{0, t} \geq 1$.
Responsiveness test (T5) For $U_{0} \neq U_{t}, P^{0, t}$ should not always reduce to $f\left(D_{0 t}\right)$, where $D_{0 t}=D\left(U_{0 t}\right)$.

That is, one should not always be able to reduce a COGI to a fixed-basket index, where the basket items only consist of the persistent items. This is necessary for any COGI that, in principle, can be applied to a dynamic item universe; whereas one should not always be able to reduce a COLI to $f\left(D_{0 t}\right)$, since it must allow for substitution that involves the birth and death items.

One can formulate a sharper version of the test T 5 , where $p_{i}^{0}=p_{i}^{t}$ for all $i \in U_{0 t}$. According to T 1 , we have then $P^{0, t}\left(D_{0 t}\right)=1$, which is the price index of the persistent item universe $U_{0 t}$. Any $P^{0, t}$ that is always equal to 1 , regardless of $D\left(U_{t \backslash 0}\right)$ or $D\left(U_{0 \backslash t}\right)$, is not responsive.

Test $t 5$ For $U_{0} \neq U_{t}$, if $p_{i}^{0}=p_{i}^{t}$ for all $i \in U_{0 t}$, then $P^{0, t}$ cannot always be equal to 1 , regardless of $D\left(U_{t \backslash 0}\right)$ and $D\left(U_{0 \backslash t}\right)$.

### 2.3. Discussion

The proposed tests are certainly not the only ones possible. However, we have not included any other tests here for several reasons. Firstly, it would have made little difference to include a test that is easily satisfied, an example of which is the time reversal test. Next, some tests seem no longer relevant given the birth and death items. The quantity reversal and price reversal tests are two such examples. Moreover, we have excluded some familiar tests and only retained a sharper version of them. An example is the proportionality test. Since the proportionality test implies the identity test T 1 , the latter is sharper than the former, in the same sense that the test t 3 is sharper than T3. Finally, there may be additional concerns that make a test difficult to formulate. An example is the transitivity test, as we discuss below.

Conceptually, an index is transitive if $P^{0, t}=P^{0, r} P^{r, t}$ for any $r \neq 0, t$, provided all the three indices in the form of (1) are calculated in the same way, which generally involves
three different reference universes $U_{R(0, t)}, U_{R(0, r)}$ and $U_{R(r, t)}$ when the item universe is dynamic. Now, a motivation for transitivity is to prevent chain drifting, when chaining is used to alleviate the difficulty one would encounter in making direct price comparisons between $U_{0}$ and $U_{t}$, where $U_{t \backslash 0}$ and $U_{0 \backslash t}$ may be non-negligible in size compared to $U_{0 t}$. However, in order to verify whether or not chain drifting is the case, one must compare the chained index to the direct index that could have been calculated between 0 and $t$. Thus, one cannot avoid running into the same difficulty that has motivated the chaining in the first place. To push the difficulty to the logical extreme, suppose $U_{0} \cap U_{t}=\emptyset$, i.e., the item universe is completely renewed. What are the conditions of non-drifting, or transitivity, in this case?

From a more pragmatic point of view, the GEKS index has been adapted for temporal price comparisons (Ivancic et al. 2011), as a means to achieve transitivity, provided $P^{0, r}$ are well-defined and time reversible for any $0<r \leq t$. However, international comparisons have a fixed reference set of countries (or regions), and are symmetric in the sense that any two countries are eligible for comparison. The temporal extension has a direction and is ever-changing. Regarding the direction of time, it seems counter-intuitive to require $P^{0, r} P^{r, t}=P^{0, t}$, for an arbitrarily chosen period $r$, where $r<0$ or $r>t$. Regarding the changing reference set, the GEKS index $P^{0, t}$ calculated at $t$ will generally differ to $P^{0, t}$ calculated at $t^{\prime}$, for $t^{\prime}>t$. It follows from both accounts that in reality the disseminated GEKS index is nevertheless intransitive - see Subsection 3.4 for details.

## 3. Application

The test results are summarised in Table 1. We show that the constant-value adjustment of the GK index, which is necessary in the context of international comparisons involving different currencies, results in unresponsiveness if $R=R_{B}$. Dropping the constant-value adjustment yields the modified GK (MGK) index, which is a member of the GUV index family. We consider also the WGM index family, which includes the TPD index as a special case in a dynamic universe and the Törnqvist index as a special case in a fixed universe. Finally, we discuss the GEKS index, which can use any bilateral time-reversible index as its component.

Table 1. Summary of test results.

|  | Identity | Fixed-basket | Upper-bound | Lower-bound | Responsiveness |
| :--- | :--- | :---: | :---: | :---: | :--- |
| GK | Yes if $R_{B}$ <br> No if $R_{M}$ | Yes | Yes | Yes | No if $R_{B}$ |
| GUV <br> (MGK) | Yes if $R_{B}$ <br> No if $R_{M}$ | Yes | Yes | Yes | No if $R_{B}$ and in <br> Setting of t 3 <br> (or t4) |
| WGM <br> (TPD) | Yes if $R_{B}$ <br> No if $R_{M}$ | No | Yes | Yes | No if $R_{B}$ and in <br> Setting of t 3 <br> (or t4) |
| GEKS | No | No | No | No | Yes |

### 3.1. The GK Index

Deflating a constant-value reference-price quantity index yields the GK index:

$$
\begin{gather*}
P_{G K}^{0, t}=V^{0, t} / Q^{0, t} \quad \text { and } \quad Q^{0, t}=\sum_{i \in U_{t}} p_{i} q_{i}^{t} / \sum_{i \in U_{0}} p_{i} q_{i}^{0}  \tag{2}\\
p_{i}=\sum_{r \in R_{i}} \frac{p_{i}^{r}}{P^{0, r}} q_{i}^{r} / \sum_{r \in R_{i}} q_{i}^{r} \tag{3}
\end{gather*}
$$

where the observed price $p_{i}^{r}$ is adjusted to a constant-value price by $P^{0, r}$, and $R_{i}$ contains the periods at which the item $i$ is in the market.

The GK index given by (2) and (3) does not satisfy the identity test T1 except when $R=R_{B}$, in which case $p_{i}=p_{i}^{0}=p_{i}^{t}$. Next, it satisfies the fixed-basket test T2 since $Q^{0, t}=1$. Thirdly, it satisfies the upper bound tests T3 and t 3 , provided $p_{i}^{t} \leq p_{i} \leq p_{i}^{0}$ by (3), such that

$$
Q^{0, t}=\frac{\sum_{j \in U_{0}} p_{j} q_{j}^{t}+\sum_{j \in U_{t \mid 0}} p_{j}^{t} q_{j}^{t}}{\sum_{j \in U_{0}} p_{j} q_{j}^{0}} \geq \frac{\sum_{j \in U_{0}} p_{j}^{t} q_{j}^{t}+\sum_{j \in U_{t \mid 0}} p_{j}^{t} q_{j}^{t}}{\sum_{j \in U_{0}} p_{j}^{0} q_{j}^{0}}=V^{0, t}
$$

Moreover, it satisfies the lower bound tests T4 and t 4 , since we then have $Q^{0, t} \leq V^{0, t}$.
When it comes to the test T5, below we give a proof that the bilateral GK index is generally unresponsive. Previously, Geary (1958) pointed out that for spatial comparison with a matched commodity universe between two countries, the GK index reduces to a fixed weights price index, where the weight of a commodity is given by the harmonic means of its quantities in both countries. As we now demonstrate, the same result holds even when the two universes are not completely matched. In the present notation, the bilateral GK index can be given as $E_{0} / E_{t}$, which together with the reference prices satisfy the following linear system

$$
\begin{aligned}
& p_{i}= \begin{cases}E_{0} \frac{p_{i}^{0} q_{i}^{0}}{q_{i}^{0}+q_{i}^{t}}+E_{t} \frac{p_{i}^{t} q_{i}^{t}}{q_{i}^{0}+q_{i}^{t}} & \text { if } i \in U_{0 t} \\
E_{0} p_{i}^{0} & \text { if } i \in U_{0 \backslash t}=U_{0} \backslash U_{0 t} \\
E_{t} p_{i}^{t} & \text { if } i \in U_{t \backslash 0}=U_{t} \backslash U_{0 t}\end{cases} \\
& E_{r}=\sum_{i \in U_{r}} p_{i} q_{i}^{r} / \sum_{i \in U_{r}} p_{i}^{r} q_{i}^{r} \\
& \text { for } r=0, t .
\end{aligned}
$$

That the GK index reduces to a matched-universe index can be seen in the following:

$$
\begin{aligned}
\left(\sum_{i \in U_{t}} p_{i}^{t} q_{i}^{t}\right) E_{t} & =E_{0}\left(\sum_{i \in U_{0 t}} \frac{p_{i}^{0} q_{i}^{0}}{q_{i}^{0}+q_{i}^{t}} q_{i}^{t}\right)+E_{t}\left(\sum_{i \in U_{0 t}} \frac{p_{i}^{t} q_{i}^{t}}{q_{i}^{0}+q_{i}^{t}} q_{i}^{t}+\sum_{U_{t \backslash 0}} p_{i}^{t} q_{i}^{t}\right) \\
& \Rightarrow E_{t}\left(\sum_{i \in U_{0 t}} \frac{q_{i}^{0} q_{i}^{t}}{q_{i}^{0}+q_{i}^{t}} p_{i}^{t}\right)=E_{0}\left(\sum_{i \in U_{0 t}} \frac{q_{i}^{0} q_{i}^{t}}{q_{i}^{0}+q_{i}^{t}} p_{i}^{0}\right)
\end{aligned}
$$

### 3.2. The GUV Index Family

Removing the constant-value adjustment via $P^{0, r}$ in (3), one may let

$$
\begin{equation*}
p_{i}=\sum_{r \in R_{i}} p_{i}^{r} q_{i}^{r} / \sum_{r \in R_{i}} q_{i}^{r} . \tag{4}
\end{equation*}
$$

By (2) this yields the Lehr index (Lehr, 1885, 39) as a bilateral index in a fixed universe, and a modified GK (MGK) index in a dynamic universe. More generally, replacing (4) by any suitable $p_{i}$ yields a family of GUV indices:

$$
\begin{equation*}
P_{G U V}^{0, t}=\frac{\sum_{i \in U_{t}} p_{i}^{t} q_{i}^{t} / \sum_{i \in U_{t}} p_{i} q_{i}^{t}}{\sum_{i \in U_{0}} p_{i}^{0} q_{i}^{0} / \sum_{i \in U_{0}} p_{i} q_{i}^{0}}=V^{0, t} / Q_{R P} \tag{5}
\end{equation*}
$$

where $Q_{R P}=\sum_{i \in U_{t}} p_{i} q_{i}^{t} / \sum_{i \in U_{0}} p_{i} q_{i}^{0}$ can be formulated as a reference-price (RP) quantity index. Auer (2014) emphasises the interpretation of $p_{i}$ as an adjustment factor which transforms the transaction quantities $\left(q_{i}^{0}, q_{i}^{t}\right)$ into the "intrinsic-worth units" $\left(\tilde{q}_{i}^{0}, \tilde{q}_{i}^{t}\right)$, where $\tilde{q}_{i}^{r}=p_{i} q_{i}^{r}$ for $r=0, t$. What then matters to the resulting index is only the relevant ratios $p_{i} / p_{j}$ for any $i \neq j$. As pointed out by Dalén (2001), if hedonic regression is used, the factor $p_{i}$ could be determined based on the difference in characteristics between the item and the numeraire (or chosen reference item). In this way the GUV index family can incorporate the hedonic approach.

The test results for the GUV index are similar to the GK index except for the responsiveness. It does not satisfy the identity test T 1 except when $R(0, t)=R_{B}$. It obviously satisfies the fixed-basket test T2. It satisfies the upper bound tests T3 and t3, provided $p_{i}^{t} \leq p_{i} \leq p_{i}^{0}$ for $i \in U_{R}$. Similarly, it satisfies the lower bound tests T4 and t4 provided $p_{i}^{0} \leq p_{i} \leq p_{i}^{t}$ for $i \in U_{R}$. However, the bilateral GUV index fails the responsiveness test t 5 only in the settings of tests t 3 , where $p_{i}=p_{i}^{0}=p_{i}^{t}$ for $i \in U_{0}$ and $p_{i}=p_{i}^{t}$ for $i \in U_{t \backslash 0}$ due to $R=R_{B}$, such that

$$
Q^{0, t}=\frac{\sum_{i \in U_{t}} q_{i}^{t} p_{i}}{\sum_{i \in U_{0}} q_{i}^{0} p_{i}}=\frac{\sum_{i \in U_{t}} q_{i}^{t} p_{i}^{t}}{\sum_{i \in U_{0}} q_{i}^{0} p_{i}^{0}}=V^{0, t} \quad \text { and } \quad P_{G U V}^{0, t}=1
$$

regardless of $D\left(U_{t \backslash 0}\right)$. Similarly in the setting of test $t 4$.

### 3.3. The WGM Index Family

A WGM index does not have a direct connection to the expenditure ratio $V^{0, t}$ in general. Like the GUV index, it employs a reference price $p_{j}$, for $j \in U_{R}$, and is given by

$$
\begin{equation*}
P_{W G M}^{0, t}=\frac{\prod_{i \in U_{t}}\left(p_{i}^{t} / p_{i}\right)^{w_{i}^{t}}}{\prod_{i \in U_{0}}\left(p_{i}^{0} / p_{i}\right)^{w_{i}^{0}}}=\left(\frac{\prod_{i \in U_{t}}\left(p_{i}^{t}\right)^{w_{i}^{t}}}{\prod_{i \in U_{0}}\left(p_{i}^{0}\right)^{w_{i}^{0}}}\right) /\left(\frac{\prod_{j \in U_{t}} p_{j}^{w_{j}^{t}}}{\prod_{j \in U_{0}} p_{j}^{w_{j}^{0}}}\right), \tag{6}
\end{equation*}
$$

with the weights $\sum_{i \in U_{t}} w_{i}^{t}=1$ and $\sum_{i \in U_{0}} w_{i}^{0}=1$. When $R=\{0, t\}$ and $U=U_{0}=U_{t}$, setting $w_{j}^{0}=w_{j}^{t}=\frac{1}{2}\left(q_{j}^{0} p_{j}^{0} / \sum_{i \in U} q_{i}^{0} p_{i}^{0}+q_{j}^{t} p_{j}^{t} / \sum_{i \in U} q_{i}^{t} p_{i}^{t}\right)$ reduces (6) to the Törnqvist
index. The TPD index (De Haan and Krsinich 2014) is given by

$$
p_{j}=\prod_{r \in R_{j}}\left(\frac{p_{j}^{r}}{P^{0, r}}\right)^{\frac{w_{j}^{r}}{\sum_{b \in R_{j} j_{j}^{r}}}} \text { and } \quad w_{j}^{r}=\frac{q_{j}^{r} p_{j}^{r}}{\sum_{i \in U_{r}} q_{i}^{r} p_{i}^{r}}
$$

Fattore (2010) considers the axiomatic properties of the geo-logarithmic family (GLF) of indices. The GLF index is a special case of the WGM index, with fixed universe $U_{0}=U_{t}$ and the same weights at both periods 0 and $t$, i.e., $w_{i}=w_{i}^{0}=w_{i}^{t}$, where $w_{i}$ can depend on data at both 0 and $t$.

The WGM index (6) does not satisfy the identity test T1 except when $R(0, t)=R_{B}$, since otherwise one can not ensure $p_{j}=p_{j}^{0}=p_{j}^{t}$ in a dynamic universe. It generally does not satisfy the fixed-basket test T 2 due to the lack of direct connection to $V^{0, t}$. It satisfies the upper bound test T 3 , provided $p_{i}^{t} \leq p_{i} \leq p_{i}^{0}$, such that

$$
P_{W G M}^{0, t}=\left(\prod_{i \in U_{t}}\left(p_{i}^{t} / p_{i}\right)^{w_{i}^{t}}\right)\left(\prod_{i \in U_{0}}\left(p_{i} / p_{i}^{0}\right)^{w_{i}^{0}}\right) \leq 1
$$

Similarly, it satisfies the lower bound test T3, provided $p_{i}^{0} \leq p_{i} \leq p_{i}^{t}$. Under the settings of tests t 3 and t 4 , we have $P_{W G M}^{0, t}=P_{W G M}^{0, t}\left(D_{0 t}\right)=1$, provided $p_{j}=p_{j}^{0}=p_{j}^{t}$, such that it satisfies these tests while failing the responsiveness test t 5 at the same time.

### 3.4. The GEKS Index

Provided $R(0, t)=R_{M}$ and $t \geq 2$, the GEKS index from 0 to $r$, for $0<r \leq t$, is given by

$$
\begin{equation*}
P_{G E K S}^{0, r}=\left(\prod_{s=0}^{t} P^{0, s} P^{s, r}\right)^{\frac{1}{1+1}}=\left(\left(P^{0, r}\right)^{2} \prod_{s \neq 0, r} P^{0, s} P^{s, r}\right)^{\frac{1}{1+1}} \tag{7}
\end{equation*}
$$

For any $r<t$, it involves indirect comparisons via the periods outside $\{0, \ldots, r\}$. For example, if $t=2$ and $r=1$, we have $P^{0,1}=\left(\left(P^{0,1}\right)^{2} P^{0,2} P^{2,1}\right)^{\frac{3}{3}}$ where both $P^{0,2}$ and $P^{2,1}$ are only available in period 2 but not period 1 . Therefore, in practice, the disseminated GEKS index, denoted by $\hat{P}_{G E K S}^{0, r}$ is always the one with $r=t$ in (7). It is intransitive since, for any $0<r<t$,

$$
\begin{aligned}
\hat{P}_{G E K S}^{0, t} & =\left(\left(P^{0, t}\right)^{2} \prod_{0<s<t} P^{0, s} P^{s, t}\right)^{\frac{1}{l+1}}=\left(\left(P^{0, t}\right)^{2} P^{0, r} P^{r, t} \prod_{0<s<t ; s \neq r} P^{0, s} P^{s, t}\right)^{\frac{1}{l+1}} \\
& \neq \hat{P}_{G E K S}^{0, r} \hat{P}_{G E K S}^{r, t}=\left(\left(P^{0, r}\right)^{2} \prod_{0<s<r} P^{0, s} P^{s, r}\right)^{\frac{1}{r+1}}\left(\left(P^{r, t}\right)^{2} \prod_{r<s<t} P^{r, s} P^{s, t}\right)^{\frac{1}{1-r+1}},
\end{aligned}
$$

where the set of reference periods is $R(0, t)=\{0,1, \ldots, t\}$ for $\hat{P}_{G E K S}^{0, t}$, it is $R(0, r)=$ $\{0,1, \ldots, r\}$ for $\hat{P}_{G E K S}^{0, r}$ and $R(r, t)=\{r, r+1, \ldots, t\}$ for $\hat{P}_{G E K S}^{r, t}$, according to the default
choice of $R_{M}$. For example, for $t=2$, the three GEKS indices are intransitive, where

$$
\begin{aligned}
& \hat{P}_{G E K S}^{0,2}=\left(\left(P^{0,2}\right)^{2} P^{0,1} P^{1,2}\right)^{\frac{1}{3}}, \quad \hat{P}_{G E K S}^{0,1}=\left(\left(P^{0,1}\right)^{2}\right)^{\frac{1}{2}}=P^{0,1} \\
& \hat{P}_{G E K S}^{1,2}=\left(\left(P^{1,2}\right)^{2}\right)^{\frac{1}{2}}=P^{1,2} .
\end{aligned}
$$

It is, of course, possible to use a different $R_{M}$, such as a 13-month window that moves with $t$. But the GEKS remains intransitive, because $P^{0, r}$ calculated with $R_{M}=\{r-12$, $r-11, \ldots, r\}$ is different from $P^{0, r}$ calculated with $R_{M}=\{t-12, t-11, \ldots, t\}$, provided $t-12 \leq 0<r<t$.

The components in (7) can be any bilateral time-reversible index. Now that the reference universe of the GEKS index by definition cannot be $U_{R_{B}}$ for $t>1$, it generally does not pass any other tests than the responsiveness test T5.

## 4. A Reference-Quantity-Price Index Family

None of the indices considered in Section 3 satisfies all the five tests proposed in this article. Two observations seem worth noting. First, a multilateral index generally does not satisfy the identity test T1 nor the fixed-basket test T2. However, we do not therefore conclude that a bilateral index is preferable to a multilateral index in practice, since none of them are perfect and it is possible to compensate for a small shortcoming in one respect with better properties in others. Second, there is a tension between the bound tests $t 3$ and $t 4$ on the one hand, and the responsiveness test t 5 on the other hand. As a potential means to a resolution, we outline below a large index family, which includes the GUV index family as a subclass. Let

$$
\begin{equation*}
P_{R Q P}^{0, t}=\left(P_{R Q}^{0, t}\right)^{1-\alpha}\left(P_{G U V}^{0, t}\right)^{\alpha}, \tag{8}
\end{equation*}
$$

where $\alpha$ is a constant of choice, for $0 \leq \alpha \leq 1$, and $P_{G U V}^{0, t}$ is given by (5), and the reference-quantity index $P_{R Q}^{0, t}$ is given by

$$
\begin{equation*}
P_{R Q}^{0, t}=\sum_{i \in U_{0 U t}} q_{i} p_{i}^{t} / \sum_{i \in U_{\text {OUt }}} q_{i} p_{i}^{0}, \tag{9}
\end{equation*}
$$

where $U_{0 \cup t}=U_{0} \cup U_{t}$, and $q_{i}$ is a reference-quantity for $i \in U_{0 \cup t}$. We shall refer to (8) as the reference-quantity-price ( $R Q P$ ) index. It reduces to a GUV index if $\alpha=1$.

Provided $0<\alpha<1$, an RQP index makes use of both reference quantities $q_{i}$ and reference prices $p_{i}$. The expression (8) shows it as a weighted geometric mean of two price indices. It can equally be expressed as deflating the expenditure ratio $V^{0, t}$ by a weighted geometric mean of two quantity indices $Q_{R P}^{0, t}$ and $V^{0, t} / P_{R Q}^{0, t}$, i.e.,

$$
P_{R Q P}^{0, t}=V^{0, t} /\left[\left(Q_{R P}^{0, t}\right)^{\alpha}\left(V^{0, t} / P_{R Q}^{0, t}\right)^{1-\alpha}\right]
$$

In particular, at $\alpha=0.5$, the RQP index can be considered to generalise the Fisher index, defined in the special case of $U=U_{0}=U_{t}=U_{0 \cup t}$ and $R(0, t)=R_{B}$. That is,

$$
P_{L}^{0, t} P_{P}^{0, t}=P_{L}^{0, t} V^{0, t} / Q_{L}^{0, t}=P_{P}^{0, t} V^{0, t} / Q_{P}^{0, t}
$$

where $P_{L}^{0, t}$ is the Laspeyres price index given as $P_{R Q}^{0, t}$ with $q_{i}=q_{i}^{0}$, and $P_{L}^{0, t}$ is the Paasche price index given as $P_{R Q}^{0, t}$ with $q_{i}=q_{i}^{t}$, and $Q_{L}^{0, t}$ is the Laspeyres quantity index given as $Q_{R P}^{0, t}$ with $p_{i}=p_{i}^{0}$, and $Q_{P}^{0, t}$ is the Paasche quantity index given as $Q_{R P}^{0, t}$ with $p_{i}=p_{i}^{t}$.

There are many possible choices for the reference price in $P_{G U V}^{0, t}$ and the reference quantity in $P_{R Q}^{0, t}$. In the existing though limited studies and practices of $P_{G U V}^{0, t}$, the reference price $p_{i}$ is usually set to be the unit-value price of item $i$ over the chosen reference universe, that is calculated over the periods in which the item is available. However, in certain situations, one may instead consider using the introductory price or another representative price. When it comes to the reference quantity $q_{i}$ in $P_{R Q}^{0, t}$, one can obviously extend the various arithmetic and geometric means defined for the fixed universe. Or, one may set $q_{i}$ to be the ratio between the average expenditure of item $i$ and the reference price $p_{i}$ calculated for the GUV-counterpart. In particular, we believe it will be necessary to study these questions together with the formation of homogeneous products, which are defined at a level that is between the items identified by (GTIN, outlet) and the elementary aggregate. However, it is beyond the scope of this paper to address these issues.

The RQ index $P_{R Q}^{0, t}$ satisfies obviously the identity test T1. It satisfies the fixed-basket test T2 provided $R(0, t)=R_{B}$. It satisfies the responsiveness test T5, as long as $q_{i}>0$ for $i \in U_{0 U_{t}} \backslash U_{0 t}$. Moreover, it provides a means to resolve the tension between the bound tests t 3 and t 4 and the responsiveness test t 5 . To satisfy the test t 5 in the setting of the test t 3 , where $U_{0 \cup t}=U_{0} \cup U_{t \backslash 0}, p_{i}^{0}=p_{i}^{t}$ for $i \in U_{0}$ and $q_{i}^{t}>0$ for $i \in U_{t \backslash 0}$, we require $P_{R Q}^{0, t}<1$. Since $\sum_{U_{0}} q_{i} p_{i}^{t}=\sum_{U_{0}} q_{i} p_{i}^{0}$ regardless of the choice of $q_{i}$ for $i \in U_{0}$, we need $\sum_{i \in U_{t \backslash 0}} q_{i} p_{i}^{0}>\sum_{i \in U_{t \backslash 0}} q_{i} p_{i}^{t}$, given any choice of $q_{i}$ for $i \in U_{t \backslash 0}$. This can be achieved by imputing a price $\hat{p}_{i}^{0}$, where $\hat{p}_{i}^{0}>p_{i}^{t}$ for $i \in U_{t \backslash 0}$. Provided such $\hat{p}_{i}^{0}$, the imputed referencequantity expenditure in period 0 would be higher than the reference-quantity expenditure in period $t$, that is

$$
\sum_{U_{0}} q_{i} p_{i}^{0}+\sum_{U_{t \backslash 0}} q_{i} \hat{p}_{i}^{0}>\sum_{U_{0}} q_{i} p_{i}^{0}+\sum_{U_{\imath \backslash 0}} q_{i} p_{i}^{t}=\sum_{U_{0}} q_{i} p_{i}^{t}+\sum_{U_{t \backslash 0}} q_{i} p_{i}^{t} .
$$

It follows that the imputed $P_{R Q}^{0, t}$ is less than 1 , which satisfies the upper bound test $t 3$ and the responsiveness test t5 at the same time. Similarly, the imputed RQ index $P_{R Q}^{0, t}$ satisfies jointly the tests t 4 and t 5 , provided $\hat{p}_{i}^{t}>p_{i}^{0}$ for $i \in U_{0 \backslash t}$.

Imputation seems a natural remedy for the RQ index because, unlike the MGK, GUV or WGM index, it lacks otherwise a mechanism that accounts for the differing sizes of the item universes $U_{0}$ and $U_{t}$. The inclusion of $\sum_{U_{t \backslash 0}} q_{i} \hat{p}_{i}^{0}$ or $\sum_{U_{0 \backslash \backslash}} q_{i} \hat{p}_{i}^{t}$ can be considered as a means to incorporate a dynamic basket from the COGI perspective, or to align the utility over time from the COLI perspective. In the setting of test T3, where $p_{i}^{t}<p_{i}^{0}$ for at least some $i \in U_{0}$, we have $\sum_{U_{0}} q_{i} p_{i}^{t}<\sum_{U_{0}} q_{i} p_{i}^{0}$ regardless of the choice of $q_{i}$ for $i \in U_{0}$. It follows that the imputed $P_{R Q}^{0, t}$ satisfies the test T3, provided any $\hat{p}_{i}^{0} \geq p_{i}^{t}$ for $i \in U_{t \backslash 0}$,
including the choice of $\hat{p}_{i}^{0}=p_{i}^{t}$. Similarly, it satisfies the lower bound test T4, provided $\hat{p}_{i}^{t} \geq p_{i}^{0}$ for $i \in U_{0 \backslash t}$, including the choice of $\hat{p}_{i}^{t}=p_{i}^{0}$.

The test results of the RQP index can be deduced from those of $P_{G U V}^{0, t}$ and $P_{R Q}^{0, t}$. Thus, given a judicious choice of the imputed $P_{R Q}^{0, t}$, it can potentially satisfy all the five tests.

## 5. Concluding Remarks

The proposed set of tests provide a rigorous diagnostic for whether an index can be considered completely appropriate in a dynamic item universe, as well as pointing towards the directions of possible remedies. The RQP index family can potentially satisfy all the tests. It extends the GUV index family that has received much attention in the recent years. But more research is needed regarding the imputation method and the mixing weight $\alpha$.

We reiterate that failing one or more tests does not in itself make an index unacceptable in practice, because not exactly satisfying a test does not mean that it is not satisfied approximately, and it is possible for an index to compensate for a small shortcoming in one respect with better properties in others. Moreover, the test approach does not directly provide the solutions to the many other choices one necessarily has to make in practice. These include the use of fixed base period versus moving base and indirect measurement of the short-term price index, the aggregation structure of the CPI including the formation of homogeneous products, the balance between automatic item-matching and manual intervention, the decision between bilateral and multilateral indices in a given CPI subuniverse, and so on. For these reasons, we believe it is important, in future research, to develop sensible empirical criteria, regarding when an index based on the unit value price data can be considered acceptable for practical purposes.
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