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# Overview of the Special Issue on Surveying the Hard-to-Reach 

Gordon B. Willis ${ }^{1}$, Tom W. Smith ${ }^{2}$, Salma Shariff-Marco ${ }^{3}$, and Ned English ${ }^{4}$

## 1. Introduction

Throughout the course of the development of survey methods, critical concerns have arisen in tandem with changes in society that impact the nature and composition of the populations that researchers endeavor to understand. In recent years, a concern that has attracted considerable methodological interest involves the conducting of surveys that include members of so-called Hard-to-Reach (H2R) groups. H2R groups have become increasingly important to include within a range of population surveys, given both a burgeoning emphasis on representation of demographic subgroups (e.g., Asians within the U.S. population), and on groups that are of interest due to their potentially unique characteristics or sociocultural location (e.g., transgender individuals).

To further methodological work in this area, the International Conference on Methods for Surveying and Enumerating Hard-to-Reach Populations was held from October 31 to November 3, 2012 in New Orleans. This gathering aimed to connect researchers across a range of fields - including survey methodology, statistics, demography, sociology, anthropology, ethnography, and psychology - and engage them in discussions devoted to advancing our methodology for surveying groups that have proven difficult to include in population surveys. However, from the start this seemingly targeted and even niche-like area of interest proved somewhat hard to encapsulate in a simple definition, and finding solutions turned out to be even more challenging. In particular, the science of 'reaching the H2R' requires that we address two vital issues: (a) who in particular are we talking about when we use the label 'hard-to-reach'? and (b) what do we mean by 'reaching' them? Considering both of these challenges, the conference advertisement (currently available at http://www.amstat.org/meetings/h2r/2012/pdfs/H2R2012Flyer.pdf) lists a range of topics and subpopulations of interest, and includes the following as examples of H2R groups:
(a) Racial minorities
(b) Immigrant populations
(c) Indigenous populations

[^0](d) Highly mobile and migrant populations
(e) Homeless and refugee populations
(f) Sexual minorities
(g) Populations affected by natural disasters
(h) Populations in zones of armed conflict
(i) Stigmatized populations
(j) Cross-cultural similarities and differences in H2R populations
(k) Linguistic and cultural minorities

Concerning the second element defining H2R groups, or what we mean when we refer to 'reaching' them, Tourangeau (2014) has provided a helpful model within the opening chapter of a book deriving from the conference (Tourangeau et al. 2014). Tourangeau's model delineates various points in the survey process that present difficulty, as categorized into the following bins:
(1) Sampling/Coverage: Those who are difficult to include in a statistical sample;
(2) Identification: Those who are difficult to identify as eligible survey respondents;
(3) Location/Contact: Those who are difficult to find and to make contact with for purposes of engaging in a survey;
(4) Persuasion: Those who are difficult to convince to take part in a survey, once located;
(5) Interviewing: Those who are willing to be interviewed, but who are difficult to successfully interview.

Survey methodologists will recognize the close association between these concepts and the related statistical error subtypes of coverage, sampling, nonresponse, and response error.

## 2. The JOS Special Issue

The articles in this volume derive from contributed papers delivered at the conference, and supplement those commissioned for a book that includes chapters representing conference invited papers (Tourangeau et al. 2014). These special issue contributions address varying facets of the hard-to-reach continuum described by Tourangeau. For purposes of simplification - and perhaps based on the notion that "good things come in threes" - we have further aggregated these five elements into three general factors, each representing a basic challenge to successfully interviewing someone we think of as hard-to-reach:
(1) Selection: Choosing who we are attempting to interview (or to 'enumerate,' in the case that we are counting as opposed to collecting self-report information). Sampling and coverage issues dominate, along with challenges of identification.
(2) Recruitment: Deciding how to locate potential respondents, and, in cases where selfreport is required, how to persuade them to consent to participating in the survey, once they have been sampled and identified.
(3) Interviewing: Determining how to conduct the interview. Beyond sampling, identifying, locating, and persuading a potential respondent, we must also consider the survey administration mode to be used (e.g., internet, telephone, mail), as well as
Table 1. Journal of Official Statistics, Special Issue on Surveying the Hard to Reach: Attention devoted by each of the ten articles to three basics challenges in surveying the H2R.

| Special Issue article: | (1) Selection <br> Who to interview: <br> Sampling and Identifying | (2) Recruitment <br> How to 'get' the respondent: Locating, Contacting, Persuading | (3) Interviewing <br> How to complete the interview: Administration mode, interviewer, etc. |
| :---: | :---: | :---: | :---: |
| 1) Potential Uses of Administrative Records for Triple System Modeling for Estimation of Census Coverage Error in 2020: Griffin | X |  |  |
| 2) Sampling Nomads: A New Technique for Remote, Hard-to-Reach, and Mobile Populations: Himelein, Eckman, and Murray | X |  |  |
| 3) Enumerating the Hidden Homeless: Strategies to Estimate the Homeless Gone Missing From a Point-in-Time Count. Agans, Jefferson, Bowling, Zeng, Yang, and Silverbush | X |  |  |
| 4) A Study of Assimilation Bias in Name-Based Sampling of Migrants: Schnell, Trappmann, and Gramlich | X |  |  |
| 5) Comparing Survey and Sampling Methods for Reaching Sexual Minority Individuals in Flanders: Dewaele, Caen, and Buysse | X | X |  |
| 6) A City-Based Design That Attempts to Improve National Representativeness of Asians: Pedlow | X | X |  |
| 7) Recruiting an Internet Panel Using Respondent-Driven Sampling: Schonlau, Weidmer, and Kapteyn | X | X |  |
| 8) Locating Longitudinal Respondents After a 50-Year Hiatus: Stone, Scott, Battle, and Maher |  | X |  |
| 9) Evaluating the Efficiency of Methods to Recruit Asian Research Participants: Park and Sha |  | X |  |
| 10) Reaching Hard-to-Survey Populations: Mode Choice and Mode Preference: Haan, Ongena, and Aarts |  |  | X |

who should conduct the interview, and what other procedural parameters may be optimal for obtaining truthful and accurate responses.

In the interest of organizational clarity, we categorize the articles in the current volume according to these three factors, as illustrated in Table 1. The table depicts what we consider to be the main elements addressed by each author's contribution to the special issue (with the caveat that each research effort may span multiple areas, and our assignment to category may be arguable due to the lack of firm boundaries between them).

Articles involving selection. It is clear that across these articles, significant attention is paid to sampling and coverage issues - that is, with respect to constructing the sample frame; seven of the ten articles attend to this issue. Sample frame construction is vital for addressing the companion issue of coverage - ensuring that members of the desired population are adequately represented in the sampling frame. For study of H2R populations, a major challenge to coverage is the needle-in-a-haystack phenomenon, especially where the required population 'units' (i.e., people) are well-hidden among a larger, general population - for example, the homeless, or migrants. First, the article by Griffin focuses on the measurement of coverage error in the U.S. Census in a manner relevant to H2R subpopulations, through reference to administrative records. Himelein, Eckman, and Murray tackle the vexing challenge of surveying a special type of group nomads - who have no set residential location, and who therefore depart from our usual notions of 'place of residence.' Similarly, Agans, Jefferson, Bowling, Zeng, Yang, and Silverbush consider the way in which members of household units can be relied upon to identify individuals - the homeless - who also have no set place of residence but who may have existing relationships with those who do (i.e., individuals who provide temporary shelter).

Several other articles focus on populations whose members do have a set place of residence, but who are difficult for the survey takers to identify and enumerate as members of an H2R group because they may be 'hidden in plain sight.' Schnell, Trappman, and Gramlich describe a study that involves the use of name-based sampling to create a frame of immigrants contained within society at large. Dewaele, Caen, and Buysse also focus on an H2R population - sexual minorities - who are integrated within the larger population, but who are not readily identifiable with respect to H2R status through any means other than self-identification. On the other hand, research by Pedlow attempts to leverage the fact that some subpopulations (in this case, Asians) do tend to be physically clustered, and can be sampled via a geographically oriented (city-based) sampling approach. Finally, Schonlau, Weidmer, and Kapteyn investigate the development of a sample frame through the use of respondent-driven sampling, in which no suitable sampling frame exists or can reasonably be constructed by the researchers, and instead relies upon respondents from a particular H2R group to themselves produce contact information for additional eligible individuals.

Articles involving recruitment. The second major factor that we have defined involves recruitment, which can be viewed as literally 'reaching' the respondents, and two of the manuscripts focus mainly on this step. Stone, Scott, Battle, and Mahar regard H2R status as imposed by the calendar. Although the sought-after respondents within this survey were not demographically unique, a fifty-year follow-up interval rendered them literally hard to
reach, and put a premium on methodology related to respondent tracing. Once the identified individuals are located through appropriate detective work, the surveyor then must begin the process of selling the survey, persuading the located individual to participate. Park and Sha consider recruitment from a somewhat different vantage point, concerning how to locate and persuade monolingual Asians for purposes of pretesting survey questionnaires. The obvious solution is to use the language that respondents (literally) use; what is less obvious, and is intensively investigated by the authors by relying on multiple efficiency metrics, is the medium to be employed: flyers, newspaper advertisements, word-of-mouth, or something else that may be specific to the H 2 R population.

Articles involving interviewing. A final article, by Haan, Ongena, and Aarts, mainly addresses the conduct of the survey interview, or how to reach respondents in terms of presenting and then obtaining information in a way that makes sense to them. The key consideration is choice of administration mode, which involves factors related both to access (e.g., do potential respondents have internet service) and social dynamics (do they prefer interaction with a human interviewer - that is, interviewer administration, or would they rather answer a computer screen or a piece of paper, under questionnaire selfadministration?). The dynamics of interviewing could address a range of other parameters as well, such as interviewer demographic characteristics and behavior, or the physical location of the interview (at home, or elsewhere).

## 3. Looking to the Future

The articles in this volume attempt to provide answers to the issues listed above, in most cases through use of examples and case studies. However, they also raise fundamental issues that challenge the fledgling science of surveying the hard-to-reach. Reflection on the difficulties and barriers to the enumeration process, or to the conduct of self-report surveys, may even suggest the need for a subtle but important shift in investigator viewpoint - and perhaps in nomenclature. We must recognize that, from the respondent's point of view, he or she may not be at all 'hard to reach.' There are certainly subtypes of potential respondents who truly are challenging to select, recruit, and interview because those individuals take steps to make each of these steps difficult (e.g., undocumented individuals who hide from the administrators of a Federal survey). There are others, however, who present difficulties mainly from the perspective of the researcher. We may fail to reach monolingual Vietnamese speakers largely because we fail to enlist interviewers who can communicate in that language. By way of analogy, one can state that Timbuktu is hard to reach - but this is true only from the vantage point of Western locations, and not if one begins the trip from a nearby town in Mali. As such, the application of the label 'H2R' to a particular group may mainly reflect the separation between researcher and respondent, rather than some immutable characteristic of the latter.

An alternative to 'Hard to Reach' is suggested by Tourangeau (2014), who has selected the general term 'Hard to Survey,' and who regards 'Hard-to-Reach' as one subcategory of specific difficulties encountered (literally, those who are hard to locate and to contact, once they have been identified). This solution may not placate those who object that the general use of the term 'Hard' carries the implication that such members of some groups are 'resistant' or 'uncooperative.' As an alternative, a judgment-neutral approach might be
to state simply that some groups are 'historically under-represented' to convey the notion that certain populations have tended to be left out of survey (and other) research.

A final, opposing perspective is that survey methodologists need not be overly concerned with labeling, but rather with the ultimate outcome of their survey practices. If researchers increasingly are committed to enhancing our capacities for including those who are left out, and are committed to expending the appropriate resources and/or effort (as are those represented in the current volume), then it may not matter whether they regard their respondents as hard-to-reach, as under-represented, or - from the point of view of staff on the ground - as 'difficult completions.' It is our hope and intent that the directions defined within the current set of manuscripts provide a path towards the continued development of imaginative and effective methodologies for ensuring that our surveys and Censuses are equally inclusive of all.

## 4. References
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# Potential Uses of Administrative Records for Triple System Modeling for Estimation of Census Coverage Error in 2020 
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#### Abstract

Heterogeneity in capture probabilities is known to produce bias in the dual system estimates that have been used to estimate census coverage in U.S. Censuses since 1980. Triple system estimation using an administrative records list as a third source along with the census and coverage measurement survey has the potential to produce estimates with less bias. This is particularly important for hard-to-reach populations.

The article presents potential statistical methods for the estimation of net census undercount using three systems for obtaining population information: (1) a decennial census; (2) an independent enumeration of the population in a sample of block clusters; and (3) administrative records. The 2010 Census Match Study will create census-like files for the entire nation using federal and commercial sources of administrative records. The 2010 Census Coverage Measurement Survey is an enumeration in a sample of block clusters that is independent of the 2010 decennial Census.


Key words: Heterogeneity; independence; log-linear model.

## 1. Introduction

Heterogeneity in capture probabilities is known to produce bias in the dual system estimates (DSE) which have been used to estimate census coverage in U.S. Censuses since 1980. Triple system estimation using an administrative records list as a third source along with the census and postenumeration survey (PES) has the potential to produce estimates with less bias. This is particularly important for hard-to-reach populations. Based on theory in Bell (1993), the bias in DSE due to causal dependence or heterogeneity in capture probabilities may be greater for hard-to-reach populations. Some of the many references for the theory and practice of Dual System Estimation are Chandrasekar and Deming (1949), Wolter (1986), Alho (1990), and Mulry and Spencer (1991).

For the 2020 Census postenumeration survey, we are carrying out a preliminary investigation on using Triple System Estimation (TSE). The three systems for obtaining population information for TSE are: (1) a decennial census; (2) an independent enumeration of the population in a sample of block clusters; and (3) administrative records.

[^1]For this article, all data are simulated and there is no sampling. When administrative records are mentioned the reader should bear in mind that any real application would use census-like files for the entire nation, using federal and commercial sources of administrative records similar to those created for the 2010 Census Match Study (Rastogi and O'Hara 2012). Similarly, in practice a PES would be an enumeration in a sample of block clusters independent of the census, like the 2010 Census Coverage Measurement Survey.

For this simulation study, it is assumed that all $N$ individuals in the population are exposed to possible inclusion in all three sources. In practice, sampling is necessary for the postenumeration survey and possibly the administrative list (due to the necessity of follow-up for unresolved match status). Table 1 illustrates the eight cells indicating the possible combinations of captured or not captured by each of the three attempts at enumeration. The count of the population total in each cell is defined as $N_{j k l}$ where the subscripts $j, k$, and $l$ are 1 or 0 to indicate captured or not captured in the Census list, the postenumeration survey, and the administrative list respectively. For example, $N_{110}$ is the count of persons captured by the Census and PES but not captured by the administrative list. All cells are conceptually observable except $N_{000}$.

Creation of the simulated populations assumes autonomous independence, which means that the Census list, the postenumeration survey list and the administrative list are created as a result of $N$ mutually independent trials from one person to the next (all persons are captured independently of all other persons, even persons in the same household). The counts in Table 1 and all the estimators studied in this article could be constructed even if autonomous independence did not hold. Autonomous dependence could create additional bias in estimates.

The Census Bureau has used dual system estimation for census net error estimation starting with the 1980 Census. The incomplete $2^{3}$ table of counts for triple system estimation can be divided into one complete $2 \times 2$ subtable and one incomplete $2 \times 2$ subtable. The additional source from administrative records provides data with which to evaluate the previously untestable assumption of independence between the census and the postenumeration survey. Evidence is available in the triple-system tables for odds ratios in $2 \times 2$ subtables formed by restricting consideration to cases observed in the administrative records source. In this case, complete information is available for all four cells defined by capture or noncapture in the census and postenumeration survey. This additional information is used to formulate the triple system estimates using any of an assortment of model assumptions.

For populations of size 1,000 , this article presents simulations for ten estimators of persons missed on all lists, each of which can be combined with observed counts to

Table 1. Population counts by capture status

|  | In AL |  | Out of AL |  |
| :---: | :---: | :---: | :---: | :---: |
|  | In PES 1 | Out of PES 0 | In PES 1 | Out of PES 0 |
| In Census 1 | $N_{111}$ | $N_{101}$ | $N_{110}$ | $N_{100}$ |
| Out of Census 0 | $N_{011}$ | $N_{001}$ | $N_{010}$ | $N_{000}$ |
|  |  | Unauthenticated Download Date | 93.144.127. <br> 8/14 9:43 A |  |

produce estimates of the total population. Each estimate is compared with the corresponding true population value. The ability to estimate the dependence between the census and postenumeration survey for persons not on the administrative list (using persons on the administrative list) may reduce bias in the estimation of census coverage error. With dual system estimation, we cannot achieve this reduction in correlation bias in the presence of dependence and heterogeneity because we have no data available to estimate the dependence. Log-linear model theory can be useful in formulating and understanding some triple system estimators. These models are supported by empirical evidence that capture in the census or coverage measurement list is only weakly associated with capture on the administrative list. This is plausible since the administrative list is created in a radically different way than the census list and postenumeration survey list, which are independent surveys using similar fieldwork. The ten estimators are described in Section 2.

Seven of these estimators are motivated by hierarchical log-linear models based on Fienberg (1972). Additional references for log-linear models are Bishop et al. (1975), Fienberg (2000), and Agresti (2002). Two of the estimators are based on suggestions from Zaslavsky and Wolfgang (1990 and 1993). For comparison, the traditional dual system estimate (DSE) using only the decennial census and postenumeration survey will be computed.

Other triple system estimators using alternative models, not simulated for this article, are suggested by Darroch et al. (1993). They built an equivalence for the generalized Rasch model and the quasi-symmetric log-linear model. They compared estimates from a partial quasi-symmetry model and a full quasi-symmetry model with the no second order interaction estimator (see Subsection 2.3) as well as with the Zaslavsky and Wolfgang estimators (see Subsections 2.4 and 2.5). Chao and Tsay (1998) developed an estimator that is a function of an expected sample coverage (based on an average over the three lists of the proportions of persons observed as missed on the other two lists) and measures of dependence between lists. They compared their estimator with those of Darroch et al. Fienberg and Manrique-Vallier (2009) looked at a methodology for integrating these multiple system estimation methods with record linkage and missing data issues. Madigan and York (1997) developed a Bayesian methodology that allows for a variety of dependence structures between lists, uses covariates, and explicitly accounts for model uncertainty.

The following assumptions apply to all estimators: (1) Erroneous inclusions have been removed from all lists and (2) Processing and matching procedures have been developed so that there is no matching error as well as no error in the determination that a person is enumerated at the correct address. Section 3 describes the creation of a simulated population of 1,000 persons and Section 4 discusses the replication of this process and the creation of evaluation statistics. Section 5 presents the results and Section 6 provides a discussion.

## 2. Estimators to Be Simulated

All these estimates are motivated based on an assumption of homogeneity in capture probabilities across individual persons. If the particular log-linear model assumptions hold
and capture probabilities are homogeneous, then these estimators are nearly unbiased. Since individual capture probabilities are heterogeneous in the real world, the simulated populations are created using heterogeneous capture probabilities. Estimates using these models are biased given this heterogeneity and we can compare these estimates with the known population total.

### 2.1. Conditionally Independent Models

In order to use common log-linear model notation, let C denote Census, P denote the postenumeration survey, and A denote the administrative list. For example, consider the $\log$ linear model $\{\mathrm{CP}, \mathrm{PA}\}$. This log-linear model notation puts sources together if there is an assumed relationship (dependence) between them. This is a conditional independence model where at each level of $\mathrm{P}, \mathrm{C}$ and A are independent, a unconditional relationship between C and P and between P and A is allowed but not between C and A . Since there is some empirical evidence (Zaslavsky and Wolfgang 1990, 1993, and Darroch et al. 1993) that the C and P lists are dependent conditional on capture on the A list, this model may be reasonable. The same is true for the model $\{\mathrm{CP}, \mathrm{CA}\}$. The third model with exactly two two-factor terms, $\{\mathrm{CA}, \mathrm{PA}\}$, may not be accurate since it assumes at each level of A that C and P are independent and this is not supported by the empirical evidence. Note that the empirical evidence from Zaslavsky, Wolfgang and Darroch is from the 1988 Census Dress Rehearsal and is based on administrative data limited to a few specific geographic areas and based on sources likely to be very different from any sources that might be used for the 2020 Census postenumeration study.

For model $\{\mathrm{CP}, \mathrm{PA}\}$ the estimate is $\hat{N}_{000}^{1}=\frac{N_{001} N_{100}}{N_{01}}$. This is the usual dual system estimate for the unobserved cell in the $2 \times 2$ table conditional on $\mathrm{P}=0$, using the A list and the C list as sources after removing all individuals captured on the P list and assuming A and C are independent.

Models $\{\mathrm{CP}, \mathrm{CA}\}$ leading to the estimate $\hat{N}_{000}^{2}=\frac{N_{001} N_{010}}{N_{011}}$ and $\{\mathrm{CA}, \mathrm{PA}\}$ leading to the estimate $\hat{N}_{000}^{3}=\frac{N_{010} N_{100}}{N_{110}}$ follow from the appropriate permutations of the capture status indices.

### 2.2. Jointly Independent Models

For example, consider the log-linear model $\{\mathrm{A}, \mathrm{CP}\}$ where there is a relationship between C and P , but neither C nor P has a relationship with A . This is a jointly independent model where A is jointly independent of C and P . This is ordinary two-way independence between A and a categorical variable composed of all four combinations of C and P . Given the empirical evidence cited above, this model might be reasonable. The other two jointly independent models, $\{\mathrm{P}, \mathrm{CA}\}$ and $\{\mathrm{C}, \mathrm{PA}\}$, assume C and P are independent, but this is not supported by the empirical evidence.

For model $\{\mathrm{A}, \mathrm{CP}\}$ the estimate is $\hat{N}_{000}^{4}=\frac{N_{001}\left(N_{110}+N_{100}+N_{010}\right)}{N_{111}+N_{101}+N_{011}}$. This is equivalent to a DSE where one list is the administrative list and the other is a list formed by combining the census and PES list (un-duplication required). The combined list is assumed to be independent from the administrative list.

Model $\{\mathrm{P}, \mathrm{CA}\}$ leading to the estimate is $\hat{N}_{000}^{5}=\frac{N_{010}\left(N_{101}+N_{001}+N_{100}\right)}{N_{111}+N_{011}+N_{110}}$ and model $\{\mathrm{C}, \mathrm{AP}\}$ leading to the estimate is $\hat{N}_{000}^{6}=\frac{N_{100}\left(N_{011}+N_{001}+N_{010}\right)}{N_{111}+N_{101}+N_{110}}$; both follow from the appropriate permutations of the capture status indices.

### 2.3. No-Second-Order-Interaction Log-Linear Model

There is only one no-second-order-interaction log-linear model. Model \{CP, CA, PA\} assumes that the Census and postenumeration survey have dependence but there is no CPA term (three-way interaction). This is the least restrictive log-linear model for which data is available for estimation. All log-linear models from Subsections 2.1 and 2.2 are special cases of the no-second-order-interaction model (i.e., they all assume no second-order interaction along with additional restrictions).

The incomplete $2^{3}$ table of counts in Table 1 is divided into one complete $2 \times 2$ subtable and one incomplete subtable. Assume the cross-product ratio is the same in both subtables. Then the estimate of the missing cell in the incomplete $2 \times 2$ table can be estimated using the known cross-product ratio from the complete $2 \times 2$ table. The assumption is that the dependence in the $2 \times 2$ table for $\mathrm{C} \times \mathrm{P}$ using only those individuals in A is the same as the dependence in the $2 \times 2$ table for $\mathrm{C} \times \mathrm{P}$ using only those individuals not in A. This model is in some sense analogous to the assumption of independence for the $2 \times 2$ table used for DSE but is one layer deeper. All pairs of sources can exhibit dependence, but the amount of dependence in each pair is assumed to be unaffected by conditioning on the third source. The estimator for this model is

$$
\hat{N}_{000}^{7}=\frac{\left(N_{111}\right)\left(N_{001}\right)\left(N_{100}\right)\left(N_{010}\right)}{\left(N_{011}\right)\left(N_{101}\right)\left(N_{110}\right)} .
$$

Note that in order to estimate $\mathrm{N}_{000}$, it is necessary to make an assumption about secondorder interaction. This assumption does not have to be that the interaction term in the log-linear model is zero; any other fixed value for the interaction coefficient could be used, although some assumptions might be more plausible than others.

### 2.4. Zaslavsky and Wolfgang 1

This is a DSE, suggested in Zaslavsky and Wolfgang (1990 and 1993), where one source is the administrative list and the other is the combined census and census coverage measurement list. However, persons captured in both the census and postenumeration survey are removed from the administrative list and the combined list.

$$
\hat{N}_{000}^{8}=N_{001} \frac{N_{100}+N_{010}}{N_{101}+N_{011}}
$$

The assumption underlying the use of this estimator is that the probability of capture in the administrative list of persons omitted from the census and postenumeration survey is the same as the average probability of capture for those included in either the census or postenumeration survey, but not both. In other words, persons captured by neither C nor P are more like those captured by only the C or P than those captured by both. This estimator was included by Zaslavsky and Wolfgang based on evidence for four poststrata studied taken from the 1988 Census Dress Rehearsal.

### 2.5. Zaslavsky and Wolfgang 2

For this estimator, also suggested by Zaslavsky and Wolfgang (1990 and 1993), the odds ratio in the $2 \times 2$ table fixing on capture in the administrative list is calculated. Then, assuming this odds ratio holds, the DSE for the $00+$ cell of the marginal $\mathrm{C} \times \mathrm{P}$ table is multiplied by this odds ratio.

$$
\hat{N}_{000}^{9}=\left(\frac{N_{001} N_{111}}{N_{011} N_{101}}\right)\left(\frac{N_{01+} N_{10+}}{N_{11+}}\right)-N_{001}
$$

The count in the 001 cell is subtracted to obtain an estimate of the 000 cell. The assumption is that the degree of dependence between the C and P sources is similar in the overall population to that in the subpopulation captured by the administrative list. Zaslavsky and Wolfgang note that this assumption may be conservative for the population as a whole, because the administrative list captures are likely to be more homogeneous than the general population and the odds ratio would be closer to 1 (independence would more nearly hold).

### 2.6. Traditional DSE

For comparison, this is the DSE estimate using only the Census list and postenumeration survey list. The assumption is that C and P are unconditionally independent $\{\mathrm{C}, \mathrm{P}\}$.

$$
\hat{N}_{000}^{10}=\frac{N_{10+} N_{01+}}{N_{11+}}-N_{001}
$$

### 2.7. Population Total Estimates

For each of the $t=1$ to $10 \hat{N}_{000}^{t}$ estimates calculated, the total population estimate is

$$
\hat{N}^{t}=\hat{N}_{000}^{t}+N_{1++}+N_{011}+N_{010}+N_{001}
$$

## 3. Creating the Simulated Populations

Populations of $N=1,000$ persons will be simulated, allowing for heterogeneous capture probabilities and homogeneous conditional odds ratios. One conditional odds ratio is the odds ratio for the $2 \times 2$ table of $\mathrm{C} \times \mathrm{P}$ conditional on capture on A and the other is the odds ratio for the $2 \times 2$ table of $\mathrm{C} \times \mathrm{P}$ conditional on not captured (missed) on A .

### 3.1. Creating a Specified Conditional Odds Ratio

Omitting any subscript for an individual member of the population, the $2 \times 2$ table of conditional capture probabilities for census capture and postenumeration survey capture given capture on the administrative list is given in Table 2.

In order to create a simulated population with a given set of conditional odds ratios, the odds ratio formula for a $2 \times 2$ subtable is written as a function of an unknown proportion in the 11 cell and the known marginal proportions the $1+$ and +1 margins.

Table 2. Capture probabilities for Census and PES given capture on administrative list

|  | In PES 1 | Out of PES 0 |  |
| :--- | :--- | :--- | :--- |
| In Census 1 | $P_{11}$ | $P_{10}$ | $P_{1+}$ |
| Out of Census 0 | $P_{01}$ | $P_{00}$ |  |
|  | $P_{+1}$ |  |  |

Accordingly, given $P_{1+}, P_{+1}$, and odds ratio

$$
\theta=\frac{P_{11} P_{00}}{P_{10} P_{01}}=\frac{P_{11}\left(1-P_{1+}-P_{+1}+P_{11}\right)}{\left(P_{1+}-P_{11}\right)\left(P_{+1}-P_{11}\right)},
$$

the equation can be rewritten as

$$
\begin{equation*}
(1-\theta) P_{11}^{2}+\left[1-P_{1+}-P_{+1}+\theta\left(P_{1+}+P_{+1}\right)\right] P_{11}-\theta P_{1+} P_{+1}=0 \tag{1}
\end{equation*}
$$

This equation can be solved for $P_{11}$ using the quadratic formula producing two roots, one of which is between 0 and 1 and is the one we want.

This value of $P_{11}$ and given $P_{1+}$ and $P_{+1}$ provides the desired odds ratio $\theta$.
The process described starting with Table 2 is repeated for Capture Probabilities for census and PES given not captured (missed) on the administrative list, allowing in some simulations for a different conditional odds ratio $\theta$.

### 3.2. Generating a 1,000 Person Population Allowing for Heterogeneity in Capture Probabilities

We want to generate several populations of size $N=1,000$ persons to have particular capture properties. This is accomplished by specifying two conditional odds ratios.

Let $\theta_{1}$ be the odds ratio for census and PES given capture on the administrative list and $\theta_{2}$ the odds ratio for census and PES given not captured on the administrative list.

Given $\theta_{1}$ and $\theta_{2}$ (assumed constant over persons) and five beta parameters in the following conditional capture probabilities

$$
\begin{aligned}
P_{k}\langle A\rangle & =\frac{\exp \left(\beta_{10}+\beta_{11} X_{k}\right)}{1+\exp \left(\beta_{10}+\beta_{11} X_{k}\right)}, P_{k}\langle C \mid A\rangle=\frac{\exp \left(\beta_{20}+\beta_{21} X_{k}\right)}{1+\exp \left(\beta_{20}+\beta_{21} X_{k}\right)}, \\
P_{k}\langle P \mid A\rangle & =\frac{\exp \left(\beta_{30}+\beta_{31} X_{k}\right)}{1+\exp \left(\beta_{30}+\beta_{31} X_{k}\right)}, \quad P_{k}\langle C \mid n o t A\rangle=\frac{\exp \left(\beta_{40}+\beta_{41} X_{k}\right)}{1+\exp \left(\beta_{40}+\beta_{41} X_{k}\right)}, \\
P_{k}\langle P \mid A\rangle & =\frac{\exp \left(\beta_{50}+\beta_{51} X_{k}\right)}{1+\exp \left(\beta_{50}+\beta_{51} X_{k}\right)},
\end{aligned}
$$

for $k=1$ to 1,000 independently generate $X_{k} \sim N(0,1)$ and calculate

$$
\left.P_{k}\langle A\rangle, P_{k}\langle C \mid A\rangle, P_{k}\langle P \mid A\rangle, P_{k}\langle C \mid n o t A\rangle, P_{k}\langle P| \text { not } A\right\rangle .
$$

Note that although the conditional odds ratios are assumed constant over persons, the capture probabilities are heterogeneous since variation in the independent variables is created.

Using $\theta_{1}$ and $P_{k}\langle C \mid A\rangle, P_{k}\langle P \mid A\rangle$, we use the methodology from Subsection 3.1 and Equation (1) to solve for the probability of capture in both the census and postenumeration survey given capture on the administrative list. Then complete the $2 \times 2$ table of capture probabilities given capture on the administrative list. Multiplying each of these conditional probabilities by $P_{k}\langle A\rangle$ provides $p_{k, 111}, p_{k, 101}, p_{k, 011}, p_{k, 001}$.

Then, using $\theta_{2}$ and $P_{k}\langle C \mid n o t A\rangle, P_{k}\langle P \mid n o t A\rangle$, use the methodology from Subsection 3.1 and Equation (1) to solve for the probability of capture in both the census and postenumeration survey given not captured on the administrative list. Then complete the $2 \times 2$ table of capture probabilities given not captured on the administrative list. Multiplying each of these conditional probabilities by ( $1-P_{k}\langle A\rangle$ ) provides $p_{k, 110}, p_{k, 100}, p_{k, 010}, p_{k, 000}$.

Next, generate a number $u$ from 0 to 1 from the $U(0,1)$ distribution and use the cumulative distribution of the eight cell probabilities to determine which of the eight cells of Table 1 person $k$ falls into.

After completing the above for each of the 1,000 population persons, tabulate the seven observed counts from Table 1 and using these compute $\hat{R}^{t}=\frac{\hat{N}^{t}}{1000}$ for $t=1$ to 10 . This is the ratio of the estimated population count to the true population count and provides a measure of the accuracy of the estimate.

## 4. Replication

This article presents results for 1,000 independent replications of the population generation as specified in 3.2 for a given $\theta_{1}$ and $\theta_{2}$ (assumed constant over persons) and one set of beta parameters (shown in Table 3). This set of beta parameters was selected as they produce average capture probabilities, described in Section 5, that are small (.227), and thus represent what may be considered a hard-to-reach population.

Table 3. Accuracy of alternative estimates of missing count

| "Average Capture Probability" $=\mathbf{0 . 2 2 7}$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | Average $R=$ Estimated Count/True Count (se) |  |  |  |  |
| $\beta_{10}=-0.700$ | $\beta_{11}=0.800$ | $\beta_{20}=-1.200$ | $\beta_{21}=.500$ |  |  |
| $\beta_{30}=-1.000$ | $\beta_{31}=0.600$ | $\beta_{40}=-2.000$ | $\beta_{41}=-.300$ |  |  |
| $\beta_{50}=-1.500$ | $\beta_{51}=-0.400$ |  |  |  |  |
| Estimator | $\theta_{1}=1.5$ | $\theta_{1}=.75$ | $\theta_{1}=.75$ | $\theta_{1}=1.5$ |  |
|  | $\theta_{2}=1.2$ | $\theta_{2}=.85$ | $\theta_{2}=.75$ | $\theta_{2}=1.5$ |  |
| 1 | $.965(.002)$ | $.958(.002)$ | $\mathbf{. 9 7 2}(.002)$ | $.946(.002)$ |  |
| 2 | $1.535(.007)$ | $1.455(.007)$ | $1.428(.006)$ | $1.488(.007)$ |  |
| 3 | $1.021(.003)$ | $1.178(.004)$ | $1.240(.005)$ | $\mathbf{. 9 4 7}(.003)$ |  |
| 4 | $1.100(.002)$ | $1.093(.002)$ | $1.091(.002)$ | $1.086(.002)$ |  |
| 5 | $1.242(.003)$ | $1.369(.004)$ | $1.390(.004)$ | $1.174(.003)$ |  |
| 6 | $.968(.002)$ | $\mathbf{1 . 0 1 3}(.002)$ | $\mathbf{1 . 0 3 2}(.002)$ | $.937(.002)$ |  |
| 7 | $1.177(.008)$ | $1.022(.007)$ | $1.056(.007)$ | $1.060(.006)$ |  |
| 8 | $1.087(.002)$ | $1.075(.002)$ | $1.077(.002)$ | $1.063(.002)$ |  |
| 9 | $1.197(.008)$ | $\mathbf{1 . 0 1 8}(.008)$ | $1.053(.008)$ | $1.074(.007)$ |  |
| 10 | $\mathbf{9 9 3}(.004)$ | $1.295(.004)$ | $1.377(.007)$ | $.915(.003)$ |  |



Fig. 1. $95 \%$ error bars

For each of the ten estimates, use these 1,000 replicates to compute the empirical mean ratio $\mathrm{R}^{\mathrm{t}}$ denoted as $\bar{R}^{t}$, and its variance, $\operatorname{Var}\left(\bar{R}^{t}\right)$.

Note that none of the precise assumptions, particularly homogeneity in capture probability, needed for validity of any of these ten estimators is satisfied by any of these simulated populations. Darroch et al. (1993) provide some arguments that no three-way interaction model may be a fair approximation except for heterogeneity. The kind of person-to-person heterogeneity introduced by these simulations might be expected to be a reasonable representation of the reality of list formation. This heterogeneity produces bias in these estimates even if the model assumptions about the relationship between the capture attempts hold.

## 5. Results

Table 3 shows results for each of the ten estimator alternatives for one set of $\beta$ parameters and four sets of odds ratios $\theta_{1}$ and $\theta_{2}$ ( 1.5 and $1.2 ; .75$ and $.85 ; .75$ and $.75 ; 1.5$ and 1.5). When $\theta_{1}=\theta_{2}$, the odds ratio for census capture or not by postenumeration survey capture status is independent of capture status on the administrative list (no second order interaction). When $\theta_{1} \neq \theta_{2}$ the odds ratio for census capture or not by postenumeration survey capture status is dependent on capture status on the administrative list. The "Average Capture Probability" (ACP) is the average of the five probabilities defined in Section 3 for $X_{k}=0$ (the mean of the random variable $X$ ). It is used as a measure of
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"hard to reach" since lower values indicate lower capture probabilities (i.e., harder to reach).

$$
A C P=\frac{\sum_{i=1}^{5} \frac{e^{\beta_{i 0}}}{1+e^{\beta_{i 0}}}}{5}
$$

There are ten rows of average ratios $R$ defined in Section 3 with the standard error of the average $R$ in parenthesis, one row for each of the ten estimators of total population. There are four columns, one for each $\theta_{1}$ and $\theta_{2}$ combination. For each $\theta_{1}$ and $\theta_{2}$ combination, the average $R$-value that is closest to 1 is in bold. If the second-best average $R$ is not statistically different (single pair comparison) than the best, it is shown in bold italics. The standard errors are small (all coefficients of variation less than 0.01 ). Thus the results are similar for many of the estimators, except for Estimator 2 which produced a large overestimate (close to $50 \%$ ) for all four columns. To illustrate this, for each of the four sets of odds ratios, a $95 \%$ confidence interval error bar chart for the bias estimate is also provided (as Figures 1 through 4) excluding Estimator 2.

For Table 3, the average capture probability was .227. For $\theta_{1}=1.5$ and $\theta_{2}=1.2$, Estimator 10 was the best with an average $R$ of .993 (se $=.004$ ). For $\theta_{1}=.75$ and $\theta_{2}=.85$, Estimator 6 was the best with an average $R$ of 1.013 (se $=.002$ ). For $\theta_{1}=.75$ and $\theta_{2}=.75$, Estimator 1 was the best with an average $R$ of $.972(\mathrm{se}=.002)$. For $\theta_{1}=1.5$ and $\theta_{2}=1.5$, Estimator 1 was the best with an average $R$ of .947 ( $\mathrm{se}=.003$ ).


Fig. 4. $95 \%$ error bars

## 6. Discussion

Different conditional odds ratios and beta parameters, as well as a new generation of the independent random $X$ variables for each iteration, would produce different results; thus the simulations shown here serve as an example and only as an indication of what may be expected with varying parameters. Even with the same odds ratios and beta parameters, generating a new 1,000 person population, as described in Section 3, produces different results.

Although it is clear from these results that three sets of capture attempts can produce more accurate estimates than two capture attempts, there are additional things worth considering. First, the cost of three enumeration attempts is considerably greater than for two enumeration attempts. Second, there is likely to be greatly increased matching error going from two attempts to three attempts. For two attempts at capture, there are only four cells in a $2 \times 2$ table, and given the marginal counts of the total count for each of the attempts, matching is only necessary to obtain the 11 cell (captured in both attempts). For three attempts, there are eight cells. For Estimate 7, no second-order interaction, counts are required for all the other seven cells in order to estimate the 000 cell. Estimate 7 makes a less restrictive assumption (no second-order interaction) than the estimators from Subsection 1.1 (conditionally independent models) and Subsection 1.2 (jointly independent models). In theory, Estimate 7 should be the better than the estimates in Subsections 1.1 and 1.2 as well 1.6 (traditional DSE), if in reality there is a second-order interaction and if there are no errors in obtaining the counts. Second-order interaction and heterogeneity in capture probabilities are likely in the real world for most populations. For example, both the 111 cell and the 110 cell are required so that both the count of captured in the first two attempts and in the third attempt and captured in the first two attempts but missed in the third are necessary. Obtaining all these counts from a complex matching operation may be error prone. Further research using some reasonable matching-error models is planned to investigate whether it may be more effective to use less optimal estimators that require less matching but may be more robust to matching error.

For the simulations in Table 3, Table 4 shows the average ratios $R$ for the total population estimate for each of the four sets of $\theta_{1}$ and $\theta_{2}$ for the DSE and the best (lowest $\mathrm{ABS}(R-1)$ ) of all ten estimators of total population. Note that although the standard errors of average $R$ values are small, for some simulations the second-best estimator was not significantly different than the best estimator. The absolute value (ABS) of $R-1$ is shown for DSE and the best of the ten estimators. This is the absolute relative error.

Table 4. Accuracy of total population estimate: $R=$ average estimated total population/1,000

|  |  | Average <br> $R$ for | ABS(R-1) <br> for DSE | Estimator <br> with best <br> average $R$ | Best <br> average <br> $R$ | ABS(S-1) <br> for Best | inference <br> in absolute <br> error DSE <br> - Best |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.5 | 1.2 | 0.993 | 0.007 | 10 (DSE) | 0.993 | 0.007 | 0.000 |
| .75 | .85 | 1.295 | 0.295 | $6\{\mathrm{C}, \mathrm{AP}\}$ | 1.013 | 0.013 | 0.282 |
| .75 | .75 | 1.377 | 0.377 | $1\{\mathrm{CP}, \mathrm{PA}\}$ | 0.972 | 0.028 | 0.349 |
| 1.5 | 1.5 | 0.915 | 0.085 | $1\{\mathrm{CP}, \mathrm{PA}\}$ | 0.946 | 0.054 | 0.031 |

For example, the maximum difference is found in Table 3 for $\theta_{1}=.75$ and $\theta_{2}=.75$ where the absolute relative error for the best estimator, Estimator 1, is $2.8 \%$ and the absolute relative error for DSE is $37.7 \%$, a 34.9 percentage point difference.

When considering the accuracy of DSE, which requires only two sets of enumeration attempts and is less subject to matching error, it is important to compare two enumeration attempts with one enumeration attempt. For example for $\theta_{1}=.75$ and $\theta_{2}=.75$ the difference in absolute error between the best triple system estimator and the DSE was 34.9 percentage points. The average capture probability is .227 . If the capture probability was a constant .227 , one capture attempt for the population of 1,000 would have an expected capture of 227 persons and absolute error of $77.3 \%$. The DSE absolute error of $37.7 \%$ is much less. Thus two capture attempts followed by DSE (with a $37.7 \%$ absolute error) may produce a substantial gain over one capture attempt (with a $77.3 \%$ absolute error) even if the absolute relative error of DSE is still rather high. In practice, while likely not sufficient for a Decennial Census, the two independent capture attempts, (1) an attempted 100\% enumeration of a hard-to-reach population and (2) the creation of a list using administrative records, followed by dual system estimation may produce a much more accurate population estimate than relying on only one capture attempt.
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# Sampling Nomads: A New Technique for Remote, Hard-to-Reach, and Mobile Populations 
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#### Abstract

Livestock are an important component of rural livelihoods in developing countries, but data about this source of income and wealth are difficult to collect due to the nomadic and seminomadic nature of many pastoralist populations. Most household surveys exclude those without permanent dwellings, leading to undercoverage. In this study, we explore the use of a random geographic cluster sample (RGCS) as an alternative to the household-based sample. In this design, points are randomly selected and all eligible respondents found inside circles drawn around the selected points are interviewed. This approach should eliminate undercoverage of mobile populations. We present results of an RGCS survey with a total sample size of 784 households to measure livestock ownership in the Afar region of Ethiopia in 2012. We explore the RGCS data quality relative to a recent household survey, and discuss the implementation challenges.


Key words: GIS; cluster sampling; pastoralists; livestock surveys.

## 1. Introduction

Livestock ownership comprises a large part of rural wealth and well-being in the developing world, serving diverse functions from food source to savings and investment vehicle. The sector, however, has recently come under increasing pressure from a number of sources, including increased demand for meat and dairy products from the expanding middle class, climate change, and loss of traditional pasture land to development. Efforts to understand these evolving dynamics, and their impact on the welfare of livestockowning households, are hampered by a lack of high-quality data on which to base analyses. Beyond the general data collection issues of definition and quantification, livestock
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statistics present particular challenges due to the nomadic and seminomadic nature of many pastoralists.

The most common sample selection methodology for household surveys in the developing world is a multistage stratified sample (Grosh and Munoz 1996). In the first stage, primary sampling units are selected from census enumeration areas. In the second stage, dwellings are selected from a housing unit frame, usually compiled through costly infield listing. However, seminomadic households that are temporarily absent, as well as fully nomadic households without fixed dwellings, are undercovered by this approach. In areas where a large portion of the poor and vulnerable population engages in pastoralist activities, this undercoverage could lead to substantial bias in livestock and welfare estimates.

This article considers the use of an alternative approach to collecting data from livestock-owning households, Random Geographic Cluster Sampling (RGCS). Similar methods are commonly used by developed world agricultural statistics agencies, such as the United States Department of Agriculture, to measure agricultural production and livestock (USDA 2010), and have also been used by researchers to study farms in Scotland and livestock in Somalia, South Africa, Thailand, and Laos (Emerson and MacFarlane 1995; Cameron 1997; Soumare et al. 2007; von Hagen 2002). They are also common in forestry surveys (Husch et al. 1982; Roesch et al. 1993). This article describes a pilot project to test the RGCS methodology in the Afar region of Ethiopia, carried out collaboratively by the World Bank Development Economics Research Group and the Ethiopian Central Statistical Agency (CSA).

In an RGCS design, the study area is stratified using data from Geographic Information Systems (GIS) sources. Within each stratum, points (latitude and longitude) are randomly selected, and then a circular cluster of a given radius is created around the point. All eligible respondents found within this cluster are selected for the survey. The main advantage of this design is that it captures everyone who resides in the selected circles at the time of the interview, including those who do not have a permanent dwelling or who are temporarily away from their dwelling. Properly implemented, this design eliminates the undercoverage resulting from mobile populations.

There are other alternative methodologies for measuring livestock ownership that we do not use directly in this study. The CSA used a flyover survey in 2004 to estimate the total number of livestock for areas in the Ethiopian Somali region not covered in the agricultural census due to security concerns. In addition to high costs and difficulties in implementation, flyover surveys do not allow researchers to link livestock to households, which severely constrains the use of the data for socioeconomic analysis. Water point surveys are also common, but are biased as they exclude all livestock not found at a known watering point. Adaptive sampling is an approach often used for wildlife studies that are rare and unevenly distributed. However, such a design requires ongoing and close supervision by a sampling statistician and often multiple trips to the same area, neither of which was possible in this project (Thompson 1990; Thompson 1991; Thompson and Seber 1996). Other geographic sampling methods use a grid or hexagon design to eliminate overlap, but are more difficult to implement in the field or would require more expensive GPS hardware (Reams et al. 2005).

We developed the RGCS approach to address the shortcomings of the other available data-collection methodologies while taking into account the limited technical capacity of
the implementing partner. We note some advantages of the RGCS over a traditional household-based survey, but also report the many challenges encountered. Unfortunately, some of the difficulties in implementing the design seem to be due to interviewers' failure to implement the procedures. Though unforeseen challenges, such as natural disasters and ethnic violence, also played a role, it is also possible that the design, which at times required interviewers to cross long distances on foot in very harsh conditions, is not feasible in terms of what it is realistic to require of an interviewer. We conclude with thoughts on the limitations of RGCS specifically in the drylands context but also discuss its potential use in surveys of persons more generally.

## 2. Background on the Afar Region

To test the RGCS approach in the field, we carried out a survey in July and August of 2012 in the Afar region of Ethiopia. This region was selected for the pilot project for a number of reasons. First, the CSA had conducted an agricultural and livestock household survey, the Ethiopia Rural Socioeconomic Survey (ERSS), six months prior to the implementation of the RGCS field work. In Afar the ERSS included a module on pastoralist issues. We had therefore expected to be able to use the ERSS data as a point of comparison for our RGCS results. Unfortunately, we have concerns about the ERSS data as a benchmark, as discussed below.

The second factor in our choice of Afar for this project was the high-quality existing GIS infrastructure at the CSA compared to other potential study areas. The CSA has compiled GIS data layers for the entire country and has several trained staff members. The agency also maintains a stock of GPS devices suitable for the specialized fieldwork. We expected that the CSA's previous experience with the technology used during planning, sample selection, and data collection would be beneficial to the project outcomes.

Third, the Afar region also offered geographic advantages over other pastoralist areas in the region. Afar covers a land area of approximately 72,000 square kilometers located in the north of the country, and is relatively isolated. Well-guarded national boundaries, geographic features, and traditional ethnic hostilities limit the migration of the Afar people outside the boundaries of the region, which simplifies comparability between the RGCS and ERSS data sources.

The Afar region is divided into five administrative zones. The companion ERSS survey covered only Zones 1 and 3. As the RGCS survey was designed to make comparisons to this survey, these two zones were taken as a basis for the new approach. However, since seasonal migration patterns take regular residents of Zones 1 and 3 into Zones 4 and 5, these two zones were also included. Zone 2 in the far north of the region is excluded from both surveys due to extreme weather conditions, recent violence against Western nationals, and its self-contained migration patterns. According to the ERSS, 55 percent of respondent households in the Afar region that own livestock indicated that they had taken their livestock outside of the village to graze for at least one night during the previous season, and 41 percent indicated that they had similar plans for the upcoming dry season. Most respondents ( 56 percent) made only one trip in the previous year, with an additional 24 percent making two trips. Of those making trips with their livestock, less than one percent travelled outside of Afar and no one reported migrating to Zone 2. These results also support our choice of Afar for this pilot project.

## 3. Study Design

### 3.1. Stratification

We divided Afar into five strata before selecting points to improve the statistical and cost efficiency of the project. The five strata were defined by the expected likelihood of finding herders and livestock, based on an assumption that herds congregate around limited water sources and available pasture in the driest part of the year. Spatial datasets describing land cover, land use, and other geographic features were used as input to delineate five discrete, mutually exclusive strata.

The first stratum consisted of land in or near towns, defined by population density measures in the AfriPop dataset (Tatem 2010). The second stratum consisted of permanent agriculture, under the assumption that livestock would be largely excluded from these areas. Boundaries were defined based on the interpretation of five meter resolution SPOT Imagery from 2006 from the CSA's Land Cover Mapping project, and included commercial agriculture as well as some small individual farms. Area placed in the first two strata was then excluded from remaining strata definitions.

The third stratum consisted of land within two kilometers of a major water source, including the Awash River and its permanent tributaries, and which also met criteria for pasture based on the average annual mean and range of the long-term normalized difference vegetation index (USGS Earth Resources Observation and Science Center 2012a,b). This stratum was considered to be the most likely to contain livestock. The fourth stratum consisted of land between two and ten kilometers from a major water source which met criteria of pasture land. The remainder of the land was placed into the lowest probability stratum. See Figure 1 for a map of the five strata.

A total of 125 points were selected from these five strata for the survey. The total number of points selected and the allocation between strata was based on sample size calculations from the previously collected data from the 2008/2009 Agricultural Sample Survey, the expected number of households to be found and interviewed in each stratum based on the results of the pretests, and the available budget for the pilot project. The number of selected points was higher in the strata where we expected the highest concentrations of potentially nomadic households and livestock (Stratum 3), and lower in areas of lower expected density (Stratum 5). Points were selected in areas with low likelihood of finding pastoralists, towns and settled agricultural areas, because excluding these areas would bias the total livestock populations. The radii for the circles also varied across the strata. In areas where we expected higher densities, we drew smaller circles to keep the workload reasonable. In areas where we expected few or no livestock, we expanded the circle radius to the largest feasible dimensions to maximize the probability of finding animals. See Table 1 for the definition, sample size, and radius used in each of the five strata.

### 3.2. Survey Implementation

To develop the framework protocols for the RGCS approach in Afar, two pretests were conducted, the first in December 2011 and the second in June 2012. The first focused on equipment and field practices and on qualitative research into seasonal migration patterns. The second finalized the protocols and tested the survey instrument.


Fig. 1. Stratification Map

The resulting methodology was designed to be relatively straightforward to implement in a low-capacity field environment. Each interviewer was given a GPS device to which the selected points, and the circles around them, had been preloaded. In addition to the usual zoom and pan features, the device always displayed where the interviewer was in relation to selected area and was set to sound an alarm when the interviewer entered the circle. The interviewer teams were to drive as close as possible to the circle and then travel the rest of the way on foot, if necessary. Figure 2 shows an example of a point and circle.

| Stratum | Description | Radius <br> $(\mathrm{km})$ | Points <br> Selected | Total <br> area $\left(\mathrm{km}^{2}\right)$ | Percent <br> of total <br> landscape |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 1 | High likelihood: towns | 0.1 | 10 | 33 | $<1$ |
| 2 | Almost no possibility: settled <br> agricultural areas/commercial farms | 0.5 | 15 | 930 | 2 |
| 3 | High likelihood: within 2 km of <br> major river or swamps | 1 | 60 | 3,538 | 6 |
| 4 | Medium likelihood: within | 2 | 30 | 6,921 | 12 |
| 5 | Low of major river or swamps <br> Low likelihood: all land not in <br> another stratum | 5 | 10 | 45,152 | 80 |
| Total |  |  | 125 | $56,574^{\mathrm{a}}$ | 100 |

${ }^{\text {a }}$ The total area in the table does not match the total area of Afar due to exclusion of Zone 2 from our study.

The selected circle has a radius of one kilometer and includes both land and water (on the eastern edge). To assist in locating the area, each interviewer was also provided with printed maps such as that shown in Figure 2.

Once inside the circle, the team was assigned to canvas the area and interview all livestock-holding households. The device recorded the interviewer's path of travel within the circle so that he could navigate back to the starting point.

When a team member encountered a household (or a group of people travelling together) inside the circle, they attempted to complete three questionnaires. The first was a household roster, completed with a household informant, which captured basic


Fig. 2. Example of Selected Point and Circle
demographic information about each member of the household, such as name, age, schooling, and health information. The second questionnaire, also for the household informant, gathered data about the goats, cattle, and camels currently travelling with the household (those away for a day to graze were included in this roster). This questionnaire also asked who owned the livestock and whether the owner was currently travelling or staying with the group. The third questionnaire was administered to each individual livestock holder in the household and contained more information about the animals in his or her possession. Following the completion of each selected circle, the supervisor filled out a cover sheet indicating how many persons or households were found in the circle.

A one-week training for supervisors and enumerators was conducted in the city of Awash in southern Afar in early July 2012. A total of 22 field workers, five supervisors, one field coordinator, and one CSA branch head participated. All participants were recruited by the CSA and some had prior survey experience. The training stressed questionnaire administration, sampling protocols, safety, instruction with the handheld GPS devices, and the use of field guides. Data collection took place from July 10 to August 9, 2012. Interviewers worked in teams consisting of four interviewers and one supervisor.

The use of local field guides was strongly encouraged in this study. During pretesting, we found the most helpful available guides were young men from the local area with extensive knowledge of the terrain and the people living there. The data collection budget included funds to hire such guides whenever necessary. The guides played essential roles in determining the best route from road and river access points to the circle boundary, and acting as intermediaries between the government data collection teams and a suspicious and occasionally hostile local population.

All questionnaires were administered on paper and were provided in Amharic. The interviewers used local translators and the local guides to translate the questionnaire into Afar when necessary. The interview lasted on average 20 minutes per household, though there was substantial variation based on the household size and livestock holdings. At the end of fieldwork, all of the household and holder questionnaires, as well as the supervisor questionnaires, were returned to the CSA headquarters in Addis Ababa where data entry took place.

The fieldwork was facilitated by a survey coordinator who participated in the second pilot, conducted the training, and performed selected field visits. The survey coordinator was contracted independently of CSA, and had extensive experience with primary data collection projects in Ethiopia. The survey coordinator visited the teams throughout the course of fieldwork, accompanying each team to between three and five circles. His visits were not randomized, though he attempted to cover the distribution of teams, zones, and strata.

As the study area encompasses some of the harshest terrain in the region, and the methodology was novel both for the research and implementation teams, a number of unexpected difficulties were encountered. First, the timing of the fieldwork, which was originally designed to coincide with the dry period, unfortunately fell during the annual Ramadan fasting period. As most field guides and respondents were observant Muslims, they were reluctant to participate in activities during daylight hours. Second, the seasonal rains started earlier than had been expected, which created access problems such as flooding of roads and land bordering the rivers. The access issues necessitated longer walks for enumerators, including one incident where a team had to walk 15 km to reach
the selected site. Other obstacles, such as national park boundaries, active volcanoes, and militarized areas further restricted access. Third, ongoing strained relations between local communities and the national government led to a few isolated security incidents, including minor assaults on drivers and fieldworkers, and the (brief) kidnapping of the survey coordinator. Team supervisors repeatedly cited these challenges to explain their lack of progress in completing assigned field tasks.

### 3.3. Weighting

The probabilities of selection for such a design are in principle rather straightforward. Setting aside the issue of stratification for a moment, say we select $c$ points with replacement and draw an $r$-kilometer radius around each one, selecting all households that fall within the circles. To get the probabilities of selection of a given household $i$, we invert our reasoning and consider the set of all points such that, if any of those points were selected, household $i$ would be interviewed (see Roesch et al. 1993 and Thompson and Seber 1996, p. 108 for a similar approach). Call this set $A_{i}$. For most households, $A_{i}$ is simply a circle with radius $r$ centered at household $i$. (For households near the boundary of the study region, the circle may be cut off a bit, but we ignore this issue for the moment.) Then the probability of selection of household $i$ is one minus the probability that no point in the area surrounding that household is ever selected, across all $c$ selections (based on Särndal et al. 1992, p. 50).

$$
\pi_{i}=1-\left(1-\frac{\pi r^{2}}{\text { total area }}\right)^{c}
$$

However, due to the stratification used in this study, the probabilities of selection of the interviewed households are more complex. Because the strata are quite commingled (see Figure 1), a circle drawn around a point selected in one stratum could extend outside of the boundaries of that stratum and include land in another stratum. For example, consider a household that lies in Stratum 2 near the boundary of Strata 1 and 2, as shown in Figure 3. Household $x$ can be selected if points inside Stratum 2 are selected but also if points inside Stratum 1 are selected. In terms of the notation developed above, the selection region for household $x, A_{x}$, contains land in both Stratum 1 and Stratum 2.

This issue with stratum boundaries is not trivial. In our study, all land in the town stratum (Stratum 1) is within five kilometers of the low probability stratum (Stratum 5) and thus was also selectable from that stratum. In fact, more than 90 percent of all land area in Strata 1, 2, 3, and 4 falls within the selectable range of points in Stratum 5, due to the very large radius of Stratum 5. Thus, even though each household itself lies in only one stratum, many households were selectable from more than one stratum. The probability of selection of a household $i, \pi_{i}$, is equal to the probability that the points in $A_{i}$ that lie in Stratum 1 were selected, plus the probability that points in $A_{i}$ that lie in Stratum 2 were selected, and so on for the $H$ strata. Define $\pi_{i, h}$ as the probability that household $i$ is selected from stratum $h$. The overall probability of selection of household $i$ is then:

$$
\begin{equation*}
\pi_{i}=\sum_{h=1}^{H} \pi_{i, h}+\sum_{j=2}^{H}(-1)^{j+1}\left[\sum_{\substack{h_{1}<h_{2}<\ldots h_{j} \\ \text { Unauthenticated } \\ \text { Download Date | } 6 / 18 / 14 \text { 9:36 AM }}}^{\left.\prod_{h_{j}} \pi_{i, h}\right]+(-1)^{H+1} \prod_{h=1}^{H} \pi_{i, h}}\right. \tag{1}
\end{equation*}
$$



Fig. 3. Overlap between circles in different strata. Household X, in Stratum 2, can be selected by points selected from Stratum 1 or 2. $r_{1}$ is the selection radius used in Stratum 1; $r_{2}$ is the selection radius in Stratum 2.
where the terms after the first adjust for overlapping probabilities. However, because most households are selectable from only one or two strata, many of these terms are zero and the probabilities simplify a good deal.

Let $S_{h}$ be the land within stratum $h$, and let $A_{i} \cap S_{h}$ be the land in the selection region of household $i$ that lies within stratum $h$. Let $\left|S_{h}\right|$ and $\left|A_{i} \cap S_{h}\right|$ be the areas of these two sets of land. Then the constituent terms in Equation 1, the probability that household $i$ was selected from within stratum $h$, are each:

$$
\pi_{i, h}=1-\left(1-\frac{\left|A_{i} \cap S_{h}\right|}{\left|S_{h}\right|}\right)^{c_{h}}
$$

that is, one minus the probability that none of the land in stratum $h$ that is within the selectable range of household $i$ is selected, across all $c_{h}$ selections in stratum $h$. The GIS tools allow us to calculate the areas of $A_{i}$ and $S_{h}$ precisely. Using the actual areas, rather than the areas of the circles with radius $r_{h}$, addresses the issue of lower probabilities of selection for households near the boundary of the study area (see Barrett 1964 for a discussion of "edge effect bias"). (It is also possible to conceptualize the sampling technique used in this study as a form of indirect sampling. Such an approach would also lead to appropriate probabilities of selection and weights (Lavallée 2007). We have chosen not to take such an approach here because of the difficulty of dividing the study area into slices of land which lead to selection of unique sets of households. See Roesch et al. (1993) for such an approach in the context of RGCS.)

Although 125 circles were selected, only 102 were visited by interviewing teams, as discussed below. For the $c_{h}$ values, we use the number of visited circles rather than the number of selected circles, under the assumption that the circles within a stratum that the teams did not visit are missing completely at random. The initial weight for each household is then the reciprocal of its overall probability of selection: $w_{i}=\pi_{i}^{-1}$.

We make one adjustment to this weight, for the unobserved portions of the selected circles. The fieldwork protocol stipulated that interviewer teams should systematically observe the entire circle, however, this was not always possible due to the challenges discussed above (and possibly also due to low effort by the interviewing teams, which is discussed in more detail below). We calculate an alternative set of weights that adjusts for the portion of each circle that was not observed. The GIS technique of Viewshed analysis uses the tracks recorded by the GPS devices as the interviewers traveled within the circle, along with an altitude map derived from the ASTER Global DEM V2 dataset (NASA Land Processes Distributed Active Achive Center 2011), to determine what the interviewers were able to observe, that is, the area that was in their line of sight as they travelled around the circle. Figure 4 shows an example of a map produced by the Viewshed analysis. The white tracks are the paths taken by the interviewing team members in circle 134 and the land within the circle that they could observe from those paths. We see that although the interviewers walked only a small portion of the circle, they were able to observe the majority of the area, 72.4 percent in this case. Across all of the visited circles, the observed coverage percentages range from 14.1 to 99.0 , with a mean of 84.0.

The multiplicative weight adjustment is the reciprocal of the percent observed in each circle. If we believe that there are households within the unobserved portions of the selected circles, and that these households are similar to those interviewed in the observed portion, then the adjusted weight is appropriate and improves estimates. If, alternatively, we believe that the areas that were not observed were missed because they could not possibly contain any livestock, due, for example, to flood water or vegetation too thick to traverse, the adjustment to the weights is not necessary. We use both the unadjusted and the adjusted weights in the results section. No further adjustment to the weights for household nonresponse was made as the field teams did not report any issues with


Fig. 4. Viewshed Analysis
participation. Household surveys in rural areas of the developing world, and in particular Ethiopia, have historically had high response rates.

The weights require one further caveat. The probabilities of selection on which the weights are based are accurate only if the people and livestock that the survey aims to capture do not move during the study period. If a man and his camels are selectable in more than one circle over the data collection period, then they have more than one probability of selection, which greatly complicates the weighting. To minimize this complication, we constrained the data collection period to one month. We also asked three questions in the survey regarding the past and future movements of the respondents. The first item asks whether the respondent had traveled with his livestock outside of the area where the interview took place during the dry season, the second asks if the livestock had traveled separately outside the area where they were currently, and finally if the respondent planned to travel outside of the current area during the dry season. In approximately six percent of the cases, the respondent had travelled with their livestock to a different area during the current dry season prior to the survey. In about ten percent of cases, the respondent's livestock had travelled separately to another area previously. Additionally, eleven percent of respondents indicated that they were planning to move with their livestock during the current dry season. Therefore, while mobility remains an issue with this method, in this particular context it is unlikely that it led to substantial bias. We note this issue of case mobility also affects similar area designs such as adaptive sampling.

Using these weights, we apply the Horvitz-Thompson estimator of the mean (Särndal et al. 1992, p. 111). To estimate variances, we use the bootstrap method with 1,000 replications. In each replication, we select a sample of $c_{h}$ circles with replacement from the $c_{h}$ selected circles within each stratum and recalculate the mean. The estimated variance of the mean estimate is the variance of the replicated means around the full-sample mean (Kolenikov 2010).

## 4. Results

### 4.1. Field Work Results

As mentioned above, of the 125 points selected, 102 were visited. Of those visited, 59 circles ( 58 percent) contained at least one livestock. In total, the interviewers collected information from 793 households which owned livestock, though nine of these households were shown by their GPS points to be outside of the circle boundaries and are therefore excluded from the analysis, leaving a total sample size of 784 . The number of interviewed households per circle with livestock-owning households ranged from one to 65, with a mean of approximately 15 , Table 2 shows the full results.

It was also necessary to replace four circles during the course of the fieldwork. These replacements were made at the discretion of the survey coordinator, with input from the CSA and World Bank teams, for locations that fell within restricted areas.

In total, 3,698 individuals living in households owning livestock were identified as part of the survey. Of these, 127 reported having no permanent dwelling, which weights up to an estimate of 4,701 ( $95 \%$ CI: $94,9,307$ ), or two percent of the livestock-holding population in Zones 1, 3, 4, and 5. All but five of the individuals without a permanent

Table 2. Field Work Results

| Stratum | Description | Selected Points | Visited Circles | Households in Circles | Circles without Livestock |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | High likelihood: towns | 10 | 10 | 69 | 4 |
| 2 | Almost no possibility: settled agricultural areas / commercial farms | 15 | 14 | 113 | 8 |
| 3 | High likelihood: within 2 km of major river or swamps | 60 | 49 | 229 | 24 |
| 4 | Medium likelihood: within 10 km of major river or swamps | 30 | 22 | 182 | 6 |
| 5 | Low likelihood: all land not in another stratum | 10 | 7 | 191 | 1 |
| Total |  | 125 | 102 | 784 | 43 |

dwelling lived in households in which all members are completely nomadic. The inclusion of households without permanent addresses in the survey was a main objective of the original research agenda, as this group is traditionally undercovered in dwelling-based surveys. There are, however, very few of them in the study, not enough to perform independent analyses.

### 4.2. Means and Totals

To assess the RGCS approach, we compare weighted estimates of means and totals from the RGCS survey to estimates from the ERSS, a household survey carried out by CSA during the 2011/2012 agricultural season. The ERSS used the traditional stratified twostage cluster design to select households and completed interviews with more than 4,500 households throughout Ethiopia. The Afar portion of the survey included 144 households in twelve clusters, ten of which were rural and two of which represented small towns. As discussed above, only two zones were covered in the ERSS survey, Zones 1 and 3, and therefore we limit our comparisons to these two areas. Among the interviewed households, 83 percent (weighted) reported owning livestock, and were administered an additional livestock questionnaire in November and December 2011 (Central Statistical Agency and World Bank 2012). Thus there is a short time gap between the ERSS livestock survey and our RGCS study, for which we compensate in the analysis. Though each survey has its shortcomings, our expectation was that the surveys should agree in the aggregate.

To construct comparable measures, we use retrospective questions about livestock in the RGCS to derive the number of livestock the household owned at the time of the ERSS survey. These questions account for slaughter, loss, death, purchase, and birth over the six months prior to the survey. We calculate two weighted estimates, one using the base weights and the other using the weight which adjusts for the proportion of the selected circle actually observed, as discussed above. As with the RGCS estimates, the standard errors we calculate for the ERSS means and totals reflect the clustered design.

Compared to the ERSS survey, there are no statistically significant differences in the mean number of animals found per household across the three groups, the RGCS
unadjusted and adjusted, and the ERSS. These numbers are also in the range of secondary source estimates of herd size and composition, though the available estimates are dated (see Sabates-Wheeler et al. 2013, Getachew 2001, and Said 1994 for further discussion). There are, however, large differences with regard to the totals. While the ERSS and RGCS estimates are not statistically different for camels due to the wide confidence intervals on the estimates, the ERSS estimate is more than 70 percent higher than even the higher of the two RGCS estimates. The gap is even wider for goats, where the ERSS estimate is more than 1.5 times higher than the adjusted RGCS, and for cattle, where the ERSS estimate is nearly 5 times higher (Table 3 ).

We hypothesize two issues that could have led to these discrepancies. The first possible explanation is the interviewer effort hypothesis: RGCS interviewers did not make efforts to reach all portions of the circles that they could have and/or did not interview all households in the circles and all holders at those households, and thus systematically excluded many livestock from the survey. The lower levels of effort could be attributed to the weather, which was extremely hot during this period, flooding, which would have made access more difficult by requiring interviewers to take long detours on foot or ford swollen rivers, and also the Ramadan period, which would have limited access to local guides to assist the teams. Low effort by the interviewers could have led to undercoverage of livestock and thus to underestimates of totals in Table 3. The second possible explanation is the ERSS overestimation hypothesis: Implementation issues with the ERSS upwardly biased the livestock totals. The following two sections explore these two hypotheses in more detail.

### 4.3. Test of Interviewer Effort Hypothesis

To further explore the interviewer effort hypothesis, we estimate three regression models in which measures of effort are the dependent variables. The covariates in each of the models are similar and are of two types: measures about the area and the land, and measures about the workload and the interviewers. The models are all run at the level of the circle, rather than on the household or holder level.

The first two models use a logistic regression in which the dependent variable is whether a selected circle was visited (1) or not (0) by a field team, regardless of whether any livestock households were found. Recall that there were 23 circles that were selected but never visited, and this failure to complete assigned workload is one measure of interviewer effort. Since the unit of observation is the circle, it is not necessary to account for weighting or stratification in this analysis. In the model,

$$
\operatorname{Pr}(Y=1)=\frac{1}{1+e^{-\eta}} \text { where } \eta=\alpha+\beta \mathrm{X}+\varepsilon
$$

$\alpha$ is a constant term, X is a vector of relevant household and team characteristics, and $\varepsilon$ is the error term. In the first model, the variables included in vector X are the distance of the center point of the circle to the nearest paved road, the distance from the center to the nearest locality, the distance from the center to the nearest large body of water, the relief roughness of the terrain (the maximum elevation minus the minimum elevation divided by site radius, based on Meybeck et al. 2001 using the SRTMV4 Digital Elevation database Jarvis et al. 2008), the radius of the circle, a historical mean vegetation index
Table 3. Weighted estimates of total livestock in study area and average livestock held by household (conditional on ownership), by animal type

|  | Mean (SE) |  |  | Total (SE) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RGCS (unadjusted weights) | RGCS (adjusted weights) | ERSS | RGCS (unadjusted weights) | RGCS (adjusted weights) | ERSS |
| Cattle | 10.4 (1.5) | 10.8 (1.8) | 15.3 (3.3) | 153,505 (34,384) | 186,164 (51,283) | 1,092,752 (367,307) |
| Camels | 8.1 (1.4) | 7.7 (1.4) | 6.2 (1.9) | 92,009 (25,893) | 139,608 (37,186) | 237,568 (116,430) |
| Goats | 20.2 (3.1) | 19.7 (3.0) | 20.7 (3.1) | $566,139(146,182)$ | 815,310 $(222,853)$ | 2,095,876 (488,027) |

Standard errors in parentheses
(NDVI, a measure of 'greenness') value, and supervisor-level (or team-level) fixed effects. The distance measures are included to capture how difficult it was for interviewers to access the selected circle; interviewers may have been less likely to visit circles which were further from the road or from a town. Similarly, if the circle was situated in rough terrain, it may have been more difficult to access. Because it was not possible to calculate the NDVI value at the time of the attempt for those sites that were not visited, the 10-year historical average NDVI value for that area is used. Also, in lieu of strata-level fixed effects, we include the circle radius, which, along with the distance to a major water source and the long-term NDVI mean values, constitutes the strata definitions. These results are presented in Column 1 of Table 4.

In addition to the information included in the first regression, we also know that in the 20 cases where the survey coordinator was present, the sites were always successfully visited. The model is re-run to exclude those 20 sites in which the survey coordinator was present. Those results are presented in Column 2 of Table 4.

The third model is a standard OLS model in which the dependent variable is the proportion of the circle observed, measured between 0 and 1 according to the Viewshed calculations discussed above. Again, walking more of the circle and observing the area is a sign of greater effort by the interviewers. This model is conditioned on the interviewers having visited the circle, and thus includes only 102 data points. Here the covariates included are the distance to a main road, distance to nearest locality, distance to a major water source, relief roughness, the radius of the circle, historical mean NDVI values, total rainfall in the week prior to the survey (NOAA Climate Prediction Center RFE 2.0), current mean NDVI values, the supervisor fixed effects, and the indicator of the coordinator's oversight. There are two additional variables included in this model, total rainfall in the past week, which is added to further explore the teams' assertion that flooding was the main obstacle to coverage, and current NDVI values, to test if perhaps dense vegetation hampered observation rates.

Table 4 presents the results of the three models of interviewer effort. The supervisors had reported that flooding and rough terrain were the main reasons they could not access or fully observe the selected areas, but the models reveal limited support for these claims. The first column in Table 4 shows that the closer a circle is to the main road, the more likely interviewers are to visit it ( $\hat{\beta}=-0.140, p=.014$ ). The interpretation of this result is a bit ambiguous, as it could be due to the need to travel long distances off-road to reach the circle, leaving the teams vulnerable to flooding or other terrain hazards, or it could be interpreted as a lack of willingness by the interviewers to attempt to access these sites. The negative and significant estimated coefficient on the radius size ( $\hat{\beta}=-0.634, p=.090$ ) suggests that teams preferentially worked the circles that were smaller and thus easier, which supports the lack of effort hypothesis. If flooding or rough terrain at the sites themselves were the problem, we would have expected to see negative coefficients on the distance to river variable or relief roughness, but none were found.

Repeating the model excluding those overseen by the survey coordinator, we see similar effects, though their magnitude is larger. Teams are less likely to visit larger and more remote circles in both the full and restricted models (as noted above for the full model, and $\hat{\beta}=-0.174, p=.007$ and $\hat{\beta}=-0.933, p=.030$, respectively, in the second model). They are also less likely to visit circles with historically higher rainfall totals
Table 4. Regression Results

|  | (1) |  | (2) |  | (3) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Selected site visited (logit model) |  | Selected site visited (logit model) excluding overseen |  | Percent of circle observed (OLS model) |  |
|  | $\hat{\beta}$ | Std. Error | $\hat{\beta}$ | Std. Error | $\hat{\beta}$ | Std. Error |
| Kilometers to main road | $-0.140^{* *}$ | 0.057 | $-0.174^{* * *}$ | 0.064 | -0.005 | 0.004 |
| Kilometers to nearest locality | -0.070 | 0.136 | -0.116 | 0.159 | -0.002 | 0.009 |
| Kilometers to river | 0.010 | 0.033 | 0.000 | 0.032 | -0.000 | 0.001 |
| Relief roughness | 0.006 | 0.005 | 0.007 | 0.005 | -0.000 | 0.000 |
| Circle radius | -0.634* | 0.374 | -0.933** | 0.430 | -0.057*** | 0.016 |
| Historical mean NDVI value | -4.575 | 3.076 | -6.154* | 3.354 | -0.441* | 0.231 |
| Total rainfall week prior to survey |  |  |  |  | -0.000 | 0.000 |
| Current mean NDVI value |  |  |  |  | 0.146 | 0.160 |
| Reference: Supervisor 1 |  |  |  |  |  |  |
| Supervisor 2 | -2.416** | 1.207 | -3.197** | 1.413 | $-0.085^{* *}$ | 0.036 |
| Supervisor 3 | -0.249 | 1.646 | -0.086 | 1.898 | -0.215** | 0.094 |
| Supervisor 4 | -3.211*** | 1.148 | $-4.021^{* * *}$ | 1.383 | -0.011 | 0.045 |
| Supervisor 5 | - 1.771 | 1.215 | $-2.740^{* *}$ | 1.395 | -0.051 | 0.037 |
| Overseen by survey coordinator |  |  |  |  | -0.056 | 0.046 |
| Constant | $6.549^{* * *}$ | 1.912 | 8.357*** | 2.371 | $1.131 * * *$ | 0.076 |
| Number of observations | 1250.264 |  | $\begin{gathered} 105 \\ 0.314 \end{gathered}$ |  | $\begin{gathered} 102 \\ 0.515 \end{gathered}$ |  |
| Pseudo $\mathrm{R}^{2} / \mathrm{R}^{2}$ |  |  |  |  |  |  |

[^2]( $\hat{\beta}=-6.154, p=.067$ ) when not accompanied by the survey coordinator. This is in contrast to the assertion from the field teams that those circles closest to the river were the most difficult to access due to flooding. Unsupervised, teams were less likely to visit historically drier circles, which would most likely be located in the harshest terrain.

In the final model, of the percent of the circle directly observed, the only measure related to geography that is significantly related to the percent of the circle observed is the circle radius ( $\hat{\beta}=-0.057, p=.001$ ), indicating that larger circles have lower coverage percentages. In addition, the historical NDVI value is also weakly significant, perhaps again indicating interviewer unwillingness (or inability) to spend long periods of time in harsh climates. The relief roughness, distance to river variables, total rainfall in the past seven days, and current NDVI value, which correspond to the reasons cited by the interviewers as explanations for not observing the whole circle, are not significant.

Perhaps the most striking finding across the three regressions is the consistent significance of the supervisor effects. In terms of the number of sites visited, the teams led by Supervisors 2,4 , and 5 are consistently lower compared to Supervisors 1 and 3 . This is particularly true for the cases in which they were not accompanied by the survey coordinator. In terms of the percent of the circle observed, the results are harder to interpret. Supervisors 2 and 3 observed smaller proportions of their assigned circles, which would seem contradictory to the findings in the previous two regressions, which identify Supervisor 2 as low effort and Supervisor 3 as high effort. It may be difficult in this case to separate what is a lack of effort and what is the inability to completely observe a relatively inaccessible site that other teams would not have extended the extra effort to visit. Finally, the coefficient on the "Overseen by survey coordinator" variable in Table 4 indicates that the presence of the survey coordinator was not significant in terms of the area of the circle observed.

Taken together, the three regressions present a picture of what occurred during field implementation and why some areas were not thoroughly worked. Though some evidence on a lack of interviewer effort is confounded by actual obstacles to task completion, such as the distance the team had to travel from a paved road, a general lack of significant findings related to flooding and terrain, the two main difficulties cited by supervisors, point toward a low-effort interpretation. The substantial findings of supervisor-level effects and the survey coordinator effect further support the low-effort hypothesis but also demonstrate that effort level varied across teams. Low field effort can in turn explain why our collected data seems to capture too few livestock, relative to the ERSS household survey, as shown in Table 3.

### 4.4. Tests of ERSS Quality Hypothesis

In addition to undercoverage by the RGCS, another possible explanation for the discrepant totals in Table 3 is some degree of overestimation in the numbers produced by the ERSS. While we were not directly involved with the data collection for the ERSS, we did observe some cause for concern when working with CSA staff in both the Addis Ababa headquarters and the Afar regional field office. In addition, there have been quality issues in data generated by CSA in the past (see Dercon and Hill 2009 for more detail).

The Afar field office is particularly vulnerable to data quality issues as it is a remote region of the country, has fewer staff members, and generally lower levels of skills and
training compared to headquarters or other regional field offices. Communication between headquarters and the Afar office is difficult, and communication between the field office and teams is even more complicated due to frequent power outages and unreliable cell phone networks. These issues are exacerbated by long distances and a limited road network which make field supervision challenging. In the review of the ERSS data quality, Afar was one of the regions with the highest incidence of problems, including incorrect listing forms, missing questionnaires, and incomplete information in administered surveys. In particular, the release of the livestock data was delayed for almost a year following the end of fieldwork while data cleaning was completed.

In addition, there have concerns raised with some of the procedures in the CSA headquarters. The weight calculations for the ERSS had to undergo a major revision due to incorrect calculations. In addition, serious concerns were raised by outside survey coordinators about the methods used to deal with missing values by the data entrants. In cases where sections were blank or incomplete, entrants would fill in the information from other households in the same EA. If data was missing because respondents did not participate in a given activity, this could introduce substantial overestimation bias into the ERSS data.

We find support for the hypothesis that the ERSS over-reports livestock in the limited secondary source material available. The Global Livestock and Production Health Index (GLiPHA) is produced annually by the Food and Agriculture Organization (2010). This database only offers disaggregation down to the regional level, which would be an underestimate of the densities in Zones 1 and 3 because it would also include the lowpopulation high-area Zone 2, but can offer approximate estimates. In addition, in 2003, as part of the Agricultural Census, USAID contracted a consulting firm based in London and Nairobi to conduct an aerial surveillance estimation of seven of the nine zones in the neighboring Somali region that could not be covered due to remoteness and security considerations. This methodology is limited in that it cannot provide any information at the household or holder level, but it can produce high quality data on livestock totals for a given area (see CSA 2004 for details on estimation techniques). As both Afar and Somali have a largely pastoralist population base and similar climates, we would expect the density of animals to be broadly similar in the two areas.

Table 5 compares estimates of livestock per square kilometer from four different sources. The first three columns give estimates from the RGCS (using both the unadjusted and adjusted weights) and the ERSS survey. The fourth column contains information from the GLiPHA for all of Afar in 2010. The last seven columns give estimates for the seven zones in Somali in 2004. We see that the RGCS estimates are within the range of those from the GLiPHA and the aerial surveillance, while the ERSS estimates are substantially higher. While it should be stressed that these estimates are not directly comparable, as they are for different areas in different time periods, we would expect the ranges to be similar for the reasons stated above. This increases our confidence in the accuracy of the RGCS estimates over those produced by the ERSS, at least with regard to livestock totals.

## 5. Discussion and Conclusion

This pilot project of the RGCS technique to collect livestock data in the Afar region of Ethiopia demonstrated that the implementation of such a design is feasible; however,
Table 5. Livestock Density ( $\mathrm{n} / \mathrm{km}^{2}$ )

|  | Afar Region (Zones 1 \& 3) |  |  |  | Somali Region (Aerial Survey 2004) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RGCS (unadjusted) | RGCS (adjusted) | ERSS | All Afar 2010 (GLiPHA) | Afder | Degehabur | Fik | Gode | Korahe | Shinile | Warder |
| Camels | 2.5 | 3.8 | 6.4 | 2.2 | 2.6 | 3.6 | 0.8 | 2.8 | 4.2 | 2.6 | 8.4 |
| - Cattle | 4.2 | 5.1 | 29.7 | 5.6 | 3.0 | 1.4 | 0.5 | 4.1 | 0.7 | 5.3 | 0.8 |
| Goats | 15.5 | 22.3 | 56.9 | 9.9 | 13.2 | 19.6 | 4.2 | 24.3 | 19.5 | 21.7 | 31.6 |

questions remain as to whether it is the best available method. The project showed that sufficient GIS information is available, often through the public domain, to create strata for the probability of finding livestock, and to select points within those strata. With maps and relatively inexpensive GPS devices, teams can navigate to points and identify eligible respondents within these clusters. These respondents can then be interviewed regarding their households socioeconomic conditions and livestock holdings, creating the linkages necessary to perform poverty analysis on these populations. In addition, using standard statistical methods, it is possible to calculate weights that take into account the varying probabilities of selection and sufficiently address overlap probabilities. Moreover, information generated as part of the GPS field implementation, such as the Viewshed results, can be used to estimate the area observed by individual interview teams, and account for undercoverage, if necessary. And finally, the methodology was able to do what it was designed to do - capture households without permanent dwellings that would have been missed by a traditional dwelling-based sample design. The location and interviewing of these persons is a major benefit to the RGCS technique over the traditional householdbased approach to survey sampling.

A number of questions remain as to whether this method should be considered the best practice for collecting this type of information. The RGCS has demonstrated some advantages over the traditional household-based survey methodology, such as eliminating the need to conduct a cluster-listing exercise and allowing data collection to be completed in a single step. The methodology was also successfully implemented in a low-capacity environment and avoided overly technical issues, such as those one would face with an adaptive sampling method. However, problems were still noted in the implementation. Interviewers did not visit all of their assigned areas and did not observe the entire area when they did visit. Some supervisors required supervision themselves by the survey coordinator. Overall, monitoring in this study was difficult compared to the standard household survey as, without a household-listing operation, the paper trail on total cluster size was limited, and the populations are mobile, which limits the usefulness of repeat visits to verify the data collected. The project was also highly dependent on the cooperation of local guides, which are outside of the management structure and may be unreliable in some areas. Perhaps most importantly, the terrain in which the survey was implemented is difficult. The weather was extremely hot and numerous natural obstacles to the successful completion of the survey tasks occurred. Although these factors affect any survey in Afar, they were particularly troublesome for the RGCS, which required a good deal of driving and walking to reach the selected areas. 'High effort' was required from supervisors and interviewers throughout the project to implement the design as developed. Unfortunately we are not able to thoroughly evaluate how much these factors impacted the quality of the data collected. We have concerns that weighted estimates from the data do not accurately capture the number of livestock held in Afar, but we have no reliable comparable standard against which to compare our numbers.

Based on our experience in Afar with the RGCS, we have a number of suggestions that would improve the implementation. In particular, we recommend more careful planning to avoid conducting the survey during the Ramadan period and the completion of data collection before the onset of the seasonal rains. In addition, training should better explain to supervisors and interviewers the goals of the survey in order to elicit more 'high-effort'
fieldwork. Providing incentives to teams that complete more circles and observe greater percentages of assigned circles may further increase effort. Though it is possible that the RGCS approach may work better in a different country context, the limited capacity of statistics bureaus and the potentially dangerous terrain of the study area are common to nearly all pastoralist areas in the developing world.

Despite the limitations noted above, drylands areas remain difficult to survey and the RGCS offers a viable alternative to traditional approaches. The Ethiopia CSA has decided to extend the method and include it as part of the data-collection method in pastoralist areas nationwide as part of the upcoming Agricultural Census. Beyond the specific livestock in drylands context, we wonder if this technique might have applications to other contexts, such as the measuring of homeless persons. We believe that the RGCS approach deserves more study in both the developed and the developing world.
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#### Abstract

To receive federal homeless funds, communities are required to produce statistically reliable, unduplicated counts or estimates of homeless persons in sheltered and unsheltered locations during a one-night period (within the last ten days of January) called a point-in-time (PIT) count. In Los Angeles, a general population telephone survey was implemented to estimate the number of unsheltered homeless adults who are hidden from view during the PIT count. Two estimation approaches were investigated: i) the number of homeless persons identified as living on private property, which employed a conventional household weight for the estimated total (Horvitz-Thompson approach); and ii) the number of homeless persons identified as living on a neighbor's property, which employed an additional adjustment derived from the size of the neighborhood network to estimate the total (multiplicity-based approach). This article compares the results of these two methods and discusses the implications therein.


Key words: Homeless count; hidden homeless; unsheltered homeless population; Horvitz-Thompson estimator; multiplicity-based estimator.

## 1. Introduction

How to best estimate homelessness has historically been a difficult and costly venture (Link et al. 1994; Tompsett and Toro 2004; Toro and Janisse 2004; Toro 2005, 2006). As a highly mobile population, it is difficult to contact and track the homeless due to their unstable living situations. Furthermore, when performing homeless counts of the unsheltered population, enumerators are typically required to count late at night when the shelters are closed for the evening and the homeless on the streets are more easily identifiable. Night-time counts, however, can be problematic because visibility is reduced and vulnerable populations, such as children, hide from public view. In addition, homelessness is not a permanent state. A person's housing situation can change rapidly and homeless people can relocate quite easily. Thus the true value of homelessness is constantly in flux, which creates inherent variability between estimates taken at different points in time. Estimates therefore can vary depending on the assumptions and

[^3]methodology applied in the count. Nevertheless, homelessness needs to be measured, especially in the U.S., which has one of the highest rates of homelessness among developed nations (Tompsett et al. 2003; Toro et al. 2007). In addition to the important social issues that surround homelessness, there are practical reasons to obtain the best possible estimates. One such agency that depends on reliable measures of the homeless population is the Los Angeles Homeless Services Authority (LAHSA).

LAHSA, a joint powers authority of the County and City of Los Angeles, coordinates and manages government funds for programs that provide shelter, housing, and other services to the homeless in 85 of the 88 cities of Los Angeles County (and all of the unincorporated areas). In order to receive federal dollars, LAHSA is required to conduct a homeless count every two years. Given that Los Angeles is the largest urban county in the U.S. with more than ten million residents and a geographic area of 4,083 square miles that encompasses 88 cities, this task is challenging. Los Angeles County also has one of the largest disparities between wealthy and low-income people in the nation. It manages one of the largest welfare systems in the country and contends with one of the nation's largest homeless populations (Bring Los Angeles Home 2006).

In 2009, the Carolina Survey Research Laboratory (CSRL) at the University of North Carolina at Chapel Hill collaborated with LAHSA for the 2009 Los Angeles Homeless Count (HC09). Homelessness was measured at the Continuum of Care (CoC) level and included all of Los Angeles County except the cities of Glendale, Pasadena, and Long Beach, which produce their own independent estimates. HC09 included a street count, a shelter count, and a youth count as well as a hidden homeless estimate, all in an attempt to measure the county's homeless population. The HC09 findings estimated that 42,694 people were homeless and that over 20 percent of the homeless population was hidden (2009 Greater Los Angeles Homeless Count Report). The hidden homeless estimate was derived from interviewing 4,288 households in the CoC and asking them if a hidden homeless person lived on their property. Though a relatively large number of sample respondents provided interviews, only 16 hidden homeless persons were identified as meeting the HUD criteria for hidden homelessness. The rarity of this event produced a rather imprecise estimate with a relatively large variance where the total was 9,451 and the standard error 2,339.

The focus of this article is on the hidden homeless estimate, which made up a significant portion of the homeless population in HC09. To redress the issue of large sampling errors commonly associated with survey estimates of rarely occurring events, frame coverage was increased in the 2011 Los Angeles Homeless Count (HC11) by asking survey participants to report not only on homeless individuals currently residing on private property, but also on homeless individuals in their immediate neighborhood. Though this method increases the number of hidden homeless persons that get reported, it also introduces the potential for multiple reports of the same hidden homeless persons by members of the same neighborhood network. Consequently, a multiplicity-based estimator must be derived which adjusts for the possibility of multiple reports of hidden homeless. It is through this neighborhood network approach that we hope to improve the statistical precision of the hidden homeless estimate. This article examines the utility of the multiplicity-based approach for estimating the hidden homeless population in Los Angeles.

## 2. Methods

To minimize the difficulties that arise in sample surveys designed to estimate a rare event, Birnbaum and Sirken (1965) proposed a stratified random sample design that included obtaining information about the "multiplicity" of individuals with a rare condition as reported by health care providers (i.e., the primary sampling units). To derive an estimate of the number of diagnosed cases of a rare disease, these investigators designed the survey to increase sample coverage while accounting for patients being reported by several providers. Following this idea, an alternate approach was proposed in HC11 that expands beyond reporting for hidden homeless individuals located on a private property, as was the sole approach for HC 09 . In the present study, respondents were asked to not only report the number of hidden homeless on their residential property but also any hidden homeless on their neighbor's property. Consequently, coverage was expanded and the possibility of discovering hidden homelessness was broadened, thus hopefully making a rare event less rare. This approach has been called network or multiplicity sampling in the literature (Sudman and Freeman 1988; Flores-Cervantes and Kalton 2008; Kalton 2009), because the typical one-to-one counting rule in conventional sampling takes into account the inclusion of larger observational units or networks. Instead of being self-weighting (conventional approach), the multiplicity approach must take into account the network size. The success of this approach, however, rests largely on the validity and accuracy of the information provided by the respondent, not only for the critical measure of hidden homelessness, but also for a new, additional measure of neighborhood network size. In order for the multiplicity estimate to be valid, we must accurately gather the size of the neighborhood and the probability that more than one person (viz., neighbors) could report on the same hidden homeless person or persons. In this article, comparisons were made between the statistical precision of a more conventional Horvitz-Thompson approach (as applied in HC 09 ) and the multiplicity-based approach proposed here.

### 2.1. Sample Design

Households for the telephone interview were identified from a disproportionately stratified dual-frame sample of landline telephone numbers obtained from Marketing Systems Group in Horsham, Pennsylvania. Stratification was defined by frame source (list-assisted RDD and electronic white page "EWP" listings), median household income of the exchange area (EA) in which the telephone number was located (delineated into high and low designations at $\$ 50,680$ ), the percent of single-family households in the EA (delineated into "high" and "low" designations at $60 \%$ ), as well as other local area information thought to be predictive of hidden homelessness (Table 1). The latter was used to form an item predictor score (IPS) based on the distribution of such scores for all listed telephone numbers on the frame. IPS was considered low in designated areas if it resulted in a summative score of 0 or 1 , and high if the IPS ranged between 2 and 6. IPS scoring criteria consisted of the following items:

- Single family dwelling: Yes $=1 ;$ No $=0$;
- High African American concentration: Yes $=1 ; \mathrm{No}=0$;

Table 1. Strata used to sample telephone numbers for the hidden homeless telephone survey


- Below the 20th percentile for length of time in current residence (measure of mobility): Yes $=1$; No $=0$;
- Below the 20th percentile on household income: Yes $=1 ;$ No $=0$;
- In a block group (or census tract, if only available at this level) above the 80th percentile on percent vacancy rate: Yes $=1$; No $=0$; and
- In a Census Tract above the 80th percentile on rate of street homeless count per 100,000 population members as of the 2000 Census: Yes $=1 ;$ No $=0$.


### 2.2. Questionnaire Design and Pilot Testing

In general, hidden homeless persons are defined as those who live among, but not directly with, the residential population of a community. In this study, people were classified as hidden homeless if they were sleeping on private property in such places as an unconverted garage, carport, back porch, tool shed, tent, camper, car, encampment, and so on. These people were likely to go missing during a point-in-time count because they were not on the streets nor readily visible to enumerators, but nevertheless were considered unsheltered homeless according to the U.S. Department of Housing and Urban Development (HUD) definition. This definition is in contrast to the precariously housed or at risk of literal homelessness definitions, which include individuals temporarily staying within a household because they have no regular or adequate place to stay and lack the means or money to provide it.

Neighborhood was operationally defined by street block neighborhood (SBN). The SBN for any household was defined as the set of households whose front entrance faces the street - bounded by one linear segment of street on which the referent household is located. In other words, a respondent reported on the number of hidden homeless for the set of households on both sides of a one-block long street that also includes the respondent's household. Residents of apartment, condominium, or single room housing
complexes were asked to provide estimates of hidden homeless on complex property. An additional requirement was that respondents must also give a measure of neighborhood network size. For single family dwellings, respondents need to provide a count of homes contained within the SBN. For complexes, respondents need to report the number of housing units in their building and the number of buildings in their housing development in order to calculate their respective neighborhood network size.

For the pilot study, 2,500 random digit dial telephone numbers within the Los Angeles CoC were placed into calling between December 14 and December 29, 2010. Of those telephone numbers, 1,662 were finalized as ineligible, 55 as refusals, 747 were given an unknown status because eligibility was never determined, and 36 cases resulted in completed interviews. Interviews were completed with an adult who either owned or rented the property. After reviewing the pilot data, minor changes were made to the instrument to improve the flow of the telephone interview. The question about any hidden homeless on personal property read: Not including dependents or adult children, is there anyone living with you or staying on your property because they do not have a regular or adequate place to stay due to a lack of money or other means of support?

The questions on neighborhood hidden homeless piloted well, but went through minor reconstruction to simplify telephone administration. The previous version read: Now I'd like to ask you some questions about your neighborhood. Have you seen anyone staying [on your neighbors' property (IF X10 = single dwelling)] [in your complex (IF X10 $=$ housing complex)] who you believe does not have a regular or adequate place to stay due to a lack of money of other means of support? For this question, your [neighborhood includes houses on both sides of the street confined by two intersection streets] OR [complex includes all the housing units in your complex or development]. INTERVIEWER NOTE: THIS DOES NOT INCLUDE DEPENDENTS OR ADULT CHILDREN.

The new version read: Now I'd like to ask you some questions about the houses on your block. Have you seen anyone who appears to be homeless staying [on your neighbors' property (IF X10 = single dwelling)] [on the complex grounds (IF X10 = housing complex)] [WHO YOU BELIEVE DOES NOT HAVE A REGULAR OR ADEQUATE PLACE TO STAY DUE TO A LACK OF MONEY OF OTHER MEANS OF SUPPORT]? For this question, your [neighborhood block includes houses on both sides of the street confined by the closest intersection in either direction] OR [complex includes all the housing units in your complex or development].

### 2.3. Main Study

All totaled, 32,826 randomly selected telephone numbers were worked to complete 3,390 hidden homeless interviews. The overall selected sample of telephone numbers was disproportionately allocated among the twelve strata, following a similar allocation pattern of disproportionality to that observed in the HC09 survey. Data collection took place from January 16, 2011 to April 10, 2011. The CSRL has an advanced CATI operation consisting of 42 interviewer workstations and three monitoring stations. Supervisors and clients can silently monitor interviewers' audio and keyed responses from computers in the monitoring room. This monitoring capability helps ensure that data
collection for the study meets the highest quality standards. During data collection, interviewing took place Saturday through Thursday (EST). Monday through Thursday shifts typically were conducted from 12 noon to 12 midnight. Saturday sessions occurred between 1:30 pm until 5:30 pm. Sunday shifts were typically held from 5:30 pm to 12 midnight.

In addition to questionnaire programming, the CSRL also utilizes Blaise's (Version 4.8, 2008) call-scheduling capabilities to maximize the probability of contacting potential respondents. A central file server takes sample telephone numbers and arranges automatic call scheduling for interviewer administration. The system enables calls to be scheduled so that different times of the day and week are represented. In this study, no cases were withdrawn from calling until a minimum of eight unsuccessful call attempts were made and had been at least one weekend call, one evening call, and one daytime call. Calls could also be scheduled at times specified by the respondent, thus ensuring that calls were made at optimum times.

CSRL supervisors closely monitor data collection to ensure that data are being collected and entered correctly according to guidelines and policies reviewed in training. In addition, several steps were taken to both reduce the occurrence of refusals and to improve refusal conversion. First, we attempted to minimize refusals by introducing techniques for dealing with reluctance and refusal during general interviewer training. This was often accomplished through role-playing sessions that enable trainees to become familiar with and to rehearse a variety of refusal situations. Upon encountering a refusal, interviewers documented the following information for each refusal: reason for the refusal, the point in the interview at which the refusal occurred, and the gender and approximate age of the respondent. Refusal documentation is standard procedure at the CSRL because it enables the next interviewer, the refusal converter, to tailor her approach in eliciting participation from the potential respondent, thereby optimizing the likelihood of conversion. Finally, as part of interviewer monitoring, interviewers' individual refusal rates were closely watched. Only experienced refusal converters recontact respondents who initially refuse.

### 2.4. Final Outcomes and Response Rates

The final outcomes from calling may be grouped into four broad categories (see Table 2) that were used to calculate the overall response rate: (i) a complete interview ( $\mathrm{I}=3,390$ ); (ii) not eligible ( $\mathrm{NE}=13,503$ ) because the telephone numbers were found to be nonworking, dedicated fax or computer lines, or a business/cell line; (iii) no interview or response from an eligible household ( $\mathrm{NR}=2,593$ ); or (iv) unknown or indeterminate

Table 2. Final dispositions for hidden homeless survey by strata

| OUTCOME | STRATA |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | Totals |
| I | 590 | 379 |  |  | 151 | 39 | 85 | 88 |  |  | 316 |  | 3,390 |
| NR | 518 | 357 | 467 | 94 | 120 | 32 | 50 | 48 | 378 |  |  |  | 2,593 |
| NE | 1,147 | 859 | 838 | 289 | 3,150 | 1,056 | 1,670 | 2,795 | 662 | 441 |  | 324 | 13,503 |
| U | 1,983 | 1,563 | 2,047 | 685 | 1,085 | 322 | 532 | 735 | 1,497 | 916 | 1,027 | 948 | 13,340 |

$(\mathrm{U}=13,340)$ because we never had the opportunity to talk to a person or someone in the household refused participation before we could verify eligibility.

The response rate was based on the American Association for Public Opinion Research (AAPOR) Standard Definitions (2011). Weighted (42.6\%) and unweighted (33.6\%) response rates were determined by AAPOR's Response Rate 3 (RR3).

### 2.5. Final Sample Weights

A standard three-step sample weighting procedure was followed in producing sample weights (Kalsbeek and Agans 2008). The base weight was computed using the sampling rate for telephone numbers in each stratum, adjusted for the portion of the stratum samples that were placed in calling and the number of phone lines that reached the household (Step 1). The base weight was then adjusted for differential household-level nonresponse among sampling strata using the inverse of the stratum-specific household-level RR3 response rate as the adjustment factor (Step 2). The nonresponse-adjusted household sample weight was then calibrated to population counts as estimated from the American Community Survey sample by cross-tabulating on: (i) the race-ethnicity of the reference person/knowledgeable adult (white non-Hispanic/Hispanic/Other), (ii) the type of dwelling (single-family/all other types), and (iii) the education of the reference person/ knowledgeable adult ( $<$ college bachelor's degree $/ \geq$ college bachelor's degree) (Step 3). The multiplicative effect of variable sample weights or Meff ${ }_{w}$ (Kish 1965) was somewhat large $(\operatorname{Meff}=2.44)$, so weights were trimmed at the nonresponse adjustment stage as recommended by Potter (1988).

### 2.6. Horvitz-Thompson Estimator

The Horvitz-Thompson (HT) estimator of a population total was used to estimate the number of hidden homeless on private property for the HC 11 survey. This conventional method was also employed to estimate the total number of hidden homeless individuals in the LA for the HC09 survey. First, we define

| $N$ | Number of closed street block neighborhood (SBN) networks in the <br> target population |
| :--- | :--- |
| $Y_{i}$ | The actual number of hidden homeless persons in the $i$-th SBN |
| $M_{i}$ | Number of household residences in the $i$-th SBN |
| $I_{i j}$ | Sample selection indicator for the $j$-th household in the $i$-th SBN <br> $\Rightarrow 1$ if household is selected, 0 otherwise |
| $\pi_{i j}=E\left(I_{i j}\right)$ | The selection probability for the $j$-th survey household in the $i$-th SBN |

Now let $t_{H H}$ denote the total (relevant) hidden homeless count that is to be estimated such that

$$
t_{H H}=\sum_{i=1}^{N} Y_{i}=\sum_{i=1}^{N} \sum_{j=1}^{M i} H_{i j}^{(R e s)}
$$

where $H_{i j}^{(\text {Res })}$ denotes the number of hidden homeless persons located on their private property at the $j$-th survey household in the $i$-th SBN. Then the HT estimator of a
population total for the number of hidden homeless people identified in the $\mathrm{HC11}$ survey is given as:

$$
\hat{t}_{H T}=\sum_{i=1}^{N} \sum_{j=1}^{M i} \frac{I_{i j} H_{i j}(R e s)}{\pi_{i j}} .
$$

### 2.7. Multiplicity-Based Estimator

To apply the multiplicity-based alternative approach, the telephone survey interview required all respondents (located in the $j$-th household in the $i$-th SBN) to provide the number of hidden homeless persons located on the property of all other surrounding households in their SBN, also denoted as $\mathrm{H}_{\mathrm{ij}}^{(\mathrm{SBN})}$ Respondents who did not provide SBN size data were called back for data retrieval. Hot deck imputation was used to handle missingness for households still missing SBN size data after unsuccessful attempts to retrieve the information through a callback. Specifically, records for which measure of size data was missing were imputed using the mean SBN value of other record that shared that particular record's household type: For instance, in the case where a participant informed the interviewer that they lived in an apartment but refused or were unable to provide SBN size data, missing information was imputed using completed SBN data collected from the other participants who also classified their residence as an apartment.

Following the Birnbaum and Sirken (1965) approach to multiplicity estimation, an estimator of the overall number of hidden homeless persons in the target population is given as

$$
\hat{t}_{H H}=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}} \frac{I_{i j} Y_{i j}}{\pi_{i j} M_{i}}, \quad \text { where } \quad Y_{i j}=\left[H_{i j}^{(R e s)}+H_{i j}^{(S B N)}\right]
$$

Ignoring the biasing effects of nonsampling error (i.e., due to frame, nonresponse, and measurement), $\hat{t}_{H H}$ can be shown to be an unbiased estimator of $t_{H H}$ :

$$
E\left(\hat{t}_{H H}\right)=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}}\left\{\frac{Y_{i j}}{\pi_{i j} M_{i}}\right\} E\left(I_{i j}\right)=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}}\left\{\frac{Y_{i j}}{\pi_{i j} M_{i}}\right\} \pi_{i j}=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}}\left\{\frac{Y_{i j}}{M_{i}}\right\}
$$

Noting that $Y_{i j}=Y_{i}$ for all $M_{i}$ households in the $i$-th SBN

$$
E\left(\hat{t}_{H H}\right)=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}}\left\{\frac{Y_{i j}}{M_{i}}\right\}=\sum_{j=1}^{N}\left\{\frac{M_{i} Y_{i}}{M_{i}}\right\}=\sum_{i=1}^{N} Y_{i}=t_{H H}
$$

The variance of $\hat{t}_{H H}$ can be obtained using the standard formula

$$
\sum_{i=1}^{N} \sum_{j=1}^{M_{i}} \sum_{i^{\prime}=1}^{N} \sum_{j^{\prime}=1}^{M_{i}} \frac{\pi_{i j} \pi_{i^{\prime} j^{\prime}}-\pi_{i j j^{\prime} j^{\prime}}}{\pi_{i j} \pi_{i^{\prime} j^{\prime}}} \frac{Y_{i j}}{M_{i}} \frac{Y_{i^{\prime} j^{\prime}}}{M_{i^{\prime}}},
$$

where $\pi_{i j i^{\prime} j^{\prime}}$ is the second inclusion probability of the $j$-th household in the $i$-th block and the $j$-th household in the $i$-th block. As compared to the variance of the HorvitzThompson's estimator $\hat{t}_{H T}=\sum_{i}^{n} \frac{y_{i}}{\pi_{i}}=\sum_{i=1}^{N} \sum_{j=1}^{M_{i}} \frac{I_{i j}}{\pi_{i j}} H_{i j}^{(\text {Res })}$, whose variance is $\sum_{i=1}^{N} \sum_{j=1}^{M_{i}} \sum_{i^{\prime}=1}^{N} \sum_{j^{\prime}=1}^{M_{i}} \frac{\pi_{i j} \pi_{i i^{\prime}}-\pi_{i j i^{\prime} i^{\prime}}}{\pi_{i j} \pi_{i^{\prime} j^{\prime}}} H_{i j}^{(\text {Res })} H_{i^{\prime} j^{\prime} l^{\prime} \text { henticated }}^{(\text {Res }}$, wee that the only difference is
that we replace $H_{i j}^{(\text {Res })}$ by $\frac{Y_{i j}}{M_{i}}$. Since the latter tends to be less variable for the households in the same block (ideally, zero variability) as compared to the homeless count from each individual household, we expect that in our stratified simple random sampling design, the multiplicity estimator should have a smaller variance as compared to the HorvitzThompson estimator.

### 2.8. Producing the Estimates

Hidden homeless estimates were produced using SUDAAN (Version 10), a statistical software package developed by RTI International that specializes in providing efficient and accurate analysis of data from complex studies. The estimated total number of hidden homeless persons in the Los Angeles CoC was produced using the DESCRIPT procedure in SUDAAN. A stratified with replacement (STRWR) design nested by stratum was specified in the procedure. A weight statement was also used in the procedure to account for varying selection probabilities in the telephone sample. The final calibrated household sample weight (without adjustment for neighborhood reporting) was used to produce the total number of hidden homeless individuals in a fashion similar to the way it was obtained for HC09. To obtain the total number of hidden homeless individuals using the multiplicity-based approached, a sample weight was used that applied an adjustment for the size of each respondent's SBN - specifically, the conventional calibrated HH weight for each respondent was divided by the respondent's estimated SBN count of HHs (or its multiplicity). Taylor series linearization methods are employed for robust variance estimation of descriptive statistics in the DESCRIPT procedure.

## 3. Results

The estimated total of hidden homeless persons in the Los Angeles CoC using the HorvitzThompson method in 2011 was $10,800(\mathrm{SE}=3,421)$ and was based on the entire sample of 3,390 completed interviews in which only 13 households responded that a hidden homeless person was present (see Table 3). This estimate was comparable to the HC09 estimate of $9,451(\mathrm{SE}=2,339)$. Again, a household could only qualify as having a hidden homeless person if they had someone living on their property in an unconverted garage, a back porch, or in an encampment, camper or car. These individuals were considered homeless by HUD and estimated counts were added to the total homeless estimate.

The hidden homeless estimate based on the multiplicity-based approach (see Table 4) led to a substantial increase in the hit rate of hidden homelessness $(n=322)$, which

Table 3. Hidden homeless estimate using conventional (Horvitz-Thompson) method

|  | Overall Hidden Homeless Estimate (Personal Residence) |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Survey <br> year | Raw <br> count | Weighted <br> estimate | Weighted <br> standard error | Relative <br> standard error |
| 2011 | 13 | 10,800 | 3,421 | $32 \%$ |
| 2009 | 16 | 9,451 | 2,339 | $25 \%$ |

Table 4. Hidden homeless estimate using multiplicity-based method

|  | Overall Hidden Homeless Estimate (Neighborhood Network) |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Survey <br> year | Raw <br> count | Weighted <br> estimate | Weighted <br> standard error | Relative <br> standard error |
| 2011 | 322 | 18,622 | 2,889 | $15 \%$ |

improved the precision around the weighted estimate as demonstrated by a major reduction in the relative standard error ( $32 \%$ vs. $15 \%$ ). The estimated total, however, was substantially higher ( 10,800 vs. 18,622 ) but was not significant based on a normal distribution test $(p=0.06)$.

### 3.1. Quality of Reported Data

The success of the neighborhood reporting approach, however, hinges on the accuracy of the data reported by respondents. Respondents were asked to identify homeless persons living on their personal property and persons living on their neighbor's property (immediate neighborhood). When asked about homeless persons living on a neighbor's property, respondents were also required to remark whether they were very sure, somewhat sure, or not very sure at all. To ensure that the count was computed using quality responses, only hidden homeless individuals reported by respondents who were very sure and somewhat sure of the status and number of homeless individuals residing on their neighbors' properties were counted. Of the 118 households who provided a response to the question and reported homeless persons living on their neighbor's property, 101 ( $86 \%$ ) respondents were very sure of the status and number of homeless individuals residing in their immediate neighborhood, while just 17 (14\%) were somewhat sure. Confidence in the quality of the counts reported by respondents is gained based on this knowledge. An inconsistency may however be present in the respondents' reporting of the size of their street block neighborhood (SBN).

### 3.2. Simulations

We have conducted extensive simulation studies to compare the performance of the multiplicity-based estimator versus the Horvitz-Thompson estimator. To imitate the actual LA homeless study, we generated a population of $N$ households randomly assigned to $d$ blocks. A proportion $\pi$ of these households were assumed to have hidden homeless people on property. We used simple random sampling to select $n$ of these households to collect whether there was a homeless person in the selected property. For comparison, we estimated the total count of homeless using the Horvitz-Thompson estimator and the multiplicity estimator. In the simulation studies, we varied the number of blocks $(N)$, the hidden homeless proportion $(\pi)$ and the selected household number $(n)$. The results from 1,000 replicates are summarized in the table in the Appendix.

It is clear from the table that both the Horvitz-Thompson estimator and the multiplicitybased estimator produced a precise estimate of the total count of the homeless. However, the multiplicity-based estimator has a greater efficiency gain: The ratio of the mean
squared errors of the Horvitz-Thompson estimator versus the multiplicity-based estimator ranges from 15 to about 20 , while the ratio of the relative standard error is between 4 and 5 . The efficiency gain of the multiplicity-based estimator seems to increase with increasing sample size and the prevalence of the homeless. All simulation work was done in SAS (Version 9.3).

## 4. Discussion

Our estimation approach produced hidden homeless estimates within the methodological framework utilized in the 2009 Los Angeles Homeless Count (HC09) and successfully employed an alternative, multiplicity-based method in the 2011 Los Angeles Homeless Count (HC11). The Horvitz-Thompson (HT) estimate in HC09 (9,451 hidden homeless) is comparable to the HT estimate in HC 11 ( 10,800 hidden homeless). As similar as these two estimates are, they have large standard errors thereby producing wide intervals at the 95 percent confidence level ( $\mathrm{HC} 09 \pm 4,584 ; \mathrm{HC} 11 \pm 6705$ ). In terms of relative standard errors, both estimates are not very reliable ( $\mathrm{HC} 09=25 \%$; $\mathrm{HC11}=32 \%$ ), thus providing the motivation for multiplicity sampling.

Our approach takes the simplest form of multiplicity sampling in that we only have to adjust for the size of the network, which here was operationalized as a respondent's streetblock neighborhood. Unlike other network approaches (viz., snowball or respondentdriven sampling), we did not have to interview the subjects of our investigation (i.e., the hidden homeless), only count them. To produce unbiased estimates using a multiplicitybased approach, eligible respondents need only to report the size of their network ( $n$ ) which is then weighted by the reciprocal $1 / n$. The main benefit of such an approach is the reduction of sampling error due to the increase in sample size. When costs are fixed, the multiplicity-based approach, we argue, will produce a more precise estimate of a rare event, as we found in the present study (RSE $32 \%$ in HT versus RSE $15 \%$ in MB). While significantly decreasing the amount of variance around our estimate, we can also see that the multiplicity approach produced a more sensitive measure that detected an additional 7,822 cases of hidden homeless (versus 10,800 ). Consequently, the multiplicity-based approach produced a more sensitive estimate of the hidden homeless population in Los Angeles, which was more precise than the conventional approach and should be implemented in the next homeless enumeration. Sudman and Freeman (1988), however, suggest that network sampling will lose it attractiveness as the proportion of an event in the population grows and that more conventional methods (such the Horvitz-Thompson estimator) will remain superior. Future research should explore what that cut-off in the population is likely to be and under what conditions it best applies.

Future work should also look for ways to improve the measure of network size needed to adjust for multiplicity. Recall that in our case, to adjust for the wider reporting framework developed through the multiplicity approach all sample weights were reduced by a factor of the size of each respondent's SBN. Initial framing of the neighborhood network size question required respondents to provide an estimate of how many houses/units were on their block or in their development. Because the selection of random telephone numbers allowed the chance of a house, apartment, or mobile home to be included in the sample, neighborhood network size questions were tailored to household
type. Respondents living in homes or townhomes were asked to provide the number of homes on their block, which consisted of both sides of a street between the two nearest intersections. Respondents living in condominiums or an apartment complex were asked to approximate how many units were in their building and how many buildings were in their complex. The purpose of these questions was to quantify the size of each SBN for which the respondents were reporting hidden homeless. However, the analysis of the data showed that the framing of the question may have been confusing to the complex respondents. In fact, some of these respondents were initially unable to estimate the size of their SBN. As a consequence, imputation techniques and callbacks were used to retrieve missing and erroneous neighborhood size values for nearly a quarter of the households reporting hidden homeless persons. Callbacks were issued for cases where abnormally high values of neighborhood network size were observed. Distinguishing between which measures were valid and which were erroneous, an inherently subjective task, required all neighborhood size data to be re-evaluated. In general, any respondent reporting their SBN size as having more than 500 households/housing units was flagged for further investigation. Nearly all the cases where a respondent reported their SBN size as being more than 500 households/housing units also identified their housing type as a condo or apartment. A potential limitation to this approach might be the difficulties some respondents have estimating SBN. Further research should examine ways to reduce this error, perhaps by shrinking large multi-unit complexes into smaller, manageable units, such as the respondents' street block as contained within the complex, thus reducing the area to be covered within large multiunit complexes. Successfully addressing these limitations holds the promise of making multiplicity-based estimation a more stable, statistically precise and preferred approach for estimating hidden homeless individuals in future homeless counts.
Appendix

| Total Number of Blocks (d) | Total <br> Household <br> Population (N) | Proportion of Households with Hidden Homeless (pi) | Sample <br> Size (n) | Horvitz Thompson Estimation |  |  |  | Multiplicity Estimation |  |  |  | Ratio of MSE's (HT/Multiplicity) | Ratio of RSE's (HT/Multiplicity) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean <br> Estimate | Standard <br> Error (SE) | Mean Squared Error (MSE) | RSE | Mean <br> Estimate | Standard <br> Error (SE) | Mean Squared Error (MSE) | RSE |  |  |
| 1407 | 28147 | 0.24\% | 15 | 63.80 | 63.80 | 115,665.54 | 533.29\% | 68.73 | 56.00 | 7,665.01 | 127.44\% | 15.09 | 4.18 |
|  |  |  | 30 | 73.18 | 71.36 | 70,371.81 | 362.61\% | 81.18 | 53.74 | 3,707.87 | 74.94\% | 18.98 | 4.84 |
|  |  |  | 60 | 60.99 | 58.97 | 28,435.95 | 276.53\% | 57.21 | 33.71 | 1,372.58 | 64.75\% | 20.72 | 4.27 |
|  |  | 1.00\% | 15 | 277.72 | 265.53 | 521,698.41 | 260.15\% | 289.68 | 153.51 | 29,173.82 | 58.98\% | 17.88 | 4.41 |
|  |  |  | 30 | 247.69 | 228.80 | 229,999.74 | 193.35\% | 279.14 | 108.06 | 12,270.08 | 39.69\% | 18.74 | 4.87 |
|  |  |  | 60 | 288.98 | 246.82 | 130,401.42 | 125.02\% | 286.98 | 79.87 | 6,332.24 | 27.73\% | 20.59 | 4.51 |
|  |  | 5.00\% | 15 | 1,313.53 | 1,090.37 | 2,204,319.09 | 112.90\% | 1,410.52 | 346.04 | 129,631.61 | 25.52\% | 17.00 | 4.42 |
|  |  |  | 30 | 1,481.47 | 1,005.06 | 1,275,880.84 | 76.13\% | 1,420.05 | 251.33 | 63,005.29 | 17.67\% | 20.25 | 4.31 |
|  |  |  | 60 | 1,431.74 | 759.84 | 603,227.92 | 54.26\% | 1,410.05 | 174.70 | 32,186.86 | 12.73\% | 18.74 | 4.26 |
|  |  | 20.00\% | 15 | 5,644.41 | 2,815.31 | 8,399,557.01 | 51.36\% | 5,696.20 | 641.42 | 429,791.04 | 11.51\% | 19.54 | 4.46 |
|  |  |  | 30 | 5,518.69 | 2,017.83 | 3,945,789.56 | 36.01\% | 5,548.82 | 447.20 | 194,043.87 | 7.94\% | 20.33 | 4.54 |
|  |  |  | 60 | 5,581.55 | 1,440.42 | 2,203,058.07 | 26.60\% | 5,565.22 | 327.95 | 116,631.98 | 6.14\% | 18.89 | 4.33 |
| 14073 | 281474 | 0.24\% | 150 | 656.77 | 590.55 | 1,291,528.07 | 172.82\% | 716.97 | 254.94 | 67,062.01 | 36.12\% | 19.26 | 4.78 |
|  |  |  | 300 | 647.39 | 533.92 | 614,409.81 | 121.13\% | 651.85 | 171.34 | 30,214.91 | 26.68\% | 20.33 | 4.54 |
|  |  |  | 600 | 643.64 | 461.04 | 287,098.63 | 83.20\% | 668.87 | 123.39 | 14,705.35 | 18.14\% | 19.52 | 4.59 |
|  |  | 1.00\% | 150 | 2,951.72 | 2,024.15 | 5,414,402.82 | 78.69\% | 2,810.92 | 504.40 | 262,338.27 | 18.22\% | 20.64 | 4.32 |
|  |  |  | 300 | 2,737.80 | 1,497.02 | 2,647,774.81 | 59.46\% | 2,765.29 | 358.28 | 127,539.36 | 12.92\% | 20.76 | 4.60 |
|  |  |  | 600 | 2,796.44 | 1,112.99 | 1,313,745.34 | 41.01\% | 2,789.27 | 254.44 | 63,046.37 | 9.00\% | 20.84 | 4.55 |
|  |  | 5.00\% | 150 | 13,681.51 | 4,867.70 | 23,068,629.55 | 35.11\% | 13,792.43 | 1,103.65 | 1,193,045.01 | 7.92\% | 19.34 | 4.43 |
|  |  |  | 300 | 13,932.02 | 3,498.65 | 12,355,038.88 | 25.24\% | 13,948.11 | 789.48 | 680,593.33 | 5.91\% | 18.15 | 4.27 |
|  |  |  | 600 | 14,208.34 | 2,507.32 | 5,930,299.17 | 17.15\% | 14,165.35 | 558.09 | 288,850.02 | 3.79\% | 20.53 | 4.52 |
|  |  | 20.00\% | 150 | 56,820.22 | 9,207.34 | 85,458,036.39 | 16.26\% | 56,450.85 | 2,056.43 | 4,270,158.51 | 3.66\% | 20.01 | 4.44 |
|  |  |  | 300 | 56,504.03 | 6,502.76 | 43,546,298.18 | 11.68\% | 56,479.35 | 1,457.97 | 2,293,844.94 | 2.68\% | 18.98 | 4.36 |
|  |  |  | 900 | 56,335.77 | 3,752.71 | 14,610,470.53 | 6.78\% | 56,435.06 | 840.18 | 717,013.87 | 1.50\% | 20.38 | 4.52 |
| 140737 | 2814740 | 0.24\% | 1500 | 6,867.97 | 3,437.44 | 12,299,052.30 | 51.09\% | 6,818.99 | 796.89 | 655,087.14 | 11.87\% | 18.77 | 4.30 |
|  |  |  | 3000 | 6,817.30 | 2,481.81 | 6,100,243.77 | 36.24\% | 6,765.28 | 561.85 | 324,008.61 | 8.42\% | 18.83 | 4.31 |
|  |  |  | 6000 | 6,683.13 | 1,753.55 | 2,954,527.12 | 25.70\% | 6,768.77 | 396.87 | 156,173.25 | 5.84\% | 18.92 | 4.40 |
|  |  | 1.00\% | 1500 | 28,046.07 | 7,160.85 | 50,203,412.83 | 25.27\% | 28,230.96 | 1,616.93 | 2,657,546.94 | 5.78\% | 18.89 | 4.37 |
|  |  |  | 3000 | 27,917.53 | 5,070.78 | 26,880,793.49 | 18.57\% | 28,050.11 | 1,141.13 | 1,422,574.90 | 4.25\% | 18.90 | 4.37 |
|  |  |  | 6000 | 28,073.75 | 3,603.42 | 13,275,478.46 | 12.98\% | 28,000.56 | 805.17 | 639,259.30 | 2.86\% | 20.77 | 4.55 |
|  |  | 5.00\% | 1500 | 141,600.19 | 15,863.63 | 244,333,568.30 | 11.04\% | 141,821.14 | 3,551.83 | 13,458,268.96 | 2.59\% | 18.15 | 4.27 |
|  |  |  | 3000 | 140,355.13 | 11,177.59 | 127,111,006.08 | 8.04\% | 140,338.58 | 2,492.92 | 6,670,671.46 | 1.84\% | 19.06 | 4.36 |
|  |  |  | 6000 | 141,754.06 | 7,943.89 | 65,035,869.35 | 5.67\% | 141,007.95 | 1,770.73 | 3,330,679.41 | 1.29\% | 19.53 | 4.38 |
|  |  | 20.00\% | 1500 | 565,072.19 | 29,106.27 | 843,594,702.23 | 5.13\% | 563,609.38 | 6,501.05 | 41,463,829.65 | 1.14\% | 20.35 | 4.49 |
|  |  |  | 3000 | $560,960.79$ | 20,526.31 | 456,460,140.76 | 3.81\% | 561,647.27 | 4,594.29 | 21,382,841.57 | 0.82\% | 21.35 | 4.62 |
|  |  |  | 6000 | 564,178.04 | 14,546.30 | 231,048,663.33 | 2.69\% | 563,461.16 | 3,250.42 | 10,061,108.72 | 0.56\% | 22.96 | 4.78 |

Note: RSE is the relative standard error defined as the ratio between the standard error and the total count estimate.
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# A Study of Assimilation Bias in Name-Based Sampling of Migrants 
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#### Abstract

The use of personal names for screening is an increasingly popular sampling technique for migrant populations. Although this is often an effective sampling procedure, very little is known about the properties of this method. Based on a large German survey, this article compares characteristics of respondents whose names have been correctly classified as belonging to a migrant population with respondents who are migrants and whose names have not been classified as belonging to a migrant population. Although significant differences were found for some variables even with some large effect sizes, the overall bias introduced by name-based sampling (NBS) is small as long as procedures with small false-negative rates are employed.
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## 1. Sampling Migrants

Migrants are of particular interest in the social sciences. However, in many countries research on migrants is hampered by the lack of appropriate sampling frames for migrant populations. Census or register data or other lists of the population of interest may exist, but these sampling frames are usually not available for any purpose other than official statistics. Since the proportion of migrants is often small, and registers unavailable, special sampling procedures for rare populations have to be used (Sudman and Kalton 1986; Kalton 2009).

### 1.1. Common Sampling Procedures for Migrants

In some situations, lists of subgroups of migrant populations are available for sampling. Examples include membership lists of migrant organisations or training seminars for naturalisation interviews (Kosmidis et al. 1980; Rutishauser and Wahlquist 1983). If the migrant population of interest tends to segregate, cluster sampling of areas with a high concentration of members from the target population could be used (Blane 1977; Ecob and Williams 1991). Occasionally, quota sampling and snowball sampling (Bertelsmann Stiftung 2009; Sulaiman-Hill and Thompson 2011) are used. All these methods have serious methodological problems.

[^4]
### 1.2. Name-Based Screening

Even though separate lists of migrants may not be available, very often sampling frames for a general population contain names of individuals. Thus these general population frames can be screened for names likely to belong to members of migrant populations. Name-based sampling methods (NBS) have been used in different countries and for a variety of purposes (Mateos 2007). Most often, the lists used for NBS consist of names considered to be typical for migrants or are constructed ad hoc by members of the target population; but of course, more sophisticated methods have also been used. For example, Braun and Santacreu (2009) used names which featured more frequently than a specific threshold in telephone directories of different countries to identify likely members of migrant populations.

There are also examples of the use of carefully compiled dictionaries of names which have a high positive predictive value for classification as migrant ("onomastic sampling", Humpert and Schneiderheinze 2000). All of these methods rely on more or less error-free records of migrants' names exactly as listed in the dictionary. However, names or spelling variations not listed in the dictionary cannot be classified. This also applies to names which contain typographical errors. It seems safe to assume that typographical errors are more common for names which might be unusual for database maintainers.

Name-based methods are applicable when names of migrants are different from those of the domestic population. If such initial differences do exist, they are likely to persist for at least a few decades. In countries with ongoing immigration from specific regions or countries, name-based methods may differentiate between recent migrants and descendants of previous cohorts of migrants as long as names differ between different cohorts.

### 1.3. A Screening Procedure Based on Trigrams of Names

Schnell et al. (2013a,b) proposed a new screening procedure for sampling migrants that neither requires reviewing names manually nor relies on exhaustive or error-free dictionaries. This procedure does not classify complete first or given names but splits names into substrings of three consecutive characters (trigrams) and classifies the names according to the relative frequencies of these trigrams within a database of names from specific countries using a naive Bayes classifier (Mitchell 1997). Since no dictionaries are used, this procedure is resilient against spelling varieties and typographical errors. Even names not used for the training of the Bayes classifier can be classified as long as they are similar to names listed. Schnell et al.'s (2013a,b) algorithm was trained using frequencies of given names and surnames by nationality of all the employees liable for social security contributions in Germany. The training database was specifically constructed by the Research Data Center of the Federal Employment Agency to develop this technique. The database covers more than 80 percent of the working population of Germany.

The classification process can be applied separately to a given first name (GN) and a given surname (SN). For the classification of a person, the four possible outcomes of the name classification (GN, SN * classification result) must be reduced to the classification of the person as migrant or not. Different rules could be used for this reduction process.

Only two simple rules will be considered here:
Rule 1: A person is classified as migrant when GN or SN are classified as foreign.
Rule 2: A person is classified as migrant when GN and SN are classified as foreign.

For the evaluation of the trigram-based Bayes classification, Schnell et al. (2013a,b) used names and survey data from 18,795 respondents of a national household panel. In that dataset, Rule $1(\mathrm{GN}$ or SN$)$ yielded about $40 \%$ false positives, but the false negative rate was lower than $5 \%$ for most countries of origin. Rule $2(\mathrm{GN}$ and SN ) yielded less than $10 \%$ false positive cases and the false negative rate varied between $15-20 \%$ for most countries of origin. For the current study, the results of both classification rules will be compared.

## 2. Definitions and Basic Demographics of Migrant Populations in Germany

The term "migrants" denotes heterogeneous groups (among others: foreigners, refugees, asylum seekers, immigrants with or without domestic nationality, domestic born descendants of migrants with/without foreign nationality). We will concentrate on one specific subgroup in this example: migrants with a foreign nationality. While this is a rather narrow definition, it is useful for many applications. Furthermore, even the most basic of sampling methods for migrants should be able to detect this group. For NBS, using nationality as the criterion for a correct classification will increase the number of false negatives compared to wider definitions of migration status. Due to screening after selection by NBS, only false negatives will contribute to bias. Therefore, we consider our results to be the lower limit of bias in name-based sampling.

The discussion of social processes following migration is extensive (as an example, see Alba and Nee 1997). In this study we base our conceptualisation of assimilation on the approach taken by Kalter and Granato (2002, p. 200), that is, assimilation is the similarity of distributions for categories of relevant variables related to the central dimensions of education, work and family. Since each country has different migrant populations, some details on the migration to Germany is important in order to evaluate the results reported here.

The vast majority of foreign names in Germany originate from two waves of immigration: the first wave (1955-1973) was the recruitment of workers for the heavy manufacturing industry. These workers were mainly recruited from Turkey, Greece, Spain, Italy and former Yugoslavia. Most of these immigrants were unskilled workers with low or no educational and vocational qualifications from their home countries (Fassmann and Münz 1994). Although initially these immigrations were to be time limited, many of these migrants remained in Germany. The subsequent migration of family members of these immigrants accounted for a large part of immigration to Germany after 1973 (e.g., see Milewski 2007; Liebig 2007). A second wave of migration began with the demise of the Soviet Union. Many Eastern Europeans (mainly from Poland and former Soviet Republics) who had German ancestors became eligible to emigrate to Germany. Although generally better educated than the earlier wave of migrants, these more recent immigrants still encountered problems in labour market participation, mainly due to insufficient command of the German language (Milewski 2007). Every empirical study has reported that the mentioned migrant populations in Germany have a lower average education and income, higher average number of children and stronger religious attitudes than the domestic population (Babka von Gostomski 2010; Fassmann and Münz 1994).

## 3. Bias in Name-Based Sampling

Every selection procedure will result in biased parameter estimates of variables of interest if the selection probabilities are correlated with the variables of interest (Bethlehem

2009, p. 222), and if the estimation does not correct for the unequal selection probabilities. In name-based sampling, the probability of having a name classified as belonging to a migrant population may correlate with indicators of assimilation: better-assimilated migrants are likely to have a higher probability of having their name classified as domestic. At least four different mechanisms can explain this:

1. In most European countries (outside academic circles), it is common for women to adopt the family name of their husband after marriage. Since immigrants intermarry with domestic partners, the proportion of domestic surnames will be higher for female migrants. It seems very likely that female migrants with domestic partners are more assimilated than female migrants with migrant partners. However, there seems to be no official data on the frequency of name changes after marriages in general or for binational couples. Especially with binational couples in which the husband has no migration background, this will result in misclassification of the wife's migration background in many cases.
2. The given names chosen by migrant parents for their children will reflect their preferences: better assimilated migrants more often prefer domestic names (Becker 2009; Gerhards and Hans 2009).
3. If the languages of the country of origin and the host society are similar (as, for example, in Germany, Austria and large parts of Switzerland), the probability of misclassification increases: again, migrants whose names are misclassified as domestic are more likely to be more assimilated.
4. Naturalised migrants may choose to modify their names to assimilate to the host society more. At the same time, more assimilated migrants may show a greater desire to become naturalised.

Mechanisms 2 and 4 do not have to hold in countries which encourage multiculturalism and ethnic distinctiveness. In some countries (for example, Germany) all mechanisms are plausible. Given all or some of these mechanisms, name-based sampling of migrantswhether dictionary-based or not - is more likely to include less assimilated migrants with higher probability. Since the sampling depends solely on the classification of the name, false negative classifications of migrants will result in biased estimates when false negative classified ( $F N$ ) persons differ from true positive classified ( $T P$ ) persons:

$$
E(B(\bar{Y}))=\frac{n_{f n}}{n_{f n}+n_{t p}}\left(\bar{Y}_{t p}-\bar{Y}_{f n}\right)
$$

with
$E(B(\bar{Y}))$ the overall bias in the mean of variable $Y$
$n_{f n}$ the number of false negative classifications
$n_{t p}$ the number of true positive classifications
$\bar{Y}_{t p}$ the mean in variable $Y$ for the true positives
$\bar{Y}_{f n}$ the mean in variable $Y$ for false negatives

The expected bias is the product of the proportion $\left(n_{f n}\right) /\left(n_{f n}+n_{t p}\right)$ of false negatives among all migrants, with the difference in means for a variable of interest between true positives and false negatives, $\bar{Y}_{t p}-\bar{Y}_{f n}$. There may be no bias despite a high rate of false negative classifications if there are no differences between false negatives and true positives. However, there may be large bias despite a low rate of false negative classifications in the case of large differences between the two groups. Whilst false positives can be excluded after a screening interview, false negatives are excluded from the sampling frame. Thus false positive classified persons only increase sampling costs, but false negative classified persons may lead to coverage bias.

There is little published literature on the estimated false negative rate of different sampling procedures and even less on differences between falsely negative and truly positive classified persons in migration surveys. This lack of studies is surprising, since most studies of migrants are dedicated to the study of some dimension of assimilation. A systematic bias in a sampling procedure would compromise the results of such a study. Because name-based sampling is considered one of the best techniques for sampling migrants if no other sampling frame is available, we conducted a study to examine the differences in characteristics between false negative and true positive classified migrants.

## 4. Hypothesis

As detailed in Section 3, this article uses the definition of assimilation as similarity of distributions over categories of relevant variables. Accordingly, more assimilated migrants in Germany are predicted to have fewer children, smaller households, higher rates of intermarriage, higher incomes, a better education, a less traditional religious orientation and a better command of the majority (German) language. Although there are some differences between countries of origin, this process of assimilation can be observed for most migrant populations in Germany (Babka von Gostomski 2010, p. 79-113; Statistisches Bundesamt 2011, p. 193-199). Due to the four mechanisms described above that link the degree of assimilation to names, we predict significant differences with respect to assimilation variables between migrants identified by name-based sampling compared to nonidentified migrants.

## 5. Data

We examined data from the first wave of one of the largest German panel studies (PASS, Trappmann et al. 2010, Bethmann and Gebhardt 2011, Trappmann et al. 2013). PASS is a general population household panel survey, oversampling low-income households and households receiving welfare benefits. The survey is based on a sequential mixed mode design of CATI and CAPI interviews. To enhance survey participation of migrants in PASS, foreign-language questionnaires in Turkish, Russian, and English were administered by foreign-language CATI interviewers. The survey includes questions on nationality, country of birth, year of immigration, and the social and economic situation of the respondents. Additionally, there is information on nationality, country of birth, and year of immigration for the respondents' parents and grandparents. We compared variables expected to be related to the assimilation process between all migrants in the sample and those migrants
who would be identified by a name-based sampling procedure. For this study, the names of the respondents were classified with the Bayes classifier suggested by Schnell et al. (2013a,b). Names and survey data were held separately within the governmental agency owning the data; all procedures were approved by the responsible data protection agents. Among the 18,795 respondents whose names were classified, 1,610 persons reported a foreign nationality and 3,104 reported being born outside of Germany. Here, we focus on data from the 1,610 foreigners (migrants with foreign nationality). Although there may be response error in the indicators of migration background as well as the variables related to different dimensions of assimilation, the following calculations consider these reports as true since previous studies of PASS showed neither serious measurement error nor nonresponse bias for variables which could be validated with administrative data (Sakshaug and Kreuter 2012; Kreuter et al. 2010; Schnell et al. 2010). With the first rule 1,509 out of 1,610 migrants with foreign nationality were classified as true positive ( 101 false negative classifications). With the second classification rule 63 percent true positive classifications were observed ( $1,020 \mathrm{TP}, 590 \mathrm{FN}$ ).

All analyses are conducted with the unweighted PASS sample. While typically researchers are interested not in the sample per se but in inferences which can be drawn from the sample, in this methodological article the goal is to isolate one source of error, namely coverage error (although due to legal restrictions we are only able to investigate this for respondents). This can best be done by neglecting sample weights, which mainly correct for unequal sampling probabilities and differential nonresponse between demographic groups. By displaying a weighted analysis we would have a mix of coverage error, differential nonresponse rates between migrants and domestic respondents and adjustment error in the weighting procedure. While the effect of the interaction of these error sources on total survey error is an interesting topic for future research, we felt this to be too complex an issue since currently not much is known about coverage bias alone.

## 6. Results

Results of our empirical analysis for all subgroups of migrants can be found in Table 1 for Rule 1 (GN or SN) and in table 2 for Rule 2 (GN and SN). Both tables contain estimates of bias and raw differences. For brevity we will focus on the raw differences between false negatives and true positives.

Both tables are organised in the same way. Column (1) shows the mean of a variable for all migrants in the PASS survey. Column (2) shows the mean for those respondents who would be missed by NBS (false negatives, FN). Column (3) is the mean for those migrants who would have been selected by NBS (true positives, TP). Column (4) is the difference between Columns (3) and (1). This is equivalent to bias as calculated using the formula in Section 3. Column (5) gives the difference between the detected (TP) and nondetected (FN) migrants. Column (6) gives the $p$-value for a $t$-test on mean difference (or difference in proportion) between TP and FN. Finally, Column (7) shows the effect size for the difference between TP and FN. Cohen's $d=\left(M_{1}-M_{2}\right) /\left(S D_{\text {pooled }}\right)$ was used as a measure of effect size. Values of $d$ greater than 0.2 are considered as small effects, values greater than 0.5 as medium effects (Ellis 2010, p. 41).
Table 1. Differences between all migrants, false negative and true positive cases (Rule 1: GN or SN)

|  | (1) <br> all migrants | (2) <br> false negative | (3) true positive | $\begin{gathered} (4) \\ \text { bias } \\ \Delta(3)-(1) \end{gathered}$ | $\begin{gathered} (5) \\ \Delta(3)-(2) \end{gathered}$ | $(6)$ $p(t)$ | (7) <br> Cohen's $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Household characteristics |  |  |  |  |  |  |  |
| Household size (persons) | 3.3 | 2.8 | 3.3 | 0.0 | +0.6 | $<0.01$ | 0.34 |
| Number of children | 2.2 | 1.9 | 2.3 | 0.0 | +0.3 | 0.04 | 0.27 |
| Basic demographics |  |  |  |  |  |  |  |
| Proportion of females (\%) | 52.2 | 64.4 | 51.4 | $-0.1$ | $-13.0$ | 0.01 | 0.26 |
| Age (years) | 37.6 | 42.6 | 37.3 | $-0.3$ | $-5.3$ | $<0.01$ | 0.39 |
| Born outside Germany (\%) | 83.1 | 83.2 | 83.1 | 0.0 | 0.0 | 0.98 | 0.00 |
| Years since immigration | 20.9 | 21.3 | 20.9 | 0.0 | $-0.4$ | 0.76 | 0.04 |
| Binational marriage ${ }^{\text {a }}$ (\%) | 31.3 | 61.4 | 29.3 | $-2.0$ | $-32.2$ | $<0.01$ | 0.70 |
| Education |  |  |  |  |  |  |  |
| Without degree (\%) | 17.0 | 10.9 | 17.4 | +0.4 | $+6.5$ | 0.09 | 0.17 |
| University entrance diploma (\%) | 23.8 | 41.6 | 22.6 | $-1.2$ | - 19.0 | $<0.01$ | 0.45 |
| Years of education | 11.1 | 12.8 | 11.0 | $-0.1$ | - 1.7 | $<0.01$ | 0.55 |
| Employment |  |  |  |  |  |  |  |
| Employed (\%) | 19.7 | 30.3 | 19.1 | $-0.7$ | $-11.3$ | 0.01 | 0.28 |
| Unemployed (\%) | 42.4 | 36.0 | 42.7 | +0.4 | +6.8 | 0.21 | 0.14 |
| Welfare benefit receipt (\%) | 59.9 | 44.6 | 61.0 | +1.1 | +16.4 | $<0.01$ | 0.37 |
| Maternity leave (\%) | 3.3 | 9.0 | 2.9 | $-0.4$ | -6.1 | $<0.01$ | 0.34 |
| Income |  |  |  |  |  |  |  |
| Net household income (Euro) | 1475.4 | 1876.2 | 1448.1 | -27.3 | $-428.1$ | $<0.01$ | 0.48 |
| Deprivation |  |  |  |  |  |  |  |
| Deprivation index (raw count) | 6.7 | 4.8 | 6.8 | +0.1 | +2.0 | $<0.01$ | 0.49 |
| Deprivation index (weighted) | 2.1 | 1.4 | 2.1 | 0.0 | +0.7 | $<0.01$ | 0.48 |

Table 1. Continued

|  | (1) all migrants | (2) <br> false negative | (3) true positive | $\begin{gathered} (4) \\ \quad \text { bias } \\ \Delta(3)-(1) \end{gathered}$ | (5) $\Delta(3)-(2)$ | $(6)$ $p(t)$ | (7) <br> Cohen's $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Religion |  |  |  |  |  |  |  |
| Member in rel. community (\%) | 74.1 | 65.6 | 74.6 | +0.5 | $+9.0$ | 0.05 | 0.21 |
| Self-rating as religious (\%) | 64.2 | 53.3 | 64.9 | +0.7 | +11.6 | 0.02 | 0.24 |
| Proportion of Muslims (\%) | 37.4 | 5.9 | 39.5 | +2.1 | +33.6 | $<0.01$ | 0.70 |
| Language not German |  |  |  |  |  |  |  |
| During interview (\%) | 19.0 | 9.9 | 19.6 | +0.6 | $+9.7$ | 0.02 | 0.25 |
| Within household (\%) | 71.2 | 44.6 | 72.9 | +1.7 | $+28.3$ | $<0.01$ | 0.63 |
| Among friends (\%) | 44.7 | 26.3 | 46.4 | +1.7 | +20.0 | $<0.01$ | 0.41 |
| Subjective satisfaction ${ }^{\text {b }}$ |  |  |  |  |  |  |  |
| Housing conditions | 6.6 | 7.1 | 6.5 | 0.0 | -0.6 | 0.03 | 0.22 |
| Living standard | 5.7 | 6.4 | 5.6 | 0.0 | -0.8 | $<0.01$ | 0.30 |
| Life in general | 6.2 | 6.7 | 6.2 | 0.0 | -0.5 | 0.06 | 0.19 |
| Health | 6.8 | 6.7 | 6.8 | 0.0 | $+0.1$ | 0.73 | 0.04 |
| Social participation | 6.4 | 6.5 | 6.4 | 0.0 | -0.1 | 0.77 | 0.03 |
| Sample size | 1,610 | 101 | 1,509 |  |  |  |  |

Table 2. Differences between all migrants, false negative and true positive cases (Rule 2: GN and SN)

|  | (1) all migrants | (2) false negatives | (3) <br> true positives | $\begin{gathered} \text { (4) } \\ \text { bias } \\ \Delta(3)-(1) \end{gathered}$ | $\begin{gathered} (5) \\ \Delta(3)-(2) \end{gathered}$ | $(6)$ $p(t)$ | (7) <br> Cohen's $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Household characteristics |  |  |  |  |  |  |  |
| Household size (persons) | 3.3 | 3.0 | 3.5 | +0.2 | +0.5 | $<0.01$ | 0.28 |
| Number of children | 2.2 | 2.0 | 2.4 | +0.1 | +0.4 | $<0.01$ | 0.29 |
| Basic demographics |  |  |  |  |  |  |  |
| Proportion of females (\%) | 52.2 | 60.5 | 47.4 | -4.1 | $-13.2$ | $<0.01$ | 0.27 |
| Age (years) | 37.6 | 39.4 | 36.6 | $-1.0$ | $-2.7$ | $<0.01$ | 0.20 |
| Born outside Germany (\%) | 83.1 | 86.1 | 81.3 | $-1.8$ | $-4.8$ | 0.01 | 0.13 |
| Years since immigration | 20.9 | 18.8 | 22.2 | +1.3 | +3.4 | $<0.01$ | 0.29 |
| Binational marriage ${ }^{\text {a }}$ (\%) | 31.3 | 45.8 | 22.3 | -8.9 | $-23.4$ | $<0.01$ | 0.52 |
| Education |  |  |  |  |  |  |  |
| Without degree (\%) | 17.0 | 10.7 | 20.6 | +3.6 | +9.9 | $<0.01$ | 0.27 |
| University entrance diploma (\%) | 23.8 | 30.6 | 19.8 | -4.0 | $-10.8$ | $<0.01$ | 0.26 |
| Years of education | 11.1 | 12.0 | 10.6 | $-0.5$ | $-1.3$ | $<0.01$ | 0.42 |
| Employment |  |  |  |  |  |  |  |
| E Employed (\%) | 19.7 | 21.2 | 18.9 | $-0.9$ | $-2.4$ | 0.26 | 0.06 |
| ¢ Unemployed (\%) | 42.4 | 39.8 | 43.8 | +1.4 | +4.0 | 0.13 | 0.08 |
| Welfare benefit receipt (\%) | 59.9 | 55.4 | 62.6 | +2.7 | +7.2 | $<0.01$ | 0.15 |
| $\stackrel{\sim}{\circ}$ \% ${ }^{\circ}$ Maternity leave (\%) | 3.3 | 4.3 | 2.7 | -0.6 | -1.7 | 0.08 | 0.09 |
| - Income |  |  |  |  |  |  |  |
| $\bigcirc$ Net household income (Euro) | 1475.4 | 1562.4 | 1424.0 | $-51.4$ | $-138.4$ | $<0.01$ | 0.15 |
| $\stackrel{\rightharpoonup}{\square}$ Deprivation |  |  |  |  |  |  |  |
| - Deprivation index (raw count) | 6.7 | 6.1 | 7.0 | +0.3 | +0.8 | $<0.01$ | 0.20 |
| $\pm$ Deprivation index (weighted) | 2.1 | 1.9 | 2.2 | +0.1 | +0.3 | $<0.01$ | 0.22 |
| $\leq \stackrel{\sim}{\sim}$ Religion |  |  |  |  |  |  |  |
| Member in rel. community (\%) | 74.1 | 67.5 | 77.8 | +3.7 | $+10.2$ | $<0.01$ | 0.24 |
| Self rating as religious (\%) | 64.2 | 60.7 | 66.3 | +2.1 | +5.6 | 0.03 | 0.18 |
| Proportion of Muslims (\%) | 37.4 | 18.5 | 48.3 | +10.9 | +29.9 | $<0.01$ | 0.65 |

Table 2. Continued

|  | (1) <br> all migrants | (2) <br> false negatives | (3) <br> true positives | $\begin{gathered} (4) \\ \quad \text { bias } \\ \Delta(3)-(1) \end{gathered}$ | $\begin{gathered} \text { (5) } \\ \Delta(3)-(2) \end{gathered}$ | $(6)$ $p(t)$ | Cohen's $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Language not German |  |  |  |  |  |  |  |
| During interview (\%) | 19.0 | 19.0 | 19.0 | 0.0 | 0.0 | 0.99 | 0.00 |
| Within household (\%) | 71.2 | 63.5 | 75.6 | +4.4 | +12.1 | $<0.01$ | 0.27 |
| Among friends (\%) | 44.7 | 43.1 | 45.8 | +1.1 | +2.7 | 0.48 | 0.05 |
| Subjective satisfaction ${ }^{\text {b }}$ |  |  |  |  |  |  |  |
| Housing conditions | 6.6 | 6.8 | 6.5 | $-0.1$ | $-0.3$ | 0.02 | 0.12 |
| Living standard | 5.7 | 5.8 | 5.6 | -0.1 | -0.2 | 0.07 | 0.10 |
| Life in general | 6.2 | 6.4 | 6.1 | -0.1 | $-0.3$ | 0.01 | 0.13 |
| Health | 6.8 | 6.7 | 6.8 | 0.0 | +0.1 | 0.38 | 0.05 |
| Social participation | 6.4 | 6.3 | 6.4 | +0.1 | +0.2 | 0.22 | 0.06 |
| Sample size | 1,610 | 590 | 1,020 |  |  |  |  |

### 6.1. Overall Comparison of Rule 1 Versus Rule 2

Rule 2 results in quite a substantial false negative rate of $36.7 \%$ but generates few false positives ( $6.8 \%$ ). By contrast, Rule 1 has a false negative rate of only $6.3 \%$, but produces more false positives (41.1\%). Thus screening costs would be lower for Rule 2.

A general pattern is obvious from the tables: On most ( 20 of 28 ) variables the absolute difference between false negatives and true positives (Column 5) is higher for Rule 1 (GN or SN ) than for Rule 2. This is exactly what we would predict based on our hypotheses: Migrants who differ in given name and surname from the domestic population are less well assimilated than persons who only differ in either first name or last name. However, as bias is equal to the product of this difference with the false negative rate and the false negative rate is more than five times higher for Rule 2 than for Rule 1 the resulting absolute bias (Column 4) is, in almost all cases, larger for Rule 2 than for Rule 1. Thus, Rule 1 should be used if there are concerns about a possible assimilation bias.

### 6.2. Demographic and Assimilation Variables

In accordance with the hypotheses about the assimilation process, correctly identified persons (TP) live in larger households with more children than FN (who would have been missed by NBS). Furthermore, NBS would miss more females. All three effects are significant (with $p<0.05$ ). However, NBS would yield small biases for household size and number of children. This holds for both rules. The exception is the proportion of females: NBS with Rule 2 would result in an underestimation of 4.1 percentage points, since the proportion of females is higher among the FN. The smaller proportion among the TP is most probably due to the adoption of the name of the husband after marriage. This could be indicative of more general assimilation bias in NBS, since gender is correlated with many assimilation indicators (for example, employment status and education).

Whereas the individual probability of a change of name due to naturalisation or marriage is expected to decrease with age, the overall probability for a domestic name should increase with duration of stay; furthermore the proportion of domestic names is expected to be higher for children of migrants. Therefore, the age distribution of all migrants should differ from the distribution of those who could be found by NBS. As can be seen from the tables, in fact the migrants from NBS were significantly younger on average (Rule 1: 5.3 years; Rule 2: 2.7 years). From the kernel-density plots in Figure 1, it is also clear that both rules more likely miss the younger migrants (aged 15-22 years). In particular, Rule 2 seems to favour older migrants above the age of 45 . In total, this is a small effect, causing a small bias of less than one year in the estimation of the mean age. As age is closely related to years since immigration (for those who were born outside Germany) a similar effect could be expected for this variable. The estimation of years since immigration is unbiased for Rule 1 and slightly biased for Rule 2 (1.3 years difference); giving a small but significant effect for Rule 2. Almost the same pattern can be seen for the percentage of respondents born outside Germany.

### 6.2.1. Binational Marriage

Binational marriage is defined here as an officially recorded partnership of a migrant with a German partner. This is a rare event in Germany: Based on official statistics,


Fig. 1. Distribution of age for all migrants and false negative cases for Rule 1 and 2

Haug (2011) reports about $17 \%$ of the first generation male migrants ( $20 \%$ for females) to be married to a German partner. For the second generation of migrants these figures rise to $28 \%$ and $21 \%$ for males and females respectively. In this dataset, about $31 \%$ of the respondents in a recorded partnership reported a binational marriage. Amongst those who would have been missed by NBS, the percentage is almost double (61.4\%). Amongst those selected by NBS, the percentage is about $29 \%$ (Rule 1) and $22 \%$ (Rule 2). Both differences are significant with medium effect sizes. Due to the small proportion of false negatives for Rule 1, however, the overall underestimation (i.e., bias) by NBS would be 2 percentage points for Rule 1 and 8.9 percentage points for Rule 2.

### 6.2.2. Education

Education is considered as a key requirement for successful assimilation. Therefore, higher educational attainment would be expected amongst more assimilated migrants. Hence, differences between population parameters and NBS estimates are most probable. In fact, regardless of which indicator is used to reflect educational attainment in PASS, the predicted differences can be observed. Tables 1 and 2 show the same pattern of results for the proportion of migrants with no school qualifications, the proportion of migrants with a university entrance diploma and years of education. On average, those missed by NBS are better educated than those found by NBS. Five of six comparisons between FN and TP are significant, but only one indicator has a medium effect size. The indicator 'years of education' has one of the largest effects reported here with $d=0.55$ for Rule 1 and $d=0.42$ for Rule 2. Nonetheless, the resulting underestimation would be small ( 0.1 and 0.5 years). Figure 2 shows the effect clearly: better-educated persons are more likely to be missed by both rules, but the proportion of highly educated persons among the migrants is so small that the effect on overall mean estimation is also small.


Fig. 2. Distribution of years of education for all migrants and false negative cases for Rule 1 and 2

### 6.2.3. Employment Status and Receipt of Benefits

About $20 \%$ of all migrants in the total sample are employed. Regardless of which rule is used, the proportion of employed persons is always higher among the migrants who would have been missed by NBS. For Rule 1, the difference between FN and TP is more than 11 percentage points ( 2.4 percentage points for Rule 2): a significant, albeit small effect. The resulting bias in the estimation of employed persons would be lower than 1 percentage point. The same pattern of results can be observed for the estimation of unemployment and the proportion of females on maternity leave.

The effect is slightly more prominent in the estimation of households receiving welfare benefits. About $60 \%$ of the migrants in the unweighted PASS sample received welfare benefits. Migrants who would have been missed by NBS received welfare benefits less frequently than the population of all migrants and less frequently than those who would have been selected by NBS. The difference of 16.4 percentage points (Rule 1; for Rule 2: 7.2 percentage points) is significant, with only a small effect size. It leads to a bias of +1.1 percentage points for Rule 1 and +2.7 percentage points for Rule 2 .

### 6.2.4. Household Income

Income is a central variable in social science and economic research and also a major indicator of successful assimilation. Therefore, if NBS has an assimilation bias, lower income would be expected for migrants identified by NBS compared to migrants who would have been missed by NBS. This hypothesis is clearly supported by the data: the differences of 428 Euros (Rule 1) and 138 Euros (Rule 2) between true positives and false negatives are significant. For Rule 2, the effect size of $d=0.48$ is among the largest effects reported here. The absolute bias of 27 Euros (Rule 1; 51 Euros for Rule 2) approximates to nearly $1.9 \%$ (3.5\%) of total income. A plot (Figure 3) of the estimated


Fig. 3. Distribution of log net household income (Euro) for all migrants and false negative cases for Rule 1 and 2
income distributions for all migrants and the false negative cases of both rules shows the large bias in income which would occur if NBS with Rule 2 were used.

### 6.2.5. Deprivation

Based on a list of 26 goods, facilities and social activities, Christoph et al. (2008, p. 46) defined an "index of deprivation" as the number of items or facilities which the members of a household do not possess or use due to financial restrictions. The list contained goods and facilities such as central heating, indoor toilet, washing machine, refrigerator, TV and social activities such as inviting friends for dinner or visiting cultural events. The weighted version of this index counts items if the respondents rate them as 'necessary'. This deprivation index can be seen as a measure of successful assimilation, and therefore differences between better and less well-assimilated migrants are likely. Thus an assimilation bias of NBS would be expected in this instance.

Figure 4 shows the estimated distributions of the deprivation index for all migrants and migrants who would have been missed by NBS according to Rule 1 or Rule 2. For both subgroups of false negatives, the distribution shifted to the left, so that true positives of NBS would overestimate the index. The difference between the subgroups is significant with a small to medium effect size. Again, the overestimation effect is larger for Rule 2 (bias +.3 points compared to +.1 points for Rule 1 ).

### 6.2.6. Religion

The traditional assimilation process in modern Western societies usually leads to weakened religious values and decreased religious behaviour. So differences in indicators of religious behaviour due to NBS are to be expected. PASS has three indicators of religious behaviour: Membership in a religious community, the proportion of Muslims, and the degree of self-reported religiousness (see Tables 1 and 2 ). The pattern of results is


Fig. 4. Deprivation index for all migrants and false negative cases for Rule 1 and 2
the same for all three indicators and both rules: those migrants who would have been missed by NBS are less religious than the sample of all migrants and those who would have been identified by NBS are more religious than the sample of all migrants. The difference in the proportions of Muslims is striking. In the population of all migrants in PASS, the proportion of Muslims is about $37 \%$, but among those missed by NBS, the proportion is only about $6 \%$ (Rule 1) and about $19 \%$ (Rule 2). All six differences between FN and TP are significant. However, all but the effect sizes regarding the proportion of Muslims ( $d=0.70$ with Rule 1 and $d=0.65$ with Rule 2 ) should be regarded as small. Bias is much larger for Rule 2 than for Rule 1 for all three variables, peaking 10.9 percentage points for the proportion of Muslims which is the largest bias reported here.

### 6.2.7. Language

The ability to read, speak and write the language of the host society is considered to be of crucial importance for assimilation. Sufficient language skills enable contact with the domestic population and participation in social, political and everyday activities. Success in school and in the labour market also depends on language skills. Therefore differences in indicators relating to the command of the language of the host society due to NBS can be expected. PASS has three direct or indirect indicators of language skills and language use. PASS records the language in which an interview was conducted, there is a question about the language used predominantly in the household and finally the predominant language used amongst friends outside the household is recorded. Table 1 shows the same pattern of results as for most other indicators for Rule 1. Those missed by NBS seem to be more assimilated than those detected by NBS. All three language indicators differ significantly between FN and TP. However, despite some medium-sized effects, the differences between TP and the total sample are small. The effect sizes for Rule 2 are even
smaller. The largest effect for both rules can be seen for the dominant language within the household. Here, Rule 2 produces a bias of +4.4 percent. Surprisingly, results for language use do not seem to be strongly biased by NBS.

### 6.2.8. Subjective Satisfaction

These results are based on demographic variables or language use. When subjective variables such as satisfaction with housing conditions and living standards were considered, there were only minor differences between the overall population and the two groups of false negatives. In general, satisfaction was higher amongst the smaller group of false negatives (with first and last names classified false negative) than in the population. As might be expected, subjective satisfaction with health and social participation, which are less related to the assimilation process, do not show the same pattern: overall bias for subjective measures is never larger than .1 points on the eleven point scale employed.

### 6.3. Summary

Our central hypothesis is clearly supported by the data. For most of the assimilationrelated variables considered here, there are significant differences between migrants identified by NBS versus migrants not identified by NBS: in total, 21 of 28 tests for Rule 1 and 20 of 28 tests for Rule 2 showed significant differences with $p \leq 0.05$. However, the effect sizes for Rule 1 were small for 17 of 28 tests, four additional effect sizes were medium whereas only three Rule 2 effect sizes were larger than $d=0.3$. In summary: name-based sampling results in biased estimates, but the effect sizes are mostly small.

## 7. Discussion

Name-based sampling procedures differ with respect to details for the generation of sampling frames. However, since all name-based methods share the common problem of undercoverage through assimilation, they are all vulnerable to the same selection effects. Therefore, it is reasonable to expect the same overall pattern of results for all name-based sampling procedures.

In this study on assimilation bias we found significant, but usually small differences in education, employment, frequency of intermarriage, income and religious behaviour between the complete sample and the name-based sample. Although effect sizes were on average larger for Rule 1 than for Rule 2, Rule 1 produced almost no bias due to the low FN rate; no single bias exceeded 2.1 percentage points for this rule. Rule 2 on the other hand showed a substantial FN rate which caused considerable bias for some variables despite small effect sizes. For example, the proportion of Muslims was overestimated by 10.9 percentage points and the proportion of binational marriages was underestimated by -8.9 percentage points. In studies with sample sizes in the order of 2,000 to 5,000 respondents, which are quite common, this systematic bias will exceed the sampling error. If high accuracy for assimilation variables is required by a research project, procedures with lower FN rates than Rule 2 should be used. Although this is the first study to date on bias in name-based samples, it has some limitations. The restrictions imposed by German
law limit name classification to survey respondents only; names of refusals cannot be used. Therefore, the results depend on the assumption that response in the survey is not highly correlated with the classification result. Although it seems possible that false negative migrants in NBS have higher refusal or noncontact rates, we consider our results to be robust with regard to this assimilation effect. However, this issue merits further examination in a separate study.

Furthermore, we have to assume that the survey report on migration background is unbiased and that answers to the questions about dependent variables are either unbiased or bias is the same across the groups that we have compared. If there was bias in the responses to questions on these dependent variables such as income or welfare receipt and this bias differed in size between all migrants, whether false negatives or false positives, this would affect the results of this study. There is, however, no evidence for this artifact.

This study focused on foreign national migrants, which was justified by the theoretical assumption that limiting the study to this subgroup should reduce bias. We tested the effect of this definition further using broader definitions of migrant groups. As expected, bias increased when broader definitions of migration status were used. For example, when migrants were defined as everyone who has foreign nationality, or was born abroad, or has at least one parent born abroad, bias in Table 1 increased for 25 of 28 variables. Using other definitions of migration status also seemed to increase bias; we therefore consider our results indicative of the lower limit of bias.

The results of this study are of course dependent on the current German migrant population. Each country will have different results at different points in time. These results are likely to depend on the proportions and characteristics of migrant groups, likelihood of intermarriages, legal requirements for naturalisation or name changes and so on. However, it is highly plausible that the four mechanisms leading to biased estimates for name-based sampling discussed above will be universal across most cultures: changing names after marriage and naturalisation, giving offspring names that are common in the host culture, and higher probability of migration from countries with a common language. These mechanisms will result in a higher probability of exclusion by name-based sampling procedures for better-assimilated migrants in almost every society. The basic message of this study thus also applies to countries other than Germany: when name-based methods are used, potential bias should be carefully examined since name-based sampling methods have the potential to enforce stereotypes about migrant populations by oversampling less-assimilated individuals.
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# Comparing Survey and Sampling Methods for Reaching Sexual Minority Individuals in Flanders 
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#### Abstract

As part of a large sexual health study, we used two different approaches to target Sexual Minority Individuals (SMIs). Firstly, we drew on a probability sample ( 1,832 respondents aged $14-80$ ) of the Flemish population in Belgium. Secondly, we set up a targeted sampling design followed by an Internet survey. Our focus was to explore how two different sampling procedures and survey designs could lead to differences in sample characteristics. Results showed that for female SMIs (we excluded male SMIs from the analyses due to their low numbers) the population sample differed from the Internet sample in terms of sociodemographic characteristics (the latter included younger and more highly educated respondents) and scores on sexual orientation dimensions (the population sample included more respondents who didn't identify as lesbian or bisexual but reported same-sex sexual experiences and desire). Respondents' scores on sexual health indicators differed between the samples for two of the seven variables. We discuss implications for improving the quality and validity of nonrandom samples.


Key words: Hard-to-reach populations; self-selection bias; nonrandom samples.

## 1. Introduction

Lesbian women, gay men and bisexuals (LGBs) are widely considered a hard-to-reach population. As part of a larger systematic study of sexual health, we used two different approaches to target this population. In our national sample, we drew on a probability sample ( 1,832 respondents aged 14-80) of the Flemish population (the Dutch-speaking community in Belgium) based on the Belgian National Register. For the other arm of the study we set up a targeted sampling design followed by an Internet survey, using a nearidentical questionnaire. By identifying a population of sexual minority individuals (we prefer using the acronym SMI instead of LGB since the latter implies self-identification; SMI also refers to individuals who do not identify as LGB but who have or have had samesex partners) in the national survey, we explored how two different sampling procedures

[^5]and survey designs led to differences in sample characteristics, especially where sexual health and sociodemographic characteristics are concerned. Hence, we provide insight into self-selection processes and explore future strategies for improving the quality and validity of nonrandom samples that rely upon self-selection. This validation, through comparison of data collected by different sampling methods, is especially useful when referring to survey data for program and policy development (Schwarcz et al. 2007). In this study, we took the unique opportunity to compare two datasets from a larger sexual health study in Flanders, Belgium. Due to the low numbers of male SMIs in our population sample, we only focused on female SMIs.

### 1.1. Gathering Data on Sexual Minority Individuals Through Probability and Nonprobability Samples

Gathering a population-based probability sample while including multidimensional and continuous measures for sexual orientation guarantees that respondents from diverse age groups, levels of education, geographical locations, and, presumably, also with different sexual orientations are covered (see e.g., Laumann et al. 1994; Bajos and Bozon 2008). However, the proportions of men and women who identify as nonheterosexual in population-based probability surveys are often small (Rothblum 2007). The low proportions of SMIs are particularly troublesome as small (absolute) numbers lead to difficulties in estimating reliable parameters. This is especially true for communities such as Flanders (the northern, Dutch-speaking part of Belgium, which has about 6 million inhabitants), where high-quality, population-based representative surveys via face-to-face interviews, typically with samples drawn from the National Register, are not only very expensive in terms of sampling procedures but also require enormous resources (in terms of workforce, time and general effort) in order to organize and carry out data collection. Secondly, researchers have used self-identity, sexual activity and cohabiting status as ways to find nonheterosexual respondents. However, these dimensions are usually not highly correlated. For example, in census data the gender of partners who are cohabiting is sometimes used to capture SMIs. This of course leaves out information about those who are single and those who are not living with their partner (Rothblum 2007). All of these problems can be addressed in Internet surveys.

Making the questionnaire available on the Internet through Computer Assisted Self Interviewing (CASI) has several advantages (see e.g., Wright 2005; Evans and Mathur 2005; Couper 2008). It is a relatively cheap and fast way to gather data (Best and Krueger 2004; Heerwegh 2001). For the SMI target group in particular, it offers a highly accessible and anonymous way of posing delicate questions and gathering information about private matters (Bauermeister et al. 2012). Administration of a questionnaire through the Internet can increase the level of reporting of sensitive information and has a positive effect on accuracy (Kreuter et al. 2008; Tourangeau et al. 2003). Some authors also refer to high rates of Internet use by (young) SMIs because this medium offers them opportunities to find peers (Silenzio et al. 2009).

The most obvious drawback of Internet surveys is that they may not be representative of the population of interest because the subpopulation with access to the Internet may be quite specific (i.e., coverage error) (Couper 2000; Schonlau et al. 2009). Moreover,

Internet surveys typically rely upon self-selection and thus tend to reach respondents with a particular interest in the survey's topic (Couper 2000). On the other hand, intrinsic interest in the survey's topic to some level determines respondents' willingness to participate in other surveys (for instance face-to-face surveys) as well (e.g., Groves et al. 2006). To evaluate potential coverage error and self-selection bias, it is important to compare Internet and offline methods.

### 1.2. Comparing Internet and Offline Methods for Reaching SMIs

Very few studies have involved a research design that allows direct comparison of (near-) identical questionnaires, assessed via highly comparable administration modes, but following different sampling procedures (see e.g., Denscombe 2006). Moreover, results from existing analyses have often proven inconsistent (de Leeuw 2005).

Schillewaert and Meulemeester (2005) compared four different methods of data collection in Flanders, both offline (through a mail survey and random digit dialing) and online (through pop-ups on high traffic sites that linked to the survey and via an Internet web panel) using identical questionnaires. Differences in sociodemographic characteristics appeared widespread across both offline and online methods. Subjects in the online pop-up sample seemed to be more extroverted and outgoing, while the mail sample showed a more traditional and introverted profile. After adjusting the weight of gender and age to match national population distributions, and after randomly reselecting observations such that they no longer differed from the national population, no major differences were found between the four recruitment methods in terms of demographics and attitudes, interests and opinions. The authors concluded that for traditional research topics, online research tools are at least as externally valid as research conducted via traditional methods.

Other researchers have compared Internet-based and venue-based methods to contact and survey male SMIs. Time location sampling at venues, Internet forum-based sampling and direct marketing (placing banner advertisements on online forums frequented by male SMIs) produced samples that showed variation in terms of residence location, age, income, and self-reported HIV status, as well as prevalence of substance use, methamphetamine use, and serodiscordant partnerships. The direct marketing approaches (i.e., placing banner ads on high traffic [gay and nongay] websites) were more passive in nature and it was therefore suggested that these techniques might result in the recruitment of fewer men who engage in high-risk behaviors in comparison with more active approaches (Raymond et al. 2010). Koch and Emrey (2001) found that a sample of gay men and lesbians recruited through the Internet showed similar characteristics to a national sample of gay men and lesbians. They compared demographic data (education, income, age, race, party identification, and ideology) collected from over 10,000 gay and lesbian users of a single website with data from a sample of national voters: the 1992 Voter Research and Surveys exit poll (Edelman 1993). This national survey included information about voters' sexual orientation, thus providing a useful comparison. Although some differences were found (e.g., the Internet sample was younger), the overall distribution of responses on these demographic variables across the two samples tended to be similar.

Finally, Fernee and Keuzenkamp (2011) compared two samples with respondents who identified as SMIs. The first was a sample containing SMIs recruited through the Internet,
social networks, social media, SMI- and non-SMI specific media ( $N=5,069$ ). Most respondents were recruited through lesbian- or gay-specific channels or by word of mouth through lesbian or gay friends/acquaintances. The second sample included randomly recruited SMIs from a large Internet panel. Neither sample was representative of the population in the Netherlands, despite the fact that the respondents from the Internet panel did not volunteer themselves. When age and gender differences were controlled for, the first sample, i.e., the group of self-selected respondents, was found to include significantly more exclusively gay/lesbian versus bisexual respondents, as well as more respondents who were open about their sexual orientation. The authors evaluated the data from the Internet panel as more reliable than the data from the sample with self-selected respondents (Fernee and Keuzenkamp 2011). To conclude, it seems that some studies comparing different sampling methods have uncovered different sample characteristics. Other studies have found comparable samples from different sampling methods with or without controlling for sociodemographic variables.

Face-to-face CASI and web-based CASI both address the problem of interviewer effects on disclosure by SMIs. An Internet survey has the additional advantage that much larger datasets can be obtained in order to avoid unreliable parameter estimates related to small sample sizes. Internet surveys are also far less expensive than populationbased probability samples, which typically entail high sampling and data collection costs. Some research shows that results from Internet surveys are comparable to results from traditional methods once differences in sociodemographic sample characteristics are controlled for. Other studies have pointed out that significant differences related to sexual health indicators or minority characteristics (e.g., type of self-identification, openness about one's sexual orientation) remain. In this article we investigate differences in sociodemographic variables, dimensions of sexual orientation, and sexual health indicators between a representative sample and a nonrepresentative (Internet) sample of SMIs.

## 2. Research Design and Methods

### 2.1. Research Procedure

The first study draws on data from the survey 'Sexual Health in Flanders' (Buysse et al. 2013). Respondents (between 14 and 80 years of age) were randomly drawn from the Belgian National Register. In order to enhance statistical power in each of the three predefined age categories we used a stratified sample, meaning that one third of the sample consisted of the youngest responders (aged 14 to 25), one third of the middle age group (aged 26 to 49) and one third of the oldest group ( 50 to 80 years old). Elaborate contact procedures following Dillman's Total Design Method (Dillman 1978; 2000) were used to maximize the cooperation, the (item) response rate and the quality of all the survey measures. Moreover, some refusal conversion techniques (e.g., a second contact attempt after an initial refusal, made by a different interviewer) were applied. Data were collected between February 2011 and January 2012, and the final database consisted of 1,832 respondents, 125 of whom can be identified as SMIs (response rate: $40.0 \%$ of the eligible respondents). After data collection, the data were weighted by gender, age, and schooling level in order to make them representative of the population of Flanders aged 14-80. This enabled us to
partially correct for higher nonresponse rates, which were found for older age groups and among those with a lower educational level.

All data were gathered via face-to-face interviews, using a combination of computerassisted personal interviewing (CAPI) and computer-assisted self-interviewing (CASI). To elaborate, all sensitive information, that is, a wide range of sexual health indicators, was gathered in a CASI set-up, so that respondents never had to share private information about their sexual health with an interviewer. In this study we only used the data related to sexual health that were gathered in the CASI mode.

While we acknowledge that a response rate of $40 \%$ is somewhat lower than expected, especially when compared with other population-based probability surveys, very similar response rates have been found in other European, population-based surveys of sexual health and/or sexual behavior, such as a study in Finland (response rate of 46\%), or another conducted in Estonia and Saint Petersburg (response rate of 41\%) (Gronow et al.1997; Haavio-Mannila and Kontula 2001). Moreover, both the sensitivity of the survey's topic needs to be taken into consideration as well as its extent, that is, the wide range of sexual and general health indicators and the wide range of correlates covered, and consequently, the duration of the interview ( 80 minutes on average). Moreover, the poststratification weightings mentioned above ensured that we could, at least to some degree, adjust for higher nonresponse/refusal rates in specific sample groups.

The second study draws on data from the survey 'Click out of the bed room', a large-scale nonrepresentative survey on sexuality, sexual health and relations in SMIs in Flanders. As it was important to recruit all SMIs, including those who do not self-identify as gay, lesbian or bisexual, we set up a neutral as well as an LGB-oriented campaign. The neutral campaign refers to 10,000 posters utilizing an image that did not specifically refer to being lesbian, gay or bisexual that we distributed all over Flanders. The message on the poster presented the survey as related to sexual health in general. Banners, adverts on the Internet and press releases including this neutral image and message were also produced and circulated.

In addition, we also set up a recruitment strategy to target SMIs. To attract a relatively diverse sample we used a variety of recruitment channels and methods. We have learned from previous research that older LGBs, bisexuals, and LGBs with low levels of education are particularly difficult to reach for research purposes (Vincke and Stevens 1999). Additionally, using LGB associations to recruit potential respondents may lead to a large selection bias (see Vincke and Bleys 2003; Vincke and van Heeringen 2004). Our sample strategy was therefore oriented towards avoiding both bias and a lack of representation of specific groups.

We used the following recruitment channels to broadcast a request for respondents: specific locations such as LGB discotheques, LGB parties and LGB events; advertisements in the written press; LGB-specific and non-LGB-specific associations and organizations were invited to spread the invitation; electronic mailings were sent and the Internet was used (e.g., banners posted on LGB-specific websites). We paid for banners on two high traffic sites. The first, GayBelgium, is the largest LGB-specific website in Flanders. The second, 'Seniorennet', targets Internet users older than 50 years. A snowball method was used to recruit respondents through acquaintances, friends, family members, and so forth. Respondents who entered the survey website (www.klikeensuitbed.be) or who finished the survey could invite a friend to participate. A promotional team (including
some of the researchers) distributed posters, flyers, and gadgets (small mint tins) that included the URL throughout all Flemish provinces, in large and small towns and villages. The team visited LGB-specific events and activities (parties, a LGBT film festival, LGBT bars) but also put in an extra effort to reach female and elderly SMIs at specific activities. Postal packages (containing posters, flyers and gadgets) were sent out to roughly 180 LGB-specific (bars, shops, associations) and 50 non-LGB-specific (including libraries, cafés, and public health centers) addresses. Key persons within LGBT associations and sexual health organizations were also approached to help us to get in contact with potential respondents through mailings and posts or banners on websites. Finally, a Facebook campaign was set up to recruit respondents. A Facebook panel was integrated into the survey website so that visitors or respondents could 'like' our Facebook page. People who 'liked' our Facebook page received posts about the progress of the research project. Friends of people who 'liked' our Facebook page were indirectly introduced to the project. Finally, we contacted several well-known LGBs who were invited to 'become friends' with the Facebook page and to post promotional messages on their Facebook walls.

Out of the total number of respondents, $35.4 \%$ found our site through a social network site (mainly Facebook), $18.5 \%$ through an electronic mailing, $15.3 \%$ through television, radio, a newspaper or a magazine, $10.6 \%$ through clicking on a banner on a website, $6.7 \%$ through their school or work, $3.7 \%$ through a gadget or flyer, $2.2 \%$ through an association or activity, $1.7 \%$ through a poster, and $5.8 \%$ through other means. Data were collected between September 2011 and March 2012. The final database consisted of 3,702 respondents, 2,468 of whom were identified as SMIs. Respondents between 13 and 86 years of age were included. At the beginning of the survey postal code of the respondents' current place of residence was registered. Respondents living in provinces outside of Flanders were removed from the dataset.

Table 1 summarizes the sampling frames and designs, the differences in (estimated) coverage of the frame, the different sampling methods, and the different contact/recruitment procedures applied in both surveys. The questionnaire used in the internet survey is similar to the first study but significantly shorter to address respondent drop out. More specifically, it only contains the questions on sexual health indicators, administered by CASI (see also Table 2 for a thorough comparison of the question wording and modes of administration).

### 2.2. Measures

We will refer to the population sample and to the Internet sample in turn. Firstly, we will elaborate on how we identified SMIs in both samples. Next, we will present an overview of sexual health measures.

In this study, we took different dimensions of sexual orientation (self-identification, sexual behavior and sexual desire, see also below) into account to construct a group of SMIs. Doing so yielded a larger proportion of female SMIs ( $9.8 \%, N=90$ ) compared to male SMIs ( $3.9 \%, N=35$ ). This is due to the fact that the women in our study reported more same-sex sexual desire than men. This is in line with other studies, which have shown that a higher proportion of women than men report same-sex attraction (Bajos and Bozon 2008), or report same-sex attraction without identifying as gay, lesbian, or bisexual (Laumann et al. 1994; Roberts et al. 2010). Unfortunately, in our case this meant that we
Table 1. Comparison of population frame, sampling design, sampling and recruitment procedures, response rates and coverage across surveys

|  | General population survey | Internet survey |
| :--- | :--- | :--- |
| 1. Population frame, <br> sampling design and <br> sampling procedure |  |  |
| Design and frame |  |  |$\quad$| Population-based probability sample of residents aged 14-80. |
| :--- | :--- |$\quad$| Targeted sampling design, via a variety of |
| :--- |
| recruitment channels and methods (see below). |

Table 1. Continued

|  | General population survey | Internet survey |
| :---: | :---: | :---: |
| 4. Costs and benefits |  |  |
| Financial cost | Expensive, due to: <br> -sampling cost <br> -costs related to interviewer recruitment, training, briefings, fees, follow-up and evaluation -operational and infrastructural costs (e.g., interviewing laptops, survey software, transport, printing and postage costs, and so on) | Estimated to be 30 times less costly than the general population survey. Here, the highest costs were related to the recruitment of respondents. |
| Timing | 21 months: <br> -data collection (13 months). <br> -sampling procedures, recruitment and training of interviewers (8 months). | 6 months:Recruitment of respondents and data collection |
| Power issues | Only a small number of male $(N=35)$ and female $(N=90)$ SMIs could be identified. This led to difficulties producing reliable estimates, especially for the male group | No power issues. |

Table 2. Comparison of modes of administration, question wording and type between the general population survey and the Internet survey

|  | General population survey | Internet survey |
| :--- | :--- | :--- |
| Mode of administration | Face-to-face interviews, with CASI (i.e., electronic self-interview- <br> ing) for the more sensitive topics and CAPI for the administration <br> of all other, non-sensitive topics. | Web survey, i.e., electronic self-inter- <br> viewing in the absence of an interviewer. |
| Length of questionnaire/ <br> duration | An interview took 80 minutes on average. | Respondents needed 20 minutes on <br> average to fill in the online questionnaire. |
| Question wording and type | Question wording and question type (open ended versus closed) were similar in both questionnaires in terms of the <br> sexual health indicators addressed in this article |  |
| Dealing with sensitive <br> topics | All sensitive questions were included in the CASI part (general population survey) or web part (Internet survey) of <br> the questionnaire. |  |

could only work with the data gathered from the female group, as the smaller male group would not have produced reliable estimates.

Sexual orientation. In order to accurately assess the number of SMIs in each of the samples, we needed a clear definition of sexual orientation. It was deemed important to use a definition of sexual orientation that was neither too restricted nor too broad. From a sexual health perspective, for instance, this definition also had to include women who have sex with women but who do not identify as lesbian or bisexual (see e.g., Mercer et al. 2007; Kerker et al. 2006; Van Kesteren et al. 2007).

We conceptualized sexual orientation as a three-dimensional construct measuring self-identification, sexual behavior and sexual desire (cf. Laumann et al. 1994). Sexual selfidentification was assessed with the question: "How would you identify yourself?" Respondents could answer on a 5-point Likert scale (i.e., straight, more straight than gay/ lesbian, bisexual, more gay/lesbian than straight, gay/lesbian). An open-ended response category was added for respondents who did not identify with any of these labels (referred to as other). To measure sexual behavior, we first asked respondents: "Throughout your life, how many people have you had sex with?" (categorical open-ended numeric answer). Then we asked: "Were these people men, women or both?" Respondents could answer on a 5-point Likert scale (from $l=$ only women to $5=$ only men). We used two items to measure the dimension of sexual desire. We asked respondents: "Do you sexually fantasize about men, women or both?" and "Do you feel sexually attracted to men, women or both? " In both cases, respondents could answer on a 5-point Likert scale (from $1=$ only about or only attracted to women to $5=$ only about or only attracted to men). Respondents could also answer these questions with "I fantasize about or I am attracted to neither". With the information gathered from these four items, measuring three dimensions, we created one dichotomous variable categorizing respondents as SMI (i.e., ' 0 ') or heterosexual (i.e., ' 1 '). They were identified as SMI when they reported identifying as gay/ lesbian, bisexual or more gay/lesbian than straight, or when they reported having at least as many same-sex sexual fantasies as opposite-sex fantasies, or when they reported to feel at least as often attracted to the same sex as to the opposite sex, or when they reported having had at least as many same-sex sexual contacts as opposite-sex sexual contacts.

Indicators of sexual health. We explored seven indicators of sexual health to gain insight into the differences or similarities in sexual health outcomes between SMIs drawn from the population sample and those from the Internet sample. As some indicators of sexual health are only relevant to sexually experienced respondents (i.e., respondents who have had sex), for five out of seven variables the analyses were restricted to sexually experienced SMIs from both samples. We first discuss these five indicators (number of sexual partners, age at first sexual experience, frequency of sexual activity, perceived satisfaction, and importance of sex), followed by two indicators concerning experiences of sexual abuse.

The number of sexual partners was measured by means of a question that required a categorical open numeric answer. We asked sexually experienced respondents: "Throughout your life, how many people have you had sex with?" We defined sex as "all ways of making love involving genital contact. We do not only refer to sexual intercourse". Because of the skewed distribution, we recoded this variable to six categories (one partner, 2 to 3 partners, 4 to 5 partners, 6 to 9 partners, 10 to 19 partners, or 20 or more partners).

Secondly, the age at first sexual experience or intercourse was probed with a categorical open numeric answer. We asked respondents: "How old were you when you had your first sexual experience or the first time you had sexual intercourse?" As a third indicator of sexual health, frequency of sexual activity was measured with an open numeric answer category. We asked respondents: "In the past two weeks, how often did you have sex?" Again, we defined sex as detailed above. Because of a skewed distribution, we recoded this variable to four categories (less than 0.5 times, 0.5 to 1.99 times, 2 to 4 times or more than 4 times in two weeks). The fourth and fifth indicators - perceived satisfaction and importance of sex - were each measured on a 5-point Likert scale (from very dissatisfied/unimportant to very satisfied/important).

Next, we presented two questions that assessed experiences of sexual abuse. We modified items from a large-scale population-based study on sexual health in the Netherlands (Bakker et al. 2009). Belgian law does not permit us to assess sexual abuse in minors without reporting any incidents to the authorities, meaning we would have had to violate the anonymity of respondents. Therefore, we choose to present these items only to respondents aged at least 18 years at the time of the survey. These final two indicators summarize information from the following items: "Has someone forced you to masturbate against your will?" (yes/no), "Has someone forced you to undergo or perform oral sex against your will?"(yes/no), "Has someone tried to rape you?" (yes/no) and "Has someone raped you?" (yes/no). For all four items, the question was split up in order to separate experiences before the age of 18 from experiences after the age of 18 . Respondents who reported 'yes' on at least one of the aforementioned items were considered to have experienced sexual abuse. With this information, we created two dichotomous variables categorizing respondents as those who had or had not experienced sexual abuse, before or after the age of 18 .

## 3. Results

Firstly, we compare the sociodemographic composition of both samples through binomial regression analyses. Secondly, as it is important to include WSW (i.e., women who have sex with women but who do not identify as lesbian or bisexual) in the sample, we focus on differences in the relationships between dimensions of sexual orientation. We will compare the proportion of respondents who reported 'same-sex' on one or several dimensions (i.e., sexual desire, behavior, or identity) related to sexual orientation. Thirdly, we use the 'dataset' (population survey versus Internet survey) as a predictor for sexual health indicators. These results can be used to deduce whether scores on sexual health indicators differ significantly between female SMIs in the population sample and the Internet sample. Finally, we explore the differences between the datasets found in the third step, this time controlling for age, level of education, occupational category, subjective evaluation of income, family situation, and existence of a current romantic relationship (see Table 3 for descriptive statistics).

### 3.1. Differences in Sociodemographic Composition of the Samples

A broad range of respondent characteristics, available in both surveys, were included in a stepwise binomial logistic regression with sample membership as the dichotomous
解 sample）（including univariate descriptives）

|  |  | Sample membership （Internet sample versus population sample） | Descripti | tistics（\％） |
| :---: | :---: | :---: | :---: | :---: |
|  |  | B（SE） | Internet sample $(N=925)$ | Population sample（ $N=90$ ） |
| Constant |  | 2.28 （1．01） | \％ | \％ |
| Age | 14－17 | -.83 （1．03） | 4.2 | 5.6 |
|  | 18－29 | 1.72 （．64）＊＊ | 55.4 | 26.7 |
|  | 30－39 | 2.39 （．70）＊＊＊ | 20.1 | 13.3 |
|  | 40－49 | 1.85 （．69）＊＊ | 12.8 | 20.0 |
|  | 50－64 | ． 77 （．61） | 6.6 | 24.4 |
| $\bigcirc$ | Ref：65－86 |  | 1.0 | 10.0 |
| Educational level | No／lower education | -3.03 （．49）＊＊＊ | 2.7 | 18.9 |
| 言 | Lower secondary | -1.66 （．38）＊＊＊ | 10.1 | 22.2 |
| 음를 | Higher secondary | -1.48 （．33）${ }^{* * *}$ | 18.8 | 30.0 |
| 遃 | Ref．：College／Academic |  | 68.5 | 28.9 |
| （1）Occupational category | Inactive | $-2.39(.71)^{* * *}$ | 10.0 | 36.8 |
| $\stackrel{\varrho}{\infty} \underset{\stackrel{\rightharpoonup}{\circ}}{ }$ | Paid job | $-1.98(.66)^{* *}$ | 51.0 | 54.0 |
| $\bigcirc$ | Ref．：Student |  | 39.0 | 9.0 |
| $\pm$ Subjective evaluation | （Very）difficult to live comfortably | $1.10 \text { (.44)* }$ | 16.6 | 14.3 |
| Nof income | Not difficult／not easy to live comfortably | 0.38 （．30） | 47.4 | 44.0 |
|  | Ref．：（Very）easy to live comfortably |  | 36.0 | 41.8 |
| Family situation | Single／living with parents | $1.51(.47)^{* *}$ | 61.3 | 28.6 |
|  | With partner／no children | 1.17 （．42）＊＊ | 22.5 | 28.6 |
|  | With children，youngest $<7$ years old | ． 12 （．50） | 8.0 | 17.6 |

Table 3. Continued

|  |  | Sample membership (Internet sample versus population sample)B (SE) | Descriptive statistics (\%) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Internet sample $(N=925)$ | Population sample ( $N=90$ ) |
|  | Ref.: With children, youngest $>6$ years old |  | 8.2 | 25.3 |
| Partner status | In a relationship | - . 41 (.40) | 65.1 | 79.1 |
|  | Ref.: Not in a relationship |  | 34.9 | 20.9 |
| Nagelkerke $R^{2}$ |  | 36.7\% |  |  |
| Total $N$ |  | 1,015 |  |  |

$* p<.05, * * p<.01, * * * p<.001$.
independent variable (population versus Internet sample). This enabled us to infer which covariates were the most likely explanations of differences in specific survey outcomes (e.g., differences between sexual health indicators). This analysis showed age, educational level, occupational category and income to be the most important correlates (Table 3). However, these four indicators only explain about one third of the variance, indicating that a lot of the explanatory factors and distinct features of self-selection and different sampling techniques remain to be explored.

### 3.2. Differences in Relationships Between Dimensions of Sexual Orientation

Because the three dimensions of sexual orientation (same-sex desire, behavior, and identity) may or may not overlap, and because this is relevant from a sexual health perspective, it is important to explore differences in the number of respondents within these intersections in both samples. Therefore, we tested whether scores on each of these combined dimensions significantly differed between the population and the Internet sample (see Figures 1 and 2).

Due to the relatively low number of female SMIs in the population sample ( $N=90$ ), we were unable to compare every score on a specific dimension (or intersection between dimensions) between the samples. In the population sample, $60.3 \%$ of the SMI respondents reported same-sex desire and behavior without identifying as lesbian or bisexual (LB), compared to $8.2 \%$ of the respondents in the Internet sample ( $p<.001$ ). In the Internet sample $59 \%$ of the respondents reported same-sex desire, behavior, and identified as LB, compared to $23.9 \%$ of the respondents in the population sample ( $p<.001$ ). In the Internet sample we found a significant proportion ( $31.4 \%, N=290$ ) of respondents who reported same-sex desire and identified as LB without reporting


Fig. 1. Relationships between dimensions of sexual orientation in the population sample $(N=88)$ (tested differences between the population sample and the Internet sample). $* * * P<.001$


Fig. 2. Relationships between dimensions of sexual orientation in the Internet sample $(N=925)$ (tested differences between the population sample and the Internet sample). ***P<.001
same-sex behavior. This was not the case in the population sample ( $6.4 \%, N=6$ ). We conducted a binary logistic regression with age, dataset, and educational level as independent variables, and sexual orientation $(1=$ same-sex desire, identifying as LB but without same-sex behavior, $0=$ all other categories) as a dichotomous dependent variable (see Table 4). Respondents in the age category 18 to 29 years old reported more same-sex desire while identifying as LB but without same-sex behavior than respondents

Table 4. Predictors of same-sex desire and identity without same-sex behavior

| Variable | $\mathrm{B}(\mathrm{SE})$ |
| :--- | :---: |
| Constant | $-3.43(.55)^{* * *}$ |
| Dataset | $-1.71(.47)^{* * *}$ |
| $\quad$ Population survey |  |
| Ref.: Internet survey |  |
| Educational level | $.12(.42)$ |
| $\quad$ No/lower education | $-.35(.26)$ |
| $\quad$ Lower secondary | $.27(.18)$ |
| $\quad$ Higher secondary |  |
| Ref.: College/Academic |  |
| Age | $1.22(.33)^{* * *}$ |
| $\quad 18-29$ | $.44(.37)$ |
| 30-39 | $.39(.39)$ |
| 40-49 |  |
| Ref: 50-86 | $.10^{* * *}$ |
| $N$ | 1,026 |
| $N$ |  |

$* p<.05, * * p<.01, * * * p<.001$.

Table 5. Predictors of same-sex desire and behavior without identity

| Variable | $\mathrm{B}(\mathrm{SE})$ |
| :--- | :---: |
| Constant | $1.86(.43)^{* * *}$ |
| Dataset <br> $\quad$ Population survey | $3.38(.36)^{* * *}$ |
| Ref.: Internet survey |  |
| Educational level |  |
| $\quad$ None/primary education | $-1.41(.62)^{*}$ |
| $\quad$ Lower secondary | $-68(.39)$ |
| $\quad$ Higher secondary | $-.47(.32)$ |
| Ref.: College/Academic |  |
| Age | $-.03(35)$ |
| $\quad 18-29$ | $-1.38(.46)^{* *}$ |
| $30-39$ | $-.71(.43)$ |
| $\quad 40-49$ | $.31 * * *$ |
| Ref: $50-86$ | 691 |
| Nagelkerke $R^{2}$ |  |

$* p<.05, * * p<.01, * * * p<.001$.
in the age category 50 to 86 years old. This at least partly explains the larger number of LBs with same-sex desire but without same-sex behavior in the Internet sample, since this survey included a larger group of young respondents.

The descriptive statistics mentioned above might be misleading due to different sample characteristics related to the educational level and age of respondents. To control for these different sample characteristics, we conducted a binary logistic regression (see Table 5). We created a dichotomous variable for the dependent variable. Scores of ' 1 ' and ' 0 ' respectively referred to women who reported same-sex desire and behavior without identifying as LB, and to women who report same-sex desire, behavior, and identified as LB. All scores related to the other categories were treated as missing values. This analysis showed that, when educational level and age were controlled for, respondents in the Internet sample were still less likely to report same-sex desire and behavior without identifying as LB than respondents in the population sample.

### 3.3. The Dataset As a Predictor for Sexual Health Indicators

To compare scores on sexual health indicators, we merged the two datasets. We found that the datasets only differed on one of the seven sexual health indicators (see Table 6). Furthermore, stepwise multivariate analyses (with dataset included in a first model, and dataset and sociodemographic variables included in a second model) showed that for five of the seven sexual health indicators (sex frequency, sexual satisfaction, importance of sex and experience with sexual abuse before or after the age of 18), there were no differences in scores between the datasets, independent of whether or not we added sociodemographic variables to the model (these tables have not been included in this article).

Regarding 'Number of (lifelong) sexual partners' (Table 7), we found that controlling for age, and especially for educational level, alters the initial difference found between

Table 6. Differences in survey measures (Internet survey versus population survey) for seven sexual health indicators

| $N$ (only sexually experienced respondents) | Internet survey <br> 870 | Population survey <br> 84 |
| :--- | :---: | :---: |
| Number of lifelong sex partners |  |  |
| 1 | $11.2 \% * * *$ | $25.6 \% * * *$ |
| $2-3$ | $23.1 \%$ | $22.0 \%$ |
| $4-5$ | $20.7 \%$ | $17.1 \%$ |
| $6-9$ | $21.0 \%$ | $18.3 \%$ |
| $10-19$ | $16.0 \%$ | $13.4 \%$ |
| $20+$ | $8.3 \%$ | $3.7 \%$ |
| Age at first sex/intercourse | $17.78(3.35)$ | $17.19(2.89)$ |
| $\quad M$ (SE) |  |  |
| Sex frequency (over two weeks) | $29,3 \%$ | $25,3 \%$ |
| $\quad<0.5$ times | $23,1 \%$ | $24,1 \%$ |
| $\quad<2$ times | $22,4 \%$ | $21,7 \%$ |
| $2-4$ | $25,2 \%$ | $28,9 \%$ |
| $4+$ | $3.71(1.08)$ | $3.60(1.17)$ |
| Sexual satisfaction (five-point scale) |  |  |
| $M$ (SE) | $3.73(.89)$ | $3.55(1.15)$ |
| Importance of sex (five-point scale) | 925 | 90 |
| $M(S E)$ |  |  |
| $N$ (all respondents) |  |  |


| Experience with sexual abuse before 18 <br> 'yes' <br> Experience with sexual abuse after 18 <br> 'yes' | $20.8 \%$ | $22.2 \%$ |
| :--- | :---: | :---: |

$* p<.05, * * p<.01, * * * p<.001$
datasets. More specifically, higher numbers of sexual partners were reported in the Internet survey compared to the population survey. Since older respondents and respondents with a lower level of education are more accurately represented in the population sample and these groups report higher numbers of sexual partners, differences in sample composition might suppress differences in scores on this particular variable. Regarding 'Age of first sexual experience/intercourse' (Table 8) we found that when we did not control for sociodemographic variables, no differences were found between the datasets. However, when we did control for these factors, female SMIs in the Internet sample reported having had their first sexual experience/intercourse at an older age than female SMIs in the population sample. As respondents in the Internet sample were significantly younger than those in the population sample, this might reveal these respondents as a group who had their first sexual experience at a relatively older age. Concerning the latter findings, we should be aware that we cannot distinguish sampling or recruitment effects from mode effects.

## 4. Conclusions and Discussion

In this study we focused on the differences between two survey methods to study female SMIs. This group was studied both as a subgroup of a population survey on sexual health,
Table 7. Effects of 'dataset' and sociodemographic covariates on the number of lifelong sex partners. Results of the multinomial logistic regression analysis

|  | Number of lifelong sexual partners ${ }^{\text {b }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 2-3 | 4-5 | 6-9 | 10+ |
| Model 1 |  |  |  |  |
|  | $B(S E)$ | $B$ (SE) | $B(S E)$ | $B$ (SE) |
| ConstantDataset .72 |  |  |  |  |
|  |  |  |  |  |
| Population survey | -. 88 (.35)* | -. 99 (.37)** | - . 97 (.36)** | -1.15 (.36)** |
| Ref.: Internet survey |  |  |  |  |
| Nagelkerke $R^{2}$ | 1.3\% |  |  |  |
| $N$ |  |  | 951 |  |
| Model $2^{\text {a }}$ |  |  |  |  |
|  | $B(S E)$ | $B$ (SE) | $B(S E)$ | $B$ (SE) |
| Constant | . 38 | . 80 | 1.14 | 1.47 |
| Dataset |  |  |  |  |
| Population survey | - 1.11 (.41)* | - 1.51 (.43)*** | -1.63 (.44)*** | - 1.90 (.43)*** |
| Ref.: Internet survey |  |  |  |  |
| Educational level |  |  |  |  |
| None - lower secondary | . 92 (.40)* | . 55 (.42) | 1.15 (.41)** | . 70 (.42) |
| Higher secondary | . 13 (.32) | . 51 (.32) | . 15 (.33) | . 28 (.32) |
| Ref.: College/Academic |  |  |  |  |
| Age |  |  |  |  |
| 18-29 | . 53 (.51) | -. 10 (.48) | -. 26 (.49) | -. 81 (.47) |
| 30-39 | . 27 (.58) | . 01 (.54) | . 01 (.54) | . 24 (.51) |
| 40-49 | 1.50 (.68)* | 1.13 (.66) | . 90 (.66) | . 91 (.64) |
| Ref: $50-86$ |  |  |  |  |
| Occupational category |  |  |  |  |
| Inactive | -. 43 (.31) | -. 64 (.32) | -. 98 (.32)** | -1.16 (.34)** |
| Paid job | -. 50 (.45) | -. 11 (.44) | -. 95 (.46)* | -. 32 (.43) |
| Ref.: Student |  |  |  |  |
| Nagelkerke $R^{2}$ |  |  | 13.7\% |  |
| $N$ |  |  | 911 |  |

[^6]Table 8. Predictors of age of first sexual experience/intercourse

|  | Age at first sex/intercourse |
| :---: | :---: |
| Model 1 | $B(S E)$ |
| Constant | 17.78 |
| Dataset |  |
| Population survey | - . 42 (.43) |
| (Ref.: Internet survey) |  |
| Model $2^{\text {a }}$ | $B$ (SE) |
| Constant | 19.79 |
| Dataset |  |
| Population survey | - 1.24 (.44)** |
| Ref.: Internet survey |  |
| Educational level |  |
| None/primary education | - . 74 (.59) |
| Lower secondary | - 1.49 (.36)*** |
| Higher secondary | -. 20 (.28) |
| Ref.: College/Academic |  |
| Age |  |
| 18-29 | - 2.22 (.44)*** |
| 30-39 | - 1.03 (.46)* |
| 40-49 | - . 62 (.48) |
| Ref: 50-86 |  |
| Occupational category |  |
| Inactive | - . 72 (.28)* |
| Paid job | . 23 (.39) |
| Ref.: Student |  |
| $R^{2}$ | 11,6\% |
| $N$ | 863 |

drawing from a population-based probability sample, and as a subgroup that was directly targeted and invited to participate in an Internet survey on sexual health. These surveys included different sampling and recruitment strategies while employing quasi-identical questionnaires and modes of administration.

Our analyses showed that, in terms of sociodemographic compositions, the samples differed in terms of age, educational level, occupation, and income. Consequently, these are the most plausible factors for explaining differences in survey outcomes, or at least for explaining differences that can be linked to the different sampling and recruitment techniques. Put differently, SMIs who are nonrandomly recruited through the Internet are a specific group. Our research, and that of many others (see e.g., Mathy et al. 2002; Claeys and Spee 2005), shows that these respondents often have high levels of education and are younger. However, efforts made to evaluate SMI populations are always imperfect since the population is by nature hard-to-reach, and the solutions to address this are lacking.

Of course, this does not mean that all efforts should be stopped. On the contrary, the distinction between self-identifying SMIs and WSW has become especially relevant from a sexual health perspective (Loosier and Dittus 2010; McCabe et al. 2012; Mercer et al. 2007).

We found that our Internet sample generated a smaller proportion of WSW compared to our population sample. This is not very surprising, as we can expect that a targeted recruitment strategy will at least partly appeal more to SMIs who identify as gay, lesbian, or bisexual (see e.g., Fernee and Keuzenkamp 2011). However, in absolute numbers there were more WSW in the Internet sample $(N=76)$ than in the population sample ( $N=53$ ). These WSW appeared to be younger and more likely to still be attending school than the WSW in the population sample (results not included in this article). This subgroup is therefore probably not representative of the SMI population.

Looking at specific sexual health measures, our comparison showed no differences on the scores for six of the seven variables. The datasets did differ on the number of reported lifelong sex partners or, when sociodemographic variables were controlled for, on the reported age of first sexual experience. Due to the paucity of literature on the topic of Internet use and sexual health in female SMIs, these findings are difficult to interpret. Moreover, it is hard to really distinguish sampling or recruitment (including self-selection) effects from mode effects. However, we would like to propose several solutions to address these issues, such as combining sampling methods via propensity score matching (PSM), using fully randomized studies to learn about interviewer effects, and using calibration methods.

Firstly, combining the two sampling methods through PSM, based on the most distinguishing features (e.g., age and socioeconomic status), could be one part of the solution. Including additional questions in both questionnaires or assessing other survey features could also make PSM possible. For instance, within the population survey questionnaire, questions about Internet access, the frequency and modalities of Internet use and an assessment of the respondents' willingness and the likelihood of participation in an Internet survey could generate important information about the mechanisms of selfselection in online research, sample overlap, and (non)response in Internet surveys.

Secondly, to compare CASI-on-the-web versus CASI in the presence of an interviewer, a fully randomized study could possibly help to isolate potential interviewer effects. For instance, we could construct a study where a randomly selected part of the probability sample (drawn from the National Register and using the same contact procedures) could be assigned to the Internet survey and the other part could be assigned to the CASI-withinterviewer mode. Another possibility would be that a targeted sampling design could be followed by one of these two modes of administration (CASI-on-the-web versus CASI-with-interviewer).

We also recommend further study of how different recruitment channels lead to different respondent profiles. As diversity is more important than representativeness in Internet samples, research needs to explore how different channels (Facebook, mailings, social networks, and so on) contribute to sample diversity. As our elaborate methodological description shows, we made a great effort to increase the diversity of our sample by using a variety of recruitment channels. This diversity is important as SMIs with high levels of involvement in the gay community have different psychological and risk profiles than those not involved (Ramirez-Valles 2002). Participation of SMIs within LGB venues could have characteristics that correlate with the main variables of interest in
the study (Meyer and Wilson 2009). Social network media might offer new opportunities to recruit and interact with potential research participants, especially in times where response rates are dropping (Groves 2006). Hard-to-reach populations such as SMIs might be especially accessible in these new virtual venues as they make it easier for stigmatized individuals to share delicate information. Of course, although this diversity in online samples is important and allows the generation of data on specific subpopulations (e.g., bisexuals, elderly SMIs), it does still not generate representative samples.

Thirdly, in our study the low numbers of male SMIs in the population sample made reliable deductions impossible for this group. Even when larger samples are available, a comparison within an SMI population (e.g., WSW versus lesbian and bisexual women) is often difficult, due to lack of power. Therefore, one could combine the strengths of both survey methods, including unique sampling and recruitment strategies and different modes of administration. Propensity matching could be used to combine the strengths of both sampling methods. Another possibility would be to weigh survey measures coming from an Internet survey using figures acquired from a reliable, highly representative population sample that includes a sufficient number of SMIs (i.e., adopting a calibration approach). Preferably, these weightings should not only incorporate a range of relevant sociodemographic variables, but also diverse indicators and dimensions of sexual orientation and other relevant features such as items on Internet access and use. One high-quality 'baseline' population study could be sufficient to supply the necessary data for many future online surveys on a variety of topics in SMI or other minority populations (e.g., ethnic minority populations). However, this would acquire large population-based samples. Estimating that $5 \%$ to $10 \%$ of a population belongs to a sexual minority, at least 4,000 respondents would be needed to obtain the minimum of $100-150$ female and 100-150 male SMIs required to enable the extraction of reliable sampling sizes. This is not always possible in small communities or when limited resources are available. Also, further research has yet to prove that these adjusted and weighted samples are reliable.

To conclude, traditional methods that generate representative samples offer opportunities to gather data on the 'real' hidden SMI population (i.e., those individuals who are not inclined to participate in Web surveys). On the other hand, targeted sampling when combined with an Internet survey has some advantages, such as lower cost and the ability to generate large samples, especially in relatively small communities. The application of Internet surveys, which have often been used to reach SMIs (Dewaele et al. 2011; Aerts et al. 2012; Grov et al. 2006), could be significantly improved by combining sampling methods via propensity score matching (PSM), by further research that reveals the effect of the presence of an interviewer, and by using calibration methods. However, to gather reliable data on SMIs and to avoid self-selection bias, a population-based probability sample (of at least 4,000 respondents) remains the gold standard.
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# A City-Based Design That Attempts to Improve National Representativeness of Asians 

Steven Pedlow ${ }^{1}$


#### Abstract

This article describes a case study on the potential of using smaller geographical units in an area probability design, and reports the challenges of collecting a nationally representative sample for this hard-to-reach population. The Census Integrated Communications Program Evaluation (CICPE) was designed to evaluate the promotional campaign's effect on Decennial Census participation for six race/ethnicity groups of interest. A nationally representative Core sample was designed to collect interviews for Hispanics, non-Hispanic African-Americans, and nonHispanic Whites. However, it was impractical to include the rarer Asian, American Indian and Alaska Native (AIAN), and Native Hawaiian and Other Pacific Islander (NHOPI) populations in the Core design. For the Asian sample, we designed a separate area probability sample.

Traditional area probability sampling designs use counties or metropolitan areas as first-stage units, but smaller geographical units can better target hard-to-reach populations. The CICPE Asian sample used cities as the first-stage units.


Key words: Area probability sampling; CICPE; Decennial Census; Hard-to-Reach.

## 1. Introduction

Every ten years, the U.S. Census Bureau attempts to count every American through the Decennial Census. For the 2000 Decennial Census, the Census Bureau responded to declining mail participation in the 1990 Decennial Census (which had increased the costs of in-person enumeration visits) with a greatly expanded outreach and promotion campaign called the "Partnership and Marketing Program" (PMP). NORC at the University of Chicago was contracted to conduct the 2000 Partnership and Marketing Program Evaluation (PMPE), an independent evaluation of the PMP which included a series of three face-to-face in-person surveys: before the PMP (autumn 1999); during the PMP, which was also the time period that included the mailing of Census forms to housing units and the beginning of data collection by mail (winter/spring 2000); and after the PMP during the nonresponse follow-up operation of the 2000 Decennial Census (summer 2000), which involved in-person visits to housing units that did not mail back their Census questionnaire. The Census Bureau was sensitive to differential impact of the PMP by race/ethnicity, and so the sample was equally divided among six different race/ethnicity groups, including Asians.

In 2010, the Census Bureau took the lessons learned from 2000 and designed an Integrated Communications Program (ICP) to encourage mail participation in the 2010
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Decennial Census. NORC at the University of Chicago again conducted an independent evaluation of the ICP called the "Census Integrated Communications Program Evaluation" (CICPE), which again utilized three waves of in-person face-to-face interviewing that matched up to before, during, and after the Census ICP. The same six race/ethnicity groups from the 2000 evaluation were again of interest. In 2000 and 2010, NORC's sample designs included a Core sample (See Section 2 for details) that was a nationally representative area probability sample to collect interviews from Hispanics, non-Hispanic African-Americans, and non-Hispanic Whites. However, supplemental samples were necessary for the remaining three race/ethnicity groups: Asians (the focus of this article), American Indian and Alaska Natives (AIAN), and Native Hawaiian and Other Pacific Islanders (NHOPI).

For the 2000 PMPE, NORC's Asian Supplemental Sample collected all interviews from the five U.S. cities with the largest Asian populations. For the 2010 CICPE, we wanted a more nationally representative sample of Asians. This article describes how we used a city-based area probability sample to greatly increase the coverage of our Asian sample. The tradeoff between noncoverage error and screening cost has already been widely recognized and discussed in many books and papers, but it seems that the screening costs for Asians ( 4.2 percent of the national population) and other hard-to-reach groups as well as the difficulty of targeting Asians (and other hard-to-reach groups) at larger geographies has prevented such groups from being studied with nationally representative studies.

Prior to the CICPE, no independent surveys had attempted a nationally representative sample of Asians. The only two surveys that have attempted to be nationally representative for Asians previous to the CICPE were embedded within much larger studies that allow a minority of a large number of second-stage units to oversample Asians. The National Health and Nutrition Examination Survey (NHANES) started to oversample Asians in 2011 to create nationally representative estimates, but it does this by oversampling secondstage units with high Asian eligibility rates within a survey that completes 5,000 interviews per year. The second-stage units with high Asian eligibility rates are in areas where many other second-stage units with low Asian eligibility rates have been selected. The latest NHANES sample documentation (Curtin et al. 2013) describes that 1,440 second-stage units were used from 2007-2010 (sample documentation for 2011-2014 is not yet available). Only a small percentage of the second-stage units in 2011-2014 will produce Asian respondents, but the large size of the overall study still allows a sizable and representative sample of Asians. The second nationally representative survey of Asians prior to CICPE is the National Latino and Asian American Study (NLAAS), whose sample design was completely integrated with the National Comorbidity Survey Replication (NCS-R) national sample design by selecting 474 pairs of segments in the same areas: one to be nationally representative and one to oversample Asians or Latinos (Heeringa et al. 2004). The Collaborative Psychiatric Epidemiology Surveys website (http://www.icpsr. umich.edu/icpsrweb/CPES/about_cpes/sample_design.jsp\#nlaas) concedes that without this pairing, survey costs would have been prohibitively high for the NLAAS. The NLAAS used only 317 second-stage units because they expected near-zero interviews in 157 of their second-stage units. Both of these surveys use counties as the smallest first-stage unit for selection. The CICPE shows that nationally representative surveys of Asians and other hard-to-reach groups can be attempted by using first-stage units smaller than counties
without need for a larger survey to support them because these groups can be better targeted with smaller first-stage units.

Looking ahead to the rest of this article, Section 2 will discuss the 2000 PMPE and 2010 CICPE sample designs, including a review of Area Probability Sampling. Section 3 will describe the details of the 2010 CICPE Asian sample design. Section 4 will present some results from fielding the 2010 CICPE Asian sample. Section 5 shows some demographic comparisons between the 2010 CICPE and the national Asian population. Section 6 discusses the limitations to our study, especially with regard to its national representativeness. Finally, Section 7 summarizes this article.

## 2. The 2000 PMPE and 2010 CICPE Sample Designs

Both the 2000 PMPE and the 2010 CICPE had sample designs that included three waves of data collection. The first wave of data collection took place before the main campaign elements, the second wave took place while the campaign peaked, and the third wave took place after the mail participation deadline to avoid in-person follow-up. Both designs had a sample size that was an idealized 3,000 interviews per wave divided equally among six race/ethnicity groups: Hispanics, non-Hispanic African-Americans, non-Hispanic Whites, American Indian and Alaska Natives (AIAN), Native Hawaiian and Other Pacific Islanders (NHOPI), and Asians. The second wave of the 2010 CICPE design was compressed into a shorter time period, so the sample size was dropped to 2,100 .

A nationally representative area probability sample called the "Core" sample was designed to collect interviews for the three largest race/ethnicity groups: Hispanics, non-Hispanic African-Americans, and non-Hispanic Whites. National coverage as part of this Core sample was impractical for the three smaller race/ethnicity groups, so three supplemental samples were necessary. This article focuses on the Asian Supplemental Samples for the 2000 PMPE and 2010 CICPE.

At the time of the 2010 CICPE sample design, the latest source of information on local Asian populations was the 2000 Decennial Census, as the American Community Survey had not yet released small area data. According to the 2000 Census, there were 11,898,828 U.S. Non-Hispanic Asians (Barnes and Bennett 2002), alone or in combination, comprising 4.2 percent of the U.S. population at the time. This figure includes those who marked Asian, regardless of whether other race boxes were marked on the census form; the 2000 Census was the first Decennial Census where race was asked using a "mark all that apply" format.

Since there are many more Hispanics, non-Hispanic African-Americans, and nonHispanic Whites in the U.S. population than there are Asians, collecting enough Asian interviews through the Core sample would require impractically large screening samples with heavy subsampling of the eligibles for the higher population race/ethnicity groups. In fact, national coverage itself was considered impractical during the planning of the 2000 PMPE, as shown by Wolter et al. (2002), which collected all of its supplemental Asian interviews from the five U.S. cities with the largest Asian populations: New York, Los Angeles, San Francisco, Chicago, and Seattle. At the time of the 2000 Census, 18.8 percent of the U.S. Asian population lived in these five cities. This meant that the 2000 PMPE did not attempt to achieve a nationally representative Asian sample, since the coverage of that sampling frame was only 18.8 percent of the U.S. Asian population. Within these five cities,
6.5 percent of the population was Asian. If the sample was equal probability within these cities, the eligibility rate for the Asian sample would be 6.5 percent. We can also refer to this rate as the screening "hit rate."

For the 2010 CICPE design, our intention was to improve coverage through a national design. Most national face-to-face surveys in the United States use a multi-stage area probability (AP) sampling design that selects clusters of housing units to interview in order to reduce data-collection costs (Kish 1965). In a multi-stage AP sampling design, a set of large clusters are first selected (first-stage units). Within the selected large clusters, sets of small clusters are selected (second-stage units). Finally, within these selected small clusters, individual housing units are selected for interviewing. The basic objective for a multi-stage AP sampling design is a nationally representative equal-probability sample permitting optimal statistical efficiency. To achieve this, AP samples use probability proportional to size (PPS) sampling in which "larger" areas have a greater selection probability. The measure of size often used for the probabilities is the number of housing units, usually derived from Census data.

Most national area probability samples have first-stage units that are county based, often even using larger metropolitan statistical areas (MSAs) where present (Lohr 2009). However, the key idea in this article is that hard-to-reach populations are better targeted at small geographies. Within the large first-stage unit areas for typical area probability designs, the smaller second-stage areas are often block based, either in terms of blocks, block groups, or entire census tracts. Of course, national samples cannot use first-stage geographies as small as individual blocks; this would require too many clusters that are too spread out to be cost effective. However, NORC has a history of using smaller geographies as first-stage units to better oversample race/ethnicity groups.

The National Longitudinal Survey of Youth 1979 cohort (NLS79) obtained a nationally representative set of interviews with youths who were 14-21 years old while oversampling Hispanic and African-American youths. To do this, NORC split the task into two parts. First, a nationally representative area probability sample was used to get a nationally representative mix of Hispanic, non-Hispanic African-American, and non-Hispanic non-African-American youths. A second area probability sample was used to obtain only Hispanic and African-American youths. This "Supplemental" sample did not differ in its design from the nationally representative "Cross-Sectional" sample, but different areas were selected to better target Hispanic and African-American youths.

The National Longitudinal Survey of Youth 1997 cohort (NLSY97) took this design one step further (Moore et al. 2000). In the "Supplemental Sample" design, all first-stage units were counties rather than entire MSAs in urban areas. Remembering that our goal was to oversample Hispanic and African-American youths, MSAs often have central city counties with a high rate of minority youths surrounded by outlying, more rural areas with lower concentrations of Hispanic and African-American youths. Our strategy allowed us to separate counties with many minority youths from surrounding counties in the same MSA with fewer of them. Counties were still considered too large to target Asians, so we used places defined by the Census as the first-stage clusters in the 2010 CICPE sample design. Places defined by the Census include cities, towns, villages, as well as other "census-designated places," but we will simplify our language in this article and refer to our first-stage clusters as "cities."

## 3. The 2010 CICPE Asian Sample

Our first task in selecting a city-based Asian sample was to construct a sampling frame of cities. The most recent data available at the time was still the 2000 Decennial Census. Our first step was to set a threshold of 1,000 Asians for a city to be included, which led to a set of 1,261 U.S. cities that included 75.6 percent of all U.S. Asians. While our universe did not represent 100 percent coverage, it did represent a substantial increase over the 18.8 percent coverage for the 2000 PMPE Asian sample design. Within these 1,261 cities, the population is 7.8 percent non-Hispanic Asians. This population percentage of nonHispanic Asians ( 7.8 percent) is our estimated eligibility rate, even though this may differ from the actual eligibility rate based on the project's protocol to interview the person most likely to handle the incoming mail. Table 1 gives the coverage and estimated eligibility rates for the many different non-Hispanic Asian population thresholds that we could have used for our sampling frame of cities.

Table 1 shows that as the threshold decreases, the coverage increases while the eligibility rate decreases. Table 1 also shows that 12.71 percent of Asians live outside of cities (in unincorporated places, including rural areas). So it is not possible to achieve 100 percent coverage without sampling unincorporated places. As the eligibility rate decreases, more screening becomes necessary to find the same number of eligible households. Though coverage could be higher with county-level sampling, the eligibility rates would be so much lower that such a sample would be cost prohibitive.

Keeping in mind our goal of 500 Asian interviews in each wave, we needed to balance the number of cities where we would have to hire staff against the cluster size determined by the average number of interviews we would need to collect in each city. Increasing the number of cities would increase the cost, while decreasing the number of cities would increase the clustering and therefore the design effect. Balancing these two factors, we decided to select a representative sample of 25 cities (requiring an average of 20 interviews per city) with probability proportional to the city population of non-Hispanic Asians. Our design gave every Asian in our frame of 1,261 cities an equal chance of being in

Table 1. Threshold options for the Asian frame of cities

| Minimum Number of <br> Non-Hispanic Asians | Eligible <br> Cities | Asian Population <br> Coverage (\%) | Eligibility <br> Rate (\%) |
| :--- | ---: | :---: | ---: |
| 100,000 | 8 | 20.46 | 12.28 |
| 50,000 | 18 | 25.92 | 12.69 |
| 25,000 | 46 | 34.07 | 12.30 |
| 10,000 | 153 | 48.12 | 10.58 |
| 5,000 | 321 | 57.87 | 9.67 |
| 2,500 | 653 | 67.59 | 8.72 |
| 1,000 | 1,261 | 75.57 | 7.83 |
| 500 | 2,059 | 80.32 | 7.04 |
| 250 | 3,015 | 83.17 | 6.50 |
| 100 | 4,569 | 85.29 | 5.97 |
| 50 | 6,039 | 86.16 | 5.68 |
| 25 | 7,823 | 86.69 | 5.46 |
| 1 | 18,608 | 87.29 | 5.05 |
|  |  | Unauthenticated \|193.144.127.12 |  |
|  |  | Download Date \|6/18/149:46 AM |  |

one of our selected cities. New York and Los Angeles, two of the cities used for the 2000 PMPE design, were selected with certainty because they each contain more than 1 in 25 of the Asians within our sampling frame $(359,684)$. Every other city in our frame had a chance of selection equal to their Asian population divided by 359,684 . Of the three other cities used in the 2000 PMPE, two (San Francisco and Chicago) were selected while Seattle was not.

We also wanted representativeness among different Asian subgroups. Census 2010 population counts are available at the place level for the following subgroups: Indian Asians, Chinese Asians (excludes Taiwanese), Filipino Asians, and Other Asians. To make sure that all four subgroups were represented, we divided the non-certainty cities into four equal groups: 1) those where at least 26.83 percent of Asians were Indian Asians, 2) those where at least 24.27 percent of Asians were Chinese Asians, 3) those where at least 24.84 percent of Asians were Filipino Asians, and 4) those where at least 54.77 percent of Asians were Other Asians. Within these four groups, the sampling frame was serpentine sorted by Census Region, State, and Asian Population Percentage. Table 2 shows the distribution of respondents by Asian subgroup, which includes the three subgroups used during sampling, as well as three other major subgroups and an "Other" category. Table 2 also includes the Census 2010 distribution among Asian Americans (Hoeffel et al. 2012).

Due to the Census data limitations, only the top three Asian subgroups in Table 2 could be controlled in our selection process. Table 2 shows that we had fewer Asian Indian respondents and more Filipino respondents than Census 2010 would lead us to expect. The surplus of Chinese respondents can be partly explained by the Census exclusion of Taiwanese Chinese (our question did not separate them). Among the "Other" subgroups, our total sum is quite close to the Census sum, though our sample did have more Japanese respondents and fewer of the rarer Other groups.

Eleven of our twenty-five selected cities were in California. Other states with more than one city selected were Hawaii, New York, and Texas. Table 3 gives details on the 25 selected cities.

The Asian population sizes in our 25 cities range from the minimum of 1,000 to around 850,000 , with a median of approximately 23,000 . Asian population percentages range from under two percent to over 70 percent, with a median of 12.86 percent.

We then selected entire census tracts as our second-stage clusters within our selected cities. We decided to select five tracts from each noncertainty city so that we would have

Table 2. Distribution of 2010 CICPE Asian sample by Asian subgroup

| Asian Subgroup | Wave 1 (\%) | Wave 2 (\%) | Wave 3 (\%) | Census 2010 <br> $(\%)$ |
| :--- | :---: | :---: | :---: | :---: |
| Asian Indian | 11.9 | 13.1 | 13.7 | 18.4 |
| Chinese (excl. Taiwanese) | 21.3 | 26.5 | 24.2 | 21.8 |
| Filipino | 28.7 | 26.2 | 22.8 | 19.7 |
| Japanese | 20.5 | 20.3 | 20.3 | 7.5 |
| Korean | 7.0 | 4.3 | 7.5 | 9.9 |
| Vietnamese | 7.4 | 5.6 | 6.8 | 10.0 |
| Other | 3.3 | 4.0 | 4.6 | 12.7 |

Table 3. The 25 cities in the 2010 CICPE Asian sample

|  | State | Asian <br> Population | Asian Population <br> Percentage <br> $(\%)$ |
| :--- | :--- | :---: | ---: |
| City | New York | 857,094 | 10.70 |
| New York city | California | 396,352 | 10.73 |
| Los Angeles city | California | 252,818 | 28.25 |
| San Jose city | California | 250,364 | 32.23 |
| San Francisco city | Hawaii | 244,698 | 65.84 |
| Honolulu CDP* | Illinois | 137,039 | 4.73 |
| Chicago city | Texas | 111,511 | 5.71 |
| Houston city | California | 74,634 | 18.34 |
| Sacramento city | Pennsylvania | 73,403 | 4.84 |
| Philadelphia city | California | 52,631 | 21.59 |
| Stockton city | California | 42,171 | 12.86 |
| Anaheim city | California | 24,886 | 46.91 |
| Arcadia city | Hawaii | 23,206 | 56.94 |
| Hilo CDP* | Washington | 20,741 | 18.93 |
| Bellevue city | California | 16,311 | 6.39 |
| Riverside city | California | 12,036 | 4.87 |
| Bakersfield city | California | 11,870 | 14.96 |
| Lakewood city | Michigan | 7,252 | 9.50 |
| Canton CDP* | California | 6,805 | 17.73 |
| Pacifica city | Hawaii | 6,423 | 71.22 |
| Aiea CDP* | New York | 5,566 | 3.78 |
| Syracuse city | Texas | 3,546 | 6.14 |
| Port Arthur city | Texas | 3,272 | 20.87 |
| Stafford city | Massachusetts | 1,514 | 4.18 |
| Marlborough city | New Mexico | 1,006 | 1.94 |
| Rio Rancho city |  |  |  |

*CDP $=$ Census Designated Place
approximately 125 tracts for 500 interviews (an average clustering of four interviews per tract). This means that every tract selected represents $359,684 / 5$, or roughly 72,000 Asians. Since New York and Los Angeles both have more than 359,684 Asians, we selected extra tracts for them. We selected $(5 * 857,094 / 359,684=11.9)$ twelve tracts in New York and $(5 * 396,352 / 359,684=5.5)$ six tracts in Los Angeles. Only one selected city contains less than five Census tracts to select from; the Aiea CDP only contains two tracts, so both were selected (and each had $5 / 2=2.5$ times as many housing units selected). Thus we selected a total number of 130 Census tracts, which resulted in an average of 3.8 interviews per selected Census tract. The selected tracts had an even larger range of Asian population percentages, ranging from 87 percent to less than one percent. An equal probability sample using these 130 Census tracts would have resulted in a sample eligibility rate of 7.8 percent (almost twice the national eligibility rate), but this can be increased by oversampling in tracts with a higher proportion of Asian residents. We actually designed a sample with an expected eligibility rate of 26 percent, but this required some tracts to be oversampled by a factor of 50 . Differential sampling weights that result from such a skewed oversample would have created a large design effect, which would have greatly reduced our effective sample size.

Table 4. Planned and actual unweighted eligibility rates

| Statistic |  |  |
| :--- | :---: | :---: |
| Eligibility Rate | 2000 PMPE (\%) | 2010 CICPE (\%) |
| First-Stage | 6.5 | 7.8 |
| Planned | unknown | 12.5 |
| Wave 1 | 22.2 | 10.3 |
| Wave 2 | 13.3 | 12.9 |
| Wave 3 | 18.9 | 8.5 |

As in most statistical design decisions, the amount of oversampling involved a balance between lowering screening costs versus keeping variance due to differential weighting low. With help from the Census Bureau, we agreed to limit the design effect so that the loss in effective sample size due to differential sampling would be no greater than 20 percent (a design effect due to differential sampling no greater than 1.25). Our approach decreased the differential oversampling from a factor of 50 to a factor of 3 . In so doing, we incurred higher screening costs, but maintained the effective sample size closer to the number of interviews. Our specific strategy was to oversample tracts with eligibility rates of at least 20 percent by a factor of 3 , and to oversample tracts with eligibility rates between 10 and 20 percent by a factor of 2 . With this strategy, our estimated eligibility rate was 12.5 percent, three times as large as the national eligibility rate.

## 4. 2010 CICPE Asian Sample Field Results

We were able to meet our sample targets for the Asian sample, but our actual unweighted eligibility rates were lower than our estimate for two out of the three waves. This is not surprising when the observed eligibility rate is lower than the planned eligibility rate. Households that are eligible are the most difficult households at which to achieve cooperation (even at the screener level), so eligible households often have a lower screener response rate than ineligible households. This results in a lower eligibility rate instead of a lower response rate, so this is often referred to as "hidden interview nonresponse" within the screener nonresponse. Table 4 shows that the 2000 PMPE achieved higher eligibility rates, which were due to a higher level of oversampling. The 2000 PMPE Asian design oversampled areas with eligibility rates of at least 20 percent by a factor of 5 (Wolter et al. 2002).

Table 5 compares the weighted response rates from 2010 CICPE against the unweighted 2000 PMPE response rates.

Weighted rates are not available from the 2000 PMPE, but unweighted rates are not appropriate for the 2010 CICPE because of the mixed-mode data collection procedures

Table 5. Response rates for 2000 PMPE and 2010 CICPE

| Wave | 2000 PMPE <br> (Unweighted) (\%) | 2010 CICPE <br> (Weighted) (\%) |
| :--- | :---: | :---: |
| Wave 1 | 57.2 | 50.7 |
| Wave 2 | 71.0 | 64.2 |
| Wave 3 | 60.8 | 73.8 |

that included subsampling of nonrespondents for in-person follow-up. Nevertheless, the average response rates for both studies are around 63 percent, and both studies have their lowest response rate in the first wave. The response rates are higher for the 2000 PMPE in the first two waves, but the response rate is much higher in the third wave for the 2010 CICPE.

Nonresponse bias is usually immeasurable, but the 2010 CICPE study is an exception. With Census Bureau cooperation, we were able to match the entire set of our selected households to 2010 Decennial Census response data. Nonresponse bias was an important issue for the 2010 CICPE since it was designed around probable/actual response to the 2010 Decennial Census, and it is logical to think that nonrespondents to our survey would be more likely to be nonrespondents to the 2010 Decennial Census. Table 6 gives the actual mail response rates to the 2010 Decennial Census by April 18 for three different types of 2010 CICPE respondents, as well as for interview nonrespondents and those households for which we could not determine eligibility (screener nonrespondents). We used the April 18 date cutoff because this marks the start of the in-person follow-up effort. Decennial forms are mailed near the end of March, Census Day is April 1, and any households returning their mail forms after April 18 may still have been visited in-person. Minimum cost is achieved for households whose mail questionnaire is received prior to April 18.

The three types of CICPE respondents are: 1) Refusers - those respondents who were (soft) refusals at one time, 2) Difficult Respondents - those respondents who had more than the median number of visits before responding, and 3) Easy Respondents - those respondents who responded after less than the median number of visits. All of the mail response rates in Table 6 are weighted. Table 6 shows that our respondents did have higher mail return rates. As expected, the easy Asian respondents had the highest mail return rate by April 18 ( 64.3 percent) while the nonrespondents had the lowest mail return rate by April 18 ( 53.0 percent). We estimated the eligible proportion among those with unknown eligibility status and counted them as nonrespondents. Combining the two nonrespondent categories together, the mail return rate was 53.6 percent. Combining the three respondent categories together, the mail return rate was 62.7 percent. Combining all five categories together, the mail return rate for our entire Asian sample was 59.4 percent.

The nonresponse bias is the difference between the estimate for only the respondents (62.7 percent) and the entire population of interest, represented by the entire sample (59.4 percent). Therefore, our Asian sample's nonresponse bias is $62.7-59.4=3.3$ percent.

Table 6. Mail response rates for the Asian CICPE sample (weighted)

| Outcome | Return Rate (\%) | Response Status (\%) | ALL (\%) |
| :--- | :---: | :--- | :---: |
| Unknown Eligibles | 54.5 | Nonrespondents: | ALL: |
| Nonrespondents | 53.0 | 53.6 | 59.4 |
| Respondents - Refusers | 61.9 |  |  |
| Respondents - Difficult 62.2 62.7 <br> Respondents - Easy 64.3  |  |  |  |

Since this is positive, our respondents are more likely to be mail responders by April 18 than our nonrespondents, which is the expected direction of our nonresponse bias. Interestingly, of our six race/ethnicity groups, four had almost no nonresponse bias (our estimates of nonresponse bias were less than one percent), while our American Indian and Alaska Native sample had a negative nonresponse bias, meaning that respondents were less likely to be mail responders by April 18 than our entire sample of American Indian and Alaska Native housing units (Datta et al. 2012 has more details for all six race/ ethnicity groups).

## 5. Demographic Comparisons to the National Asian Population

We collected demographic data from our respondents, which allows us to compare our set of respondents with national control totals to examine how representative our sample is. Table 2 (above) already showed that our sample has more Filipino and Japanese respondents and fewer Asian Indian respondents than the national totals. Table 7 compares the age and gender distribution of our respondents against Current Population Survey Annual Social and Economic Supplement data from March 2010.

We had expected age and gender to be skewed by the project's protocol that interviewed the person most likely to handle the incoming mail. However, Table 7 shows that the CICPE Asian Sample gender distribution is very close to the national average of 47.1 percent male, 52.9 percent female. Our respondents are more likely to be 65 years of age or older and less likely to be 18-29 years of age, but our distribution is consistent with most surveys that have lower response rates among this young age group and higher response rates for senior citizens.

As an additional check on the representativeness of our Asian sample, Table 8 shows the highest degree earned by our 2010 CICPE Asian Sample respondents and the

Table 7. Distribution of 2010 CICPE Asian sample by age and gender

| Gender/Age | Wave 1 (\%) | Wave 2 (\%) | Wave 3 (\%) | CPS, 2010 (\%) |
| :--- | :---: | :---: | :---: | :---: |
| Male 18-29 | 19.7 | 20.1 | 18.0 |  |
| Male 30-44 | 31.6 | 34.3 | 35.2 | 24.6 |
| Male 45-64 | 32.1 | 29.6 | 29.7 | 33.7 |
| Male 65 + | 16.7 | 16.0 | 17.2 | 30.9 |
| Total Male | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ |
| Female 18-29 | 16.8 | 11.8 | 13.5 | 22.4 |
| Female 30-44 | 33.7 | 35.0 | 34.1 | 32.8 |
| Female 45-64 | 29.4 | 33.6 | 33.0 | 31.4 |
| Female 65 + | 20.1 | 19.5 | 19.5 | 13.4 |
| Total Female | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ |
| ALL 18-29 | 18.3 | 15.1 | 15.5 | 23.4 |
| ALL 30-44 | 32.4 | 34.2 | 34.1 | 33.2 |
| ALL 45-64 | 31.3 | 33.0 | 31.9 | 31.1 |
| ALL 65 + | 18.1 | 17.6 | 18.5 | 12.2 |
| Total | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ | $\mathbf{1 0 0 . 0}$ |
| Percentage Male | $\mathbf{4 6 . 2}$ | $\mathbf{4 3 . 4}$ | $\mathbf{4 9 . 3}$ | $\mathbf{4 7 . 1}$ |

Table 8. Distribution of 2010 CICPE Asian sample by highest degree

| Highest Degree | Wave 1 (\%) | Wave 2 (\%) | Wave 3 (\%) | ACS 2009 (\%) |
| :--- | :---: | :---: | :---: | :---: |
| No High School <br> Diploma | 6.6 | 6.2 | 7.7 | 15.0 |
| High School <br> Diploma | 36.8 | 34.3 | 33.3 | 35.0 |
| College Degree <br> Graduate/ <br> Professional <br> Degree | 35.8 | 35.8 | 35.3 | 30.0 |
| Total |  |  |  |  |

corresponding national percentages from the 2009 American Community Survey (U.S. Census Bureau 2011).

Table 8 shows that we have fewer respondents with no high school diploma than the American Community Survey, but our distributions are similar otherwise.

## 6. Limitations

Some compromises were made in order to limit the cost of the Asian sample, the largest of which is that the frame did not attain 100 percent coverage due to the minimum size requirement. Since we needed an average of 20 interviews per city per wave, we did need to set a minimum size, but we set the minimum size at 1,000 Asians in order to keep the eligibility rate to almost 8 percent. Setting a lower minimum size would have resulted in additional screening costs. In fact, Table 1 shows that using cities as the first-stage sampling units limits the coverage to 87 percent. To achieve 100 percent coverage, a sample of unincorporated areas would be necessary.

One minor limitation is that we did have larger clusters in the Aiea, Hawaii CDP since the interviews there were collected in only two Census tracts rather than five because there are only two tracts in the Aiea CDP. Clustering could also have been reduced if we had selected more than 25 cities, but adding field staff in more locations would have created significant additional costs.

Finally, our nonresponse bias does show that Asians are the only race/ethnicity group with a bias larger than one percent. One possible explanation is that we only collected interviews in English and Spanish and so the Asians were likely to have the highest language barrier among the six race/ethnicity groups. If English-speaking Asians were more likely to respond to the Census, this would result in a positive nonresponse bias as observed.

## 7. Summary

Even for a hard-to-reach population, it may be possible to attempt a nationally representative sample if the population can be targeted by local areas. Asians make up only 4.2 percent of the U.S. population, but are more clustered by city than larger firststage sampling units such as counties or metropolitan areas. We have achieved a 75.6 percent coverage rate for a national sample of Asians for the Census Integrated

Communications Program Evaluation (CICPE) study by selecting 25 cities from a frame of 1,261 U.S. cities with a population of at least 1,000 Asians. While we could not come closer to 100 percent coverage in a cost-effective way and expensive screening was still necessary, we believe that our data is more representative of U.S. Asians than the 2000 PMPE study taking place in only five U.S. cities as well as any list-assisted telephone survey using Asian surnames or other methods with unknown biases (Davern et al. 2007). Higher coverage is possible with county-level sampling, but with eligibility rates that are lower enough to make it cost prohibitive. This is why nationally representative samples of Asians have not been previously attempted without a larger survey structure for support. While the central idea of this article may not be a theoretical breakthrough, it has not been acted on previously, greatly reducing the ability to collect nationally representative data on Asians and other hard-to-reach groups. If samplers could break away from the "rule" that first-stage units must be counties, area probability samples could more flexibly collect nationally representative data for a wider range of applications.
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# Recruiting an Internet Panel Using Respondent-Driven Sampling 
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#### Abstract

Respondent-driven sampling (RDS) is a network sampling technique typically employed for hard-to-reach populations when traditional sampling approaches are not feasible (e.g., homeless) or do not work well (e.g., people with HIV). In RDS, seed respondents recruit additional respondents from their network of friends. The recruiting process repeats iteratively, thereby forming long referral chains.

RDS is typically implemented face to face in individual cities. In contrast, we conducted Internet-based RDS in the American Life Panel (ALP), a web survey panel, targeting the general US population. We found that when friends are selected at random, as RDS methodology requires, recruiting chains die out. When self-selecting friends, self-selected friends tend to be older than randomly selected friends but share the same demographic characteristics otherwise.

Using randomized experiments, we also found that respondents list more friends when the respondent's number of friends is preloaded from an earlier question. The results suggest that with careful selection of parameters, RDS can be used to select population-wide Internet panels and we discuss a number of elements that are critical for success.


Key words: Web survey; RDS.

## 1. Introduction

Respondent-driven sampling (RDS) is a chain referral sampling technique typically conducted face to face with hard-to-reach populations in individual locations such as cities. Implementing RDS on the web can be advantageous. First, web implementation is much less expensive than a face-to-face approach because the interviewer labor costs and costs associated with setting up a field operation can be avoided. Second, RDS requires the assumption that respondents will recruit from among their friends at random. This is more easily enforceable on the web, where randomization from a list of friends is easy. Third, web implementation of RDS allows recruitment across a much wider geographic area as it is not tied to one geographic location as typically happens with face-toface implementation of RDS. This is also true for geographic spread inside a large city, where friends who live or work close to the field station may be more likely to enroll.

[^8]RDS studies conducted face to face have to be conducted in one location or city at a time. Fourth, in light of declining response rates to phone and mail surveys, a successful nationwide implementation of a network sample would provide a useful alternative. Fifth, populations who are routinely on the web may be more likely to participate. This may include at-risk college students, but also Internet sex workers. Finally, once the software for a web implementation is in place, it is easy to conduct additional RDS studies.

While implementing RDS on the web has several advantages, it also has different challenges. The web environment is more anonymous than face-to-face encounters, which may be useful for some hard-to-reach populations. However, recruiters may find it harder to motivate their friends to enroll and it may affect trust. Some populations do not have access to the Internet. For example, it may not be possible to reliably reach the homeless in this way. This limitation may decrease in importance over time as more and more people gain access to the Internet. Finally, operationalizing RDS through a web survey where new recruits enroll throughout the study and in turn become recruiters is not trivial.

Very few attempts have been made to conduct RDS on the Internet and many studies have either required multiple attempts or were unsuccessful. Because of the small number of studies involved, there is no conclusive evidence for any factor that may explain implementation challenges. We nonetheless find it useful to list factors we believe contributed to implementation challenges or failure. First and perhaps most importantly, requiring respondents to provide information such as email addresses of their friends appears to be a bad idea. We also note that "respondent-driven" implies that the respondents should contact their friends; not interviewers or an automated computer program. An Internet-based RDS study in Cambridge, England, about cars and the environment failed (RAND Cambridge, personal communication) because respondents were unwilling to contact friends.

Second, not providing an incentive or providing too small an incentive seems to also affect recruitment rates. The aforementioned Cambridge study did not have sufficient funds to provide incentives and failed. An attempt to recruit parents of students studying at Tilburg University in the Netherlands into a panel survey failed to generate sufficient response (personal communication, Department of Leisure Studies). Students were asked to contact and enroll their parents and were offered a small monetary incentive for doing so. Only 120 persons out of the 4,000 invited joined the panel (a $3 \%$ enrollment rate). A study of students at Wayne State University (Detroit) that invited feedback from seed respondents made it clear respondents wanted to earn more money (Bauermeister et al. 2012), among other things. In response, investigators increased the total number of referrals allowing respondents to earn money for the first five referrals ( $5 * \$ 10$ for referrals plus $\$ 20$ for filling out the survey). The study succeeded in recruiting 3,426 respondents.

Incentives can be delivered in a variety of forms. A study of men who had sex with men (MSM) in Vietnam (Bengtsson et al. 2012) used credit on SIM chips or a donation to an organization the target population cared about as well a lottery draw for an iPad. The aforementioned study at Wayne State University (Bauermeister et al. 2012) provided VISA e-gift cards for filling out the questionnaire. The cards were reloaded when friends were referred successfully. A study of Muslim students, also at Wayne State University, used unspecified gift certificates (Arfken et al. 2013). In the first published Internet RDS
study (Wejnert and Heckathorn 2008) at Cornell University, respondents (or friends) had to pick up incentives in person.

Third, there is at present no evidence that the survey topic plays an important role in recruiting success. Consider two contrasting examples: The RAND Corporation studied the opinions of gays and lesbians in the military about the "Don't Ask, Don't Tell" policy (Berry et al. 2010). The RDS study was a resounding policy success and won the "policy impact award" from the American Association for Public Opinion Research (AAPOR) in 2011. However, the study failed as an RDS study because referral chains were not long enough. The role of gays and lesbians in the U.S. military is a topic that is presumably very important to those in the military who are gay and lesbian, and if the topic were important for recruiting it should have been more successful. In terms of speed, the most successful Internet RDS study (Wejnert and Heckathorn 2008) reached the intended sample size of 150 respondents (plus nine additional seeds) in only 72 hours. Participants were "invited to participate in a research study to empirically validate Respondent Driven Sampling (RDS) as an analytical tool for the study of social structure" (Wejnert and Heckathorn 2008, online Appendix A). This does not appear to be a 'sexy' topic for university students that would have contributed to the success of the study.

Fourth, adjusting the number of seeds after a study begins is an important tool to avoid recruiting chains dying out. The Vietnam study initially started with 15 seeds and then increased to 20 two weeks later (Bengtsson et al. 2012). However, increasing the number of seeds does not always work - the RAND study (Berry et al. 2010) increased the number of seeds from five to 189 and still came up short. Except for this study, the number of seeds in Internet RDS studies tends to be much smaller with numbers ranging from nine (Wejnert and Heckathorn 2008) to 22 (Bauermeister et al. 2012).

Fifth, adjusting the number of referrals allowed is a useful tool to avoid recruiting chains dying out. As mentioned above, one study (Bauermeister et al. 2012) increased the number of referrals while paying only for the first five successful referrals. This study also allowed respondents to copy the referral codes into text messages and social media (Facebook). The study eventually reached 3,448 respondents. Overall, the number of referrals in Internet RDS studies has ranged from three to five.

The purpose of our study was to explore the feasibility of recruiting respondents into a web panel using Internet-based RDS. Specifically, our goal was to recruit respondents into the American Life Panel (ALP) (https://mmicdata.rand.org/alp/), a probability-based Internet panel. It was hoped that the availability of a network sample would make the ALP more attractive to researchers with such needs. Already existing respondents in the ALP panel were not recruited over the Internet. Potential respondents without Internet access receive a laptop and broadband Internet access for free.

An overview of the sequence of experiments and recruitment efforts is given in Figure 1. In our initial pilot run we found that a large number of respondents would only list a single respondent, presumably to avoid follow-up questions. We designed Experiment 1 to find out which survey design would lead to a more successful elicitation of friends (Section 2). Next, we found respondents were listing friends but those friends would not contact us to enroll in the study. In response we designed a second experiment (Section 3), varying incentive levels and how friends were selected. Based on results from Experiment 2 we started an RDS sample in the American Life Panel (ALP) (Section 4). Section 4 also


Fig. 1. Sequence of experiments and recruitment efforts.
compares the demographic composition of the recruited sample for self-selected friends and randomized friends. Section 5 concludes with a discussion. We first provide an overview of respondent-driven sampling.

### 1.1 Respondent-Driven Sampling

RDS is a chain referral sampling technique (Heckathorn 1997, 2002, 2007). A small number of seed respondents recruit additional respondents from their network of friends. The recruiting process repeats iteratively, thereby forming long referral chains. Suppose we want to estimate the percentage of males, $p_{1}$, and females, $p_{2}$, in a population. Of interest is the two-by-two gender transition matrix (male/female recruiting male/ female) between the recruiter and recruit. Assuming a first-order Markov process (recruit gender depends on recruiter's gender, but not on earlier recruiters), a sample equilibrium is reached if referral chains are sufficiently long. The sample equilibrium is not the population equilibrium because well-connected people are overrepresented in the sample. For example, if women have more friends than men, the sample equilibrium would have more women than men. The assumption of reciprocity (explained below) yields an equation: The number of possible edges (links between two persons) with a male recruiter recruiting a female is the same as the number of possible edges with female recruiters recruiting a male: $n_{1} D_{1} S_{12}=n_{2} D_{2} S_{21}$ where $n_{i}$ is the number of respondents in group $i, D_{i}$ is the average group degree (e.g., average network size among females) and $S_{i j}$ is the estimated transition probability between categories $i$ and $j$. Dividing by the total sample size turns frequencies into proportions: $p_{1} D_{1} S_{12}=p_{2} D_{2} S_{21}$.

The average group degree of group $i, D_{i}$, is estimated from individual degrees using the "multiplicity" formula (Salganik and Heckathorn 2004) $D_{i}=n_{i} /\left[\sum_{j}\left(1 / d_{i j}\right)\right]$ where $n_{i}$ is the number of respondents in group $i$ and $d_{i j}$ is an estimate of individual degree (number of friends). Unlike the arithmetic mean, this formula takes into account that respondents with a greater network are overrepresented. Because the formula relies on the inverse of self-reported degrees, this estimate is robust against large positive outliers in individual degrees.

In the example above, the equation depends on two unknown proportions, $p_{1}$ and $p_{2}$ (the proportion of females and males in the population), which must sum to one: $1=p_{1}+p_{2}$. Two equations with two unknowns can be solved and yield $p_{1}=S_{21} D_{2} /\left(S_{21} D_{2}+S_{12} D_{1}\right)$ and $p_{2}=1-p_{1}$. When there are more than two categories, the estimates result from solving an over-determined system of equations. In general, RDS only allows the estimation of proportions, not absolute frequencies or totals. However, frequencies can be computed from the proportions if the population total is known from elsewhere or if the population total is estimated by capture/recapture methods (Berchenko and Frost 2011; Heckathorn et al. 2002).

RDS requires the following assumptions: Assumption 1. Reciprocity. If respondent A recruited respondent $B$, then in principle $B$ could have recruited A also. In practice, this assumption is tested by verifying that the recruiter is part of the recruit's social network. Assumption 2. Networked population. Respondents are all linked to a single component in the network (i.e., there are no isolated pockets of people without friends). Assumption 3. Sampling is with replacement. This assumption never holds because the same respondent is not sampled twice. In practice, this assumption is innocuous unless the sample represents a large fraction of the population. Assumption 4. Network size. Respondents can accurately report their degree (personal network size). Consistent under- or overestimation of network size among all respondents cancels out and is unproblematic (Wejnert 2009, sec. "Degree Estimation"). Moreover, estimates may be robust for different assessments of network size (Wejnert 2009). Assumption 5. Random Recruitments. Respondents recruit from their network at random. This assumption is the most controversial by far. In some arms of our experiments we have done the randomization ourselves by choosing from a list of first names or initials provided by the respondent, thus avoiding this problem.

In practice, recruitment is facilitated through a dual incentive system which includes payments for both the respondent and each referral who agrees to participate. While RDS has not yet been used to recruit a national sample, it emerges as a natural choice when social network analyses are of interest (Wejnert 2010). Respondent-driven sampling is implemented in a stand-alone package (www.respondentdrivensampling.org), in Stata (Schonlau and Liebau 2012), and a package is in preparation for R .

## 2. EXPERIMENT 1: Eliciting the Number of Friends

One assumption of RDS is the random recruitment of friends. Given a list of friends (first names or nicknames suffice), respondents are asked to contact specific friends selected at random by the computer software. During initial trials we found that many respondents tended to only list a single friend. The purpose of Experiment 1 was to investigate how to
ask about respondents' friends such that respondents list their friends in greater numbers. Respondents were not told why they were supposed to list the friends to avoid having respondents selectively list only friends they wanted to contact. In each case we first ask for the number of friends (Numerical question given in Appendix). On the following screen we then ask the same question but ask the respondent to list first names or initials. (The friends question is reproduced in Appendix) The experiment had five experimental arms:

Experimental Arm 1 ("1 row"): We asked the respondent to list one person at a time (Figure 2). On the same screen, we asked whether the respondent wanted to list an additional person. If this question went unanswered, we prompted for an answer on the next screen: "You did not answer the previous question(s). Your answers are important to us. Please return to the previous question and answer it to the best of your ability."

Experimental Arm 2 (" $\mathbf{1 0}$ rows"): We asked the respondent to list ten persons at a time (Figure 3). If respondents listed ten persons they were asked whether they would like to list additional persons. If respondents listed less than ten persons they proceeded to the next question (without prompt).

Experimental Arm 3 ("prompt w preloaded \#'): As in Experimental Arm 2, respondents were asked to list ten persons at a time. However, if fewer people were listed than indicated in the preceding numerical question, we prompted for additional people: "You answered earlier you had [preloaded number] close friends and family members, but you listed a smaller number. This question is very important to us. If possible please go back and add more people." To avoid a problem if respondents gave an unreasonably high numerical value (e.g., 100), respondents were not prompted if they listed at least ten
Please list all the close friends or family members you see, talk to or write to (via letter, email, text message, facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States. You only need to provide their first name, nickname or initials.
Person 1
First Name, nickname or initials Relationship to you Is this person Hispanic or of Hispanic origin or descent?
$\square \mid$ Click here $\bullet \quad$ Click here •
Would you like to add another person?
O No

```
Yes
Yes


Fig. 2. Screenshot of Experimental Arm 1. The dropdown menu for relationship had the categories: child, parent, other relative, work friend, school friend, family friend, acquaintance, other.

Please list all the close friends or family members you see, talk to or write to (via letter, email, text message, facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States. You only need to provide their first name, nickname or initials.

First Name, nickname or initials Relationship to you Is this person Hispanic or of Hispanic origin or descent?



\section*{RAND Panel}

Fig. 3. Screenshot of Experimental Arm 2 (identical to Experiment Arm 3). The dropdown menu for relationship had the categories: child, parent, other relative, work friend, school friend, family friend, acquaintance, other.
friends. Respondents were allowed to list more people than indicated in the numerical question.

Experimental Arm 4 ("ask preloaded \#"): Respondents were specifically asked for the number of friends given in the numerical question: "Please list these [preloaded number] close friends or family members. You only need to provide their first name, nickname or initials" (Figure 4). As before, if there were more than ten friends, we listed ten on each screen until the total number was exhausted. For example, if there were twelve friends, the respondents saw a screen with ten rows and a second screen with two rows. If the respondent failed to list ten friends, the second screen was not shown. There was no additional prompt if respondents listed fewer friends than indicated by the numerical question.

Experimental Arm 5 ("single column"): We first asked respondents to list first names only (Figure 5). The number of friends was not preloaded. In a second question, we asked respondents to list information about their friends (Figure 6). If respondents did not list anybody, they were not prompted to remind them of their earlier numerical answer. If respondents listed ten friends, they were shown an additional screen and asked to list additional friends as before.

Respondents received a \(\$ 5\) incentive for responding to this survey. To avoid overly complicated programming, we did not allow listing more than 50 people.

Please list these \(\mathbf{6}\) close friends or family members. You only need to provide their first name, nickname or initials.
First Name, nickname or initials Relationship to you Is this person Hispanic or of Hispanic origin or descent?
\begin{tabular}{|c|c|c|c|}
\hline & Click here & \(\checkmark\) & Click here * \\
\hline & Click here & \(\checkmark\) & Click here - \\
\hline & Click here & \(\checkmark\) & Click here * \\
\hline & Click here & \(\checkmark\) & Click here * \\
\hline & Click here & * & Click here * \\
\hline & Click here & * & Click here - \\
\hline
\end{tabular}
```

<<Back Next>>

```


Fig. 4. Screenshot of Experimental Arm 4 with a listed number of rows given from numerical question. The dropdown menu for relationship had the categories: child, parent, other relative, work friend, school friend, family friend, acquaintance, other.

Please list all the close friends or family members you see, talk to or write to (via letter, email, text message, facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States. You only need to provide their first name, nickname or initials.


Fig. 5. Screenshot of Experimental Arm 5. First names are listed first, and then additional information is prompted.

Please list all the close friends or family members you see, talk to or write to (via letter, email, text message, facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States. You only need to provide their first name, nickname or initials.

First Name, nickname or initials Relationship to you Is this person Hispanic or of Hispanic origin or descent?
\begin{tabular}{|c|c|c|c|c|}
\hline john & Click here & \(\checkmark\) & Click rere & \\
\hline sally & Click here & \(\checkmark\) & Click rere & \(\checkmark\) \\
\hline j.r. & Click here & \(\checkmark\) & Click rere & \(\checkmark\) \\
\hline karen & Click here & \(\checkmark\) & Click rere & \\
\hline charlie & Click here & \(\checkmark\) & Click rere - &  \\
\hline
\end{tabular}
```

<<Back Next>>

```


Fig. 6. Screenshot of Experimental Arm 5 soliciting additional information. The dropdown menu for relationship had the categories: child, parent, other relative, work friend, school friend, family friend, acquaintance, other.

Results: 473 respondents were invited to participate. Respondents were randomized one at a time to an experimental arm. The response rate was \(86 \%\). Respondents were randomized on the fly while they took the survey. The number of completed surveys was equal to 63 (earlier pilot experiment), 70 (Arm 1), 65 (Arm 2), 76 (Arm 3), 68 (Arm 4), 80 (Arm 5).

Box plots of the number of friends listed by experimental arm are shown in Figure 7. Listing the preloaded number of close friends and family and prompting with the preloaded number elicited the largest number of friends listed (Arms 3 and 4). Listing only one column (first names; Arm 5) instead of three columns (first names, relationship, Hispanic; Arm 2) does not affect the number of respondents listed. Asking to list one person at a time as opposed to ten persons at a time (Arm 1) does not work well at all.

\section*{3. EXPERIMENT 2: Getting Respondents to Contact Their Friends}

\subsection*{3.1 Motivation}

Experiment 1 explored how to get respondents to list more friends. Using the most successful design from Experiment 1 (asking for the preloaded number of friends; Experimental Arm 4), we started an RDS sample with five Hispanic seed respondents looking to recruit Hispanic friends. Four of five invited Hispanic respondents completed the survey. One respondent listed only one Hispanic friend; the others had at least four Hispanic friends each. We asked respondents to invite all of the listed Hispanic friends, so between them, respondents were supposed to contact 13 friends. However, in a follow-up survey the respondents indicated they tried to contact only two out of


Fig. 7. Box plots of the number of close friends and family listed. (Note: "1 row; many cols" refers to an earlier pilot experiment; the five experimental arms are shown in order after that.)

13 respondents. Reasons for not contacting some respondents include "I forgot", "I did not feel comfortable asking them", and "He/she probably would not have participated". The two respondents contacting one friend each thought both friends were unlikely to participate because the friend "Thinks it will be too complicated". The referral codes were transferred by email (1) and phone (1). Overall, all four respondents thought passing on the referral code was very easy.

One of the two respondents contacted joined the panel; this person was not asked to refer additional friends because we felt we needed to conduct another experiment to test a different approach in the hope of finding a way to obtain a higher yield for the friend referrals. In conclusion, the four Hispanics who responded to the survey did not contact the friends they had listed.

\subsection*{3.2 Experiment 2}

The purpose of the second experiment was to learn how to make it easier and more attractive for respondents to contact their friends. For all experimental arms, we gave respondents the option of receiving one prewritten email for each friend or one prewritten letter for each friend to be sent through the U.S. post office (Figure 8). Each email contained an explanation of the ALP, the referral code and a link to the webpage, as well as the respondent's name in the subject line. By the end of Experiment 1, the ALP had recruited a Hispanic subsample using address-based sampling. This obviated the need to specifically recruit respondents of Hispanic ethnicity. In the second experiment we therefore no longer restricted new recruits to those of Hispanic ethnicity.

The experimental arms for Experiment 2 are displayed in Table 1. As before, we paid respondents \(\$ 5\) for filling out the short referral survey (an earlier informal test revealed that

We would like to make it easy for you to fonward the referral code. Please choose one or both of these options:
\(\square\) I would like to receive one email invitation for each referral code so that I can forward this
\(\square\) I would like to receive a letter for each referral code so that that I can mail the invitation with the referral code already in there

\section*{<<Back Next>>}

Fig. 8. Option to receive one prewritten email (or postal mail letter) per referral in Experiment 2.
respondents were equally likely to respond with a \(\$ 5\) payment as with a \(\$ 10\) payment). We experimentally varied the amount paid for each successful respondent (\$15 vs. \$30), a sign-up bonus to the friend ( \(\$ 20\) vs. none), and whether the friends were selected at random by the computer or by the respondent, as is customary in RDS. Respondents were asked to nominate a maximum of four friends. With the \(\$ 30\) incentive per successful referral, the respondent could earn a total of \(\$ 120\) if all four friends filled out the first survey. The friends could earn the sign-up bonus as well as the regular survey payments ( \(\$ 20\) for each 30 minute survey). In all arms, ten friends at a time could be entered on each page.

Results: The response rates ( \(86 \%-92 \%\) ) and number of completes (44-50) are reported in Table 1. Respondents listed on average 13.5 friends (median 10, 1st quartile 6, 3rd quartile 20). The number of friends listed did not vary significantly by experimental arm (based on a Poisson regression on indicator variables for arms with robust standard errors). A histogram of the number of friends listed is shown in Figure 9. Respondents could list up to ten friends. Correspondingly, there is some heaping on the values 10,20 and 30. The number of friends that could be listed was limited to 50 for programming reasons.

The average number of recruits differed substantially by arm (see bottom rows of Table 1). When respondents self-selected friends (Arm 4) and when both larger recruiter incentives and sign-up bonuses were provided (Arm 5), the number of recruits was significantly larger than in the control group. We conducted a logistic regression of the indicator variable " \(>=1\) referral" (vs. " 0 referrals") on four indicator variables for the five experimental arms. Coefficients for Arm \(4(p=0.02)\) and \(\operatorname{Arm} 5(p=0.03)\) differ significantly from the control (Arm 1).

For Arms 4 and 5, the ratio of friends recruited to the number of respondents recruiting is close to 1 . A ratio greater than one would imply an increasing number of recruits from wave to wave and the referral chain would not die out. Using both larger recruiter payments and recruit sign-up bonuses (Arm 5) works much better than either one of these on its own (Arms 2 and 3). A recruit sign-up bonus by itself has little effect relative to the control group.

\section*{4. Continued RDS Waves With Arms 4 and 5}

We continued two separate RDS recruiting efforts corresponding to Arms 4 and 5 from Experiment 2. Monthly surveys were conducted on the second Wednesday of every month from March to October 2012. Any recruit who had responded in the previous month would be invited to recruit their friends. If the recruitment process took longer than a month for any one person, that person would simply be invited in the following month.
Table 1. Experiment 2 experimental arms, response rates, and friends recruited.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Experimental Arm & 1 & 2 & 3 & 4 & 5 \\
\hline Name & control & high recruiter payment & respondent incentive & self-selected friends & arm \(2+\operatorname{arm} 3\) \\
\hline Payment to recruiter for filling out survey & 5 & 5 & 5 & 5 & 5 \\
\hline Payment to recruiter for each successful respondent & 15 & 30 & 15 & 15 & 30 \\
\hline Sign-up bonus payment for new respondent & 0 & 0 & 20 & 0 & 20 \\
\hline Selection of recruits & computer & computer & computer & respondents & computer \\
\hline Number invited & 57 & 56 & 53 & 49 & 50 \\
\hline Number of respondents & 49 & 50 & 46 & 45 & 44 \\
\hline Response rate & 86\% & 89\% & 87\% & 92\% & 88\% \\
\hline Number of recruits & 22 & 34 & 23 & 43 & 41 \\
\hline Ratio recruits per recruiter & 0.45 & 0.68 & 0.50 & 0.96 & 0.93 \\
\hline
\end{tabular}


Fig. 9. Experiment 2: Histogram of the number of friends listed. Heaping effects for multiples of 10 and a ceiling effect (50) are visible.

Arm 4 (recruiter selects respondent) was only added after a two-month delay after it appeared that the enrolment in Arm 5 was slow.

Table 2 shows recruitment by wave (also referred to as depth) for both arms. Recruitment in Arm 5 decreased after Wave 1 and effectively died out in Wave 5. The recruiting strategy including incentives did not change after Wave 1. A number of respondents tried to circumvent the random recruiting assignment and gave the coupon code to self-selected friends. To avoid contamination of the ongoing experiment they were not allowed into the panel.

The response to Arm 4 was much stronger than that for Arm 5. The total number of recruits (excluding seeds) was more than twice as large. Recruiting was very slow, often taking longer than a month. The smaller number of recruits at Depth 5 does not reflect a

Table 2. Enrolment by Wave. Wave 0 refers to seed respondents; Wave 1 to friends of seed respondents; Wave 2 to friends of friends, etc.
\begin{tabular}{lcr}
\hline Wave & Arm \(=4\) & Arm \(=5\) \\
\hline 0 & 45 & 44 \\
1 & 46 & 47 \\
2 & 50 & 19 \\
3 & 63 & 18 \\
4 & 48 & 10 \\
5 & 16 & 1 \\
Total & 268 & 139 \\
Total Recruits & 223 & 95 \\
\hline
\end{tabular}

Note: Wave 5 is not complete; only fasterrecruiting chains reached this wave.
decline in enrollment but rather represents the fastest group of respondents. Some of the remaining respondents did not have the chance to reach Wave 5.

Demographics by Experimental Arm 4 (self-selected friends) vs. Arm 5 (friends selected at random) are shown in Table 3. There are no statistically significant differences (based on \(\chi^{2}\) tests) between self-selected and randomly selected friends (recruits) with respect to gender, education, race/ethnicity, family income, or marital status. However, self-selected friends are on average eight years older than randomly selected friends (mean age \(=45\) vs. mean age \(=37, p=0.0001\) based on a \(t\)-test). There are also regional differences: Self-selected friends are more likely to live in the Midwest and less likely to live in the South or Northeast ( \(p=0.01\); based on a \(\chi^{2}\) test).

There is also a gender imbalance; roughly \(70 \%\) of recruits were female. Recruits are somewhat more educated than the general public; in particular, very few recruits have less than a high school degree. Recruits are predominantly non-Hispanic whites ( \(88 \%\) ), even though there were Spanish versions of all surveys. Most of the remainder are (nonHispanic) African Americans. Recruits have a wide range of family incomes. Thirty-nine percent of families have a household income of less than \(\$ 40,000\); two thirds have a household income of less than \(\$ 75,000\). Ninety percent of those under the age of 65 are working. Recruits are geographically spread across 40 U.S. states. All of the recruits had Internet access and we therefore did not have to provide Internet access in the form of a laptop and broadband for any of the recruits.

For completeness, Table 3 provides the demographic characteristics of seed respondents by experimental arm. Comparisons of demographic characteristics of seeds and respondents must proceed with caution. When the equilibrium is reached, the demographic distribution of seed respondents and recruits are theoretically independent of each other. Large shifts between seed and respondent distributions only show the recruiting chain does not get stuck in any one category. Here we find that compared to the seed respondents, recruits are more often in the \(18-29\) age group (almost all ALP panel members are 18 years or older by design; though the occasional 17-year old is not rejected), they are more often "never married", they are less often in the highest income category (particularly in Arm 4), and more often live in the southern part of the U.S.

\section*{5. Discussion}

This is the first RDS study to attempt recruiting respondents throughout the U.S. rather than in individual U.S. cities. In fact, the only other RDS study we are aware of that recruited at a national level is the Vietnam study (Bengtsson et al. 2012). It was initially unclear whether respondents would spread across the United States or would remain in a confined region or state. With respondents in 40 different states, the overall geographic spread is good.

Respondents resist random selection. While incentives are important, the respondents' overriding desire was to choose whom they recruit. Respondents might have preferred self-selection to increase the probability of getting their own incentive, to channel money to specific friends and family, or because they were more comfortable contacting certain friends and family members. Self-selected respondents tend to be older than randomized
Table 3. Demographic composition of seed respondents and recruits by experimental arm.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{}} & \multicolumn{3}{|l|}{Arm 4 (self-selected friends)} & \multicolumn{3}{|l|}{Arm 5 (high payment + respondent incentive)} \\
\hline & & Seeds & \multicolumn{2}{|l|}{Recruits} & Seeds & \multicolumn{2}{|l|}{Recruits} \\
\hline \multirow[t]{3}{*}{Gender} & & \% & Freq. & \% & \% & Freq. & \% \\
\hline & Male & 40 & 55 & 29 & 37 & 26 & 36 \\
\hline & Female & 60 & 133 & 71 & 63 & 46 & 64 \\
\hline \multirow[t]{7}{*}{Age category} & <18 & 0 & 0 & 0 & 0 & 2 & 3 \\
\hline & 18-29 & 0 & 40 & 21 & 14 & 25 & 34 \\
\hline & 30-39 & 24 & 48 & 26 & 14 & 23 & 32 \\
\hline & 40-49 & 22 & 22 & 12 & 19 & 5 & 7 \\
\hline & 50-59 & 16 & 23 & 12 & 26 & 13 & 18 \\
\hline & 60-69 & 20 & 32 & 17 & 21 & 3 & 4 \\
\hline & \(70+\) & 18 & 23 & 12 & 7 & 2 & 3 \\
\hline \multirow[t]{4}{*}{Education} & Less than high school & 4 & 2 & 1 & 0 & 4 & 5 \\
\hline & High school & 11 & 33 & 18 & 19 & 12 & 16 \\
\hline & Up to Bachelor & 56 & 128 & 68 & 56 & 45 & 62 \\
\hline & More than Bachelor & 29 & 25 & 13 & 26 & 12 & 16 \\
\hline \multirow[t]{4}{*}{Race / Ethn.} & Non-Hispanic White & 87 & 162 & 86 & 79 & 66 & 90 \\
\hline & Non-Hispanic African American & 7 & 20 & 11 & 7 & 5 & 7 \\
\hline & Non-Hispanic Other & 0 & 2 & 1 & 5 & 1 & 1 \\
\hline & Hispanic & 7 & 4 & 2 & 9 & 1 & 1 \\
\hline \multirow[t]{5}{*}{Family income} & < 10,000 & 2 & 9 & 5 & 5 & 7 & 10 \\
\hline & 10,000-19,999 & 7 & 17 & 9 & 5 & 7 & 10 \\
\hline & 20,000-29,999 & 11 & 19 & 10 & 12 & 8 & 11 \\
\hline & 30,000-39,999 & 16 & 27 & 14 & 9 & 10 & 14 \\
\hline & 40,000-49,999 & 2 & 12 & 6 & 14 & 7 & 10 \\
\hline
\end{tabular}
Table 3. Continued
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{}} & \multicolumn{3}{|l|}{Arm 4 (self-selected friends)} & \multicolumn{3}{|l|}{Arm 5 (high payment + respondent incentive)} \\
\hline & & Seeds & \multicolumn{2}{|l|}{Recruits} & Seeds & \multicolumn{2}{|l|}{Recruits} \\
\hline 硡 & & \% & Freq. & \% & \% & Freq. & \% \\
\hline \% & 50,000-59,999 & 4 & 23 & 12 & 5 & 6 & 8 \\
\hline 음 & 60,000-74,999 & 13 & 26 & 14 & 19 & 6 & 8 \\
\hline \% & \(>75,000\) & 44 & 54 & 29 & 33 & 22 & 30 \\
\hline \(\bigcirc\) Region & Northeast & 22 & 10 & 5 & 16 & 10 & 14 \\
\hline \(\stackrel{\rightharpoonup}{\stackrel{\rightharpoonup}{\circ}}\) & Midwest & 27 & 63 & 34 & 28 & 12 & 16 \\
\hline \(\stackrel{\infty}{ \pm}\) & South & 31 & 76 & 40 & 35 & 36 & 49 \\
\hline \# & West & 20 & 39 & 21 & 21 & 15 & 21 \\
\hline os Marital status & Married & 64 & 119 & 63 & 65 & 40 & 55 \\
\hline 3 & Separated/widowed/divorced & 29 & 28 & 15 & 19 & 11 & 15 \\
\hline \(\leq \mathrm{N}\) & Never married & 7 & 41 & 22 & 16 & 22 & 30 \\
\hline
\end{tabular}
respondents, but except for increased recruiting in the Midwest, there are no discernible differences with respect to other demographic characteristics.

The slow speed of recruiting remains a challenge. A study in a single college finished recruiting in a single weekend (Wejnert and Heckathorn 2008). Web recruiting for the drug and alcohol study at a single university (Bauermeister et al. 2012) concluded after 2.5 months. Web recruiting for the study about men who have sex with men in Vietnam (Bengtsson et al. 2012) took about two months. Our recruiting effort may have been slower for several reasons: 1) We had a broader target population that was more difficult to incentivize. 2) We only mailed invitations out once a month, thereby possibly signaling a lack of urgency. The fastest Internet RDS study was automated, requiring intervention only to end recruiting and incentive payment (Wejnert and Heckathorn 2008). 3) There was no focus on a specific topic. Respondents would become ALP panel members and would be asked to participate in a variety of surveys. The ongoing recruiting effort was only one of several surveys they were asked to participate in.

It is unclear what caused the gender imbalance (Table 3). We have observed a similar gender imbalance in international face-to-face surveys (www.itcproject.org) where women are thought to be more likely at home. Slight gender imbalances were also reported for most countries in the European Community Household panel (Behr et al. 2005) even after Wave 1 of the panel.

Once enrolled, the response rate of RDS panel members is similar to that of regular panel members recruited in the same time period. (Long-standing panel members tend to have higher response rates.) Response rates of RDS panel members ranged from 79-86\% in three large surveys conducted between January and April 2013. Response rates among regular panel members recruited since July 1, 2011 for these surveys ranged from \(80 \%\) to \(84 \%\).

It appears that this approach reaches low-income populations, those not working, and the elderly. It works less well for reaching racial/ethnic minorities other than African Americans, those with less than high school education or those without access to the Internet. This replicates the demographics among the seed respondents. An alternative interpretation therefore might be that the approach thus far has been unable to reach hard-to-reach populations not already represented among the seed respondents. Any Internet implementation of RDS will require careful pilot testing and experimentation. Importantly, we discovered respondents' preloaded number of friends helped to generate a longer list of friends. Other studies also had difficulties in "calibrating" Internet-based RDS (Bauermeister et al. 2012); others go unreported in the literature because they failed. While our self-selected friends chain (Arm 4) would have continued past Wave 5, the number of recruits was certainly not rising exponentially.

Our study has a number of limitations. The first may have to do with our name generator. First introduced by Laumann (Laumann 1966), name generators have become an active area of research (Marin and Hampton 2007). Our name-generating question asked for "friends", whereas many studies ask for both "friends and acquaintances". The term "friend" alone for name generating has been shown to be interpreted differently by different socioeconomic strata (Burt 1983). Therefore our name generating question may have introduced some bias, and consequently the computer-generated random recruitment was also conducted on the potentially biased list of names. Most studies work with specific
subpopulations (e.g., "Men who have sex with men"). Because we were targeting a general population we consciously decided not to include acquaintances because we felt the number of acquaintances might have been too large. Either way, the difficulties in recruiting were not due to a lack of friends listed.

Second, impersonation and duplication of respondents, while unlikely, cannot be ruled out. Duplication was probably less likely than impersonation as respondents had to provide contact information and an address in order to receive their respondent payment checks and duplicate addresses would have been discovered.

A number of issues may have affected respondents' decision to cooperate. Recruiting respondents to an Internet panel is harder than recruiting respondents to a single survey, and the study must be seen in this context. Words such as "referral code" added to the complexity of a questionnaire and also increased respondents' burden. Further, asking respondents to list their friends added another step to the recruiting process. While this was needed to choose friends at random, each step increases respondents' burden and this may have contributed to the outcome.

RDS recruiting into an Internet panel also needs to be seen through the opportunity that the ALP affords. The ALP is a well-established open-access Internet panel. Open access implies that surveys cover a wide variety of topics. Survey length varies but is typically of the order of \(15-30\) minutes. Survey frequency also varies; \(1-2\) surveys a month is typical. Respondents are surely motivated by the payments structure (US \(\$ 20\) for every 30 minutes of interview time). Relatively well-paid long-term panel members should contribute to successful recruitment in at least the first wave. The drop-off observed after the first wave for arm 5 (recruiter and recruit payment) might be explained by whether the recruiter is a long term panel member. Wave 0 (seed) recruiters were long-term panel members, whereas Wave 1 recruiters were not.

Finally, encouraged by an anonymous referee, we provide recommendations for the implementation of Internet RDS studies. First, experiment as much as possible. Likely fine tuning is required. Second, automate the recruiting process as much as possible; this will help to get back to potential recruits as soon as possible. Third, select seeds with great care to encourage recruiting. Fourth, allow self-selection of friends. While this is less than desirable, it is a strategy that can be used for pragmatic reasons in order to avoid the recruiting chains dying out. Fifth, for a general population, choose a high incentive/ payment. Sixth, if necessary consider letting respondents invite more friends. One study (Bauermeister et al. 2012) increased the number of friends to ten. To control costs this study paid only for the first five friends who respond. Alternatively, one can argue paying for the last five friends who respond is preferable because it motivates the recruiter to get all invited friends to participate - but whether this works in practice requires empirical study. Again, this is a pragmatic suggestion where necessary and not our first choice.

\section*{Appendix}

\section*{1) Numerical Question}
"How many close friends or family members would you say you have? By close, we mean friends or family members you talk to or write to (via letter, email, text message,

Facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States."

\section*{2) Friends question}
"Please list all the close friends or family members you see, talk to or write to (via letter, email, text message, Facebook, etc.) regularly. Please do not include people who live in your household. Please only consider people 18 years or older who live in the United States. You only need to provide their first name, nickname or initials."
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\begin{abstract}
Many longitudinal and follow-up studies face a common challenge: locating study participants. This study examines the extent to which a geographically dispersed subsample of participants can be relocated after 37 to 51 years of noncontact. Relying mostly on commercially available databases and administrative records, the 2011-12 Project Talent Follow-up Pilot Study (PTPS12) located nearly 85 percent of the original sample members, many of whom had not participated in the study since 1960. This study uses data collected in the base year to examine which subpopulations were the hardest to find after this extended hiatus. The results indicate that females were located at significantly lower rates than males. As expected, sample members with lower cognitive abilities were among the hardest-to-reach subpopulations. We next evaluate the extent to which biases introduced during the tracking phase can be minimized by using the multivariate chi-square automatic interaction detection (CHAID) technique to calculate tracking loss adjustments. Unlike a 1995 study that found that these adjustments reduced statistical biases among its sample of located females, our results suggest that statistical adjustments were not as effective in PTPS12, where many participants had not been contacted in nearly 50 years and the tracking rates varied so greatly across subgroups.
\end{abstract}
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\section*{1. Introduction}

While most longitudinal studies, sometimes also called panel or follow-up studies, are prospectively planned and have a definitive end date, there has been a recent resurgence in reconstituting "dormant" longitudinal or even cross-sectional studies (e.g., Haggerty et al. 2008; Hampson et al. 2001; Hauser 2005; Kimmel and Miller 2008; Ortiz and Godinez Ballon 2007). One reason for this resurgence is the higher costs associated with conducting new longitudinal studies relative to repurposing or continuing preexisting ones. Recent advances in technology provide relatively inexpensive methods for relocating sample
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members after an unplanned length of noncontact. These advances - which include the compilation of information into low-cost commercial databases - have led social scientists to consider how existing data sources and samples can be reutilized. Researchers use these studies to broaden their understanding of complex causal relationships and social phenomena throughout the life span.

The feasibility of reconstituting a study lies first and foremost in the successful location (or relocation, tracing, or tracking; these terms are used interchangeably) of study sample members. It becomes particularly difficult to relocate such persons after a long period of noncontact. Successful location depends on several factors, such as the length of time since last contact, the amount of information available to locate sample members, and the budget and resources available for locating activities.

In addition, individual characteristics are known to affect tracking success. Age, lifestyle, socioeconomic status (SES), employment situation, family circumstances, geographic region, and urbanicity (i.e., urban, rural, suburban) play a role in a person's mobility and as a result can affect how difficult it is to locate someone after a long period of noncontact. Other behaviors and characteristics affect the extent to which individuals are "politically, socially, or economically engaged in their new community" (Couper and Ofstedal 2009, p. 187). Lower levels of engagement decrease the likelihood that individuals will be accessible through the lower-cost commercial databases. (See Becker et al. 2012 for a discussion of contemporary low-cost and high-cost tracking databases and methods.)

These systematic differences are problematic for two reasons. First, studies with high proportions of hard-to-find individuals must be prepared to devote more time, effort, and resources to tracking activities. Second, and perhaps more problematic, is the type of bias that results when the individual behaviors and characteristics correlated with tracking propensity are also correlated with the outcomes of interest.

This article contributes to the limited but growing research on locating study sample members after a long period of noncontact (e.g., Call et al. 1982; Clarridge et al. 1978; Haggerty et al. 2008; Hampson et al. 2001; Hauser 2005; Kimmel and Miller 2008; Masson et al. 2013; Meehan et al. 2009; Ortiz and Godinez Ballon 2007; Strawn et al. 2007) by evaluating the use of widely available and used locating methods. Specifically, this study used commercial databases, which consolidate information from a variety of sources such as credit histories, voting records, property records, and voluntary registries such as the National Change of Address Register, to locate sample members. Because of the tracking methods employed, the results of this study are of practical use to a wide variety of other studies - large or small, national or regional, longitudinal or cross-sectional.

This article focuses specifically on locating the original participants of a study conducted in the United States (U.S.). Though not necessarily different from the mobility rates and frequencies for residents of other countries, the combination of Americans' geographic dispersion and mobility makes them difficult to locate in general, and particularly difficult to locate after a long period of time. If anything, this study presents a worst-case scenario for applying scalable tracking methods to other longitudinal studies worldwide. The U.S. lacks population registers common in Scandinavia and spans a large geographic area. Americans are relatively mobile. According to a recent report by the
U.S. Census Bureau (Ren 2011) approximately 50 percent of American residents age 55 and older resided in a state other than their state of birth in 2010, and data from the 2011 American Community Survey suggest that U.S. residents move as many as eleven times in a lifetime, with the majority of moves occurring between the ages of 18 and 45.

\section*{2. Background}

Published research on locating survey sample members after a long period of noncontact is limited, but not new. The Wisconsin Longitudinal Study (WLS) was one of the first surveys that attempted to do so. In 1975, researchers used information from printed telephone directories, high schools, post offices, military locator services, employers/licensing associations, college alumni associations, parents, neighbors, siblings, and high school classmates to successfully locate 97 percent of a 10,317-person subsample of the original sample. The sample members, all around 35 years of age, had not been contacted in 10 to 17 years (Hauser 2005). Most sample members were located through their parents. WLS's next locating effort, conducted in 1992, used the then newly developed technologies of CD-ROM-based telephone and address directories, online credit agency databases, and high school reunion booklets to locate respondents, as well as their parents, siblings, classmates, and neighbors. Again, the effort achieved a 97 percent location rate (Hauser 2005).

Beginning in 1998, Hampson et al. (2001) sought to find and recontact nearly 2,000 sample members last surveyed in elementary school during the years 1959 through 1967 with no contact in the intervening 32 to 40 years. Moreover, the study was not originally designed as a longitudinal study. Relying on the limited baseline participant information that was available, Hampson and colleagues located 75 percent of sample members by searching through printed and CD-ROM-based telephone and address directories, newspaper announcements of sample member milestone events (e.g., weddings, children's births), high school websites, Department of Education records, and Internet databases, to name a few.

Similarly, after 35 years of noncontact, the Mexican American Study Project located 79 percent of its original 1,000-plus household sample members between 18 and over 50 years old last contacted in 1965 and 1966 (Ortiz and Godinez Ballon 2007). The Mexican American Study Project also was not planned as a longitudinal study. Like Hampson and colleagues, Ortiz and Ballon employed a mix of old and new locating strategies, including manual searches of printed telephone directories and public records and computerized searches of "people-finder" databases, property and voter registration records, and the Internet database Missing Links (one of the first such people-finder databases on the Internet).

Each of these studies included relatively homogeneous samples in specific places with limited geographic dispersion, which can make tracking participants both easier and more cost efficient. The WLS was a study of twelfth graders attending high school in Wisconsin in 1957. The Hampson et al. (2001) relocating effort was limited to persons who were initially assessed as elementary students attending school on one of two Hawaiian Islands. Ortiz and Godinez Ballon (2007) focused on finding Mexican Americans in Los Angeles, California, and San Antonio, Texas.

As summarized by Calderwood (2012), studies such as these have two advantages over studies that attempt to recontact sample members of large-scale, national studies. First, they can make better use of social networks of friends, siblings, and neighbors, because there is a greater likelihood that those individuals will also be in the study. Second, greater geographic specificity means it is more feasible to use "localized" methods. By contacting local post offices, governmental offices, and other community groups, these studies have greater success in locating and promoting continued study participation.

Though some national studies have attempted to locate sample members after a long hiatus, only a few have published comprehensive, empirical information about the results of their efforts (see Couper and Ofstedal 2009). After over ten years of noncontact, the Longitudinal Study of American Youth (LSAY) located nearly 94 percent of a nationally representative sample of persons aged 32 to 35 who were first contacted when in seventh or 10th grade in 1987 (Kimmel and Miller 2008). The Midlife Development in the United States (MIDUS) study began in 1995 with over 7,000 individuals aged 25 to 74 in the U.S. In 2004-06, staff located approximately 90 percent of its sample members (Ryff et al. 2006). The Longitudinal Study of Adult Learning (LSAL) tracked on average 90 percent of its participants when the lag between interviews was one year (Waves 1 through 3); tracking rates dropped to 86 to 87 percent when the lag between contact was extended to two years in Waves 4 and 5 (Strawn et al. 2007). The National Longitudinal Study of Adolescent Health (Add Health) began in 1994 as a longitudinal study of adolescents aged 11 to 18 . The study located 87 percent of the original sample in the unplanned third wave of data collection. Participants had not been contacted in 5 to 8 years. The study improved its locating rate to 92 percent in the fourth wave six years later. Meehan et al. (2009) attributed this improvement to both the reduced mobility of the sample members - who were between 24 and 32 years of age at Wave 4 - as well as improvements in tracking planning and implementation.

As noted by Couper and Ofstedal (2009), few studies have explored the factors that affect location propensity or have used multivariate approaches to model the tracking process. Most studies on attrition in longitudinal studies have focused on total attrition - the loss of sample members owing to both nonlocation and nonresponse. Only a few have disentangled nonlocation from noncooperation (e.g., Cotter et al. 2002; Hauser 2005; Radler and Ryff 2010). Across these studies, there are very few commonalities in the populations under study, study designs, length of time between waves, variables available for analysis, and analytical approaches. What have we learned? Certain subgroups are more difficult and expensive to find because they require more complex tracking steps: females, minorities, and individuals with lower educational attainment, higher rates of financial instability, and criminal behavior or substance abuse (Andresen et al. 2008; Cotter et al. 2005; Cottler et al. 1996; Haggerty et al. 2008; Iannacchione 2003; Jessor and Jessor 1977; Passetti et al. 2000; Ribisl et al. 1996; Stouthamer-Loeber and van Kammen 1995).

Our review found only one study (Iannacchione 2003) that researched statistical methods for reducing tracking-related biases. Using the National Health Interview Survey (NHIS), Iannacchione used sequential logistic regression models to first explore the factors related to location propensity and next compute tracking-related weighting adjustments. The NHIS wave under examination had a locating rate of 95 percent. The study found that these adjustments ultimately preserved the "location-adjusted weighted
means" among females in the study. However, we do not know if this method could be applied as effectively to studies with a lower locating rates, because they may be unable to locate a sufficient number of key groups to allow for weighting adjustments or do not have the data to allow for such adjustments.

This study contributes to the existing research on locating sample members after a long period of noncontact. It extends what is currently known by examining a longer period of noncontact - 37 to 51 years - and by investigating the effectiveness of applying a weighted adjustment to minimize tracking-related biases in such a study. Three research questions are addressed:
1. To what extent can geographically dispersed sample members of a national study be located after a very long hiatus using tracking methods that rely primarily on lowercost commercial databases?
2. Using relatively low-cost methods to locate sample members after a lengthy hiatus, which subpopulations are the hardest to find?
3. To what extent can biases introduced through tracking failure be minimized by employing statistical tracking-loss adjustments?

\section*{3. Study Design and Methods}

\subsection*{3.1. Sample and Dataset}

We review findings from a 2011-12 follow-up of a subsample of participants of the Project Talent longitudinal study, which began as a nationally representative sample of high school students in 1960. After three rounds of data collection, the study went on hiatus in 1974. In 2011, researchers with the American Institutes for Research (AIR), the University of Michigan's Survey Research Center (SRC), and the University of Michigan's Health and Retirement Study (HRS) began planning a follow-up study of the original Project Talent participants.

The large-scale pilot test was designed to gauge the feasibility of locating and persuading participants of the original 1960 study to participate in a follow-up 50 years after the initial base-year survey. A subsample of 4,879 participants was randomly selected from a ten percent random subsample of the original 1960 schools. This two-stage sample design eased the operational burden of cleaning contact information that was originally captured by some of the earliest optical scanning machines developed in the 1960s and 1970s. In addition, the sample design allowed for the possibility of using schools and classmates, who began holding their 50 -year class reunions in 2010, to locate sampled individuals. Most individuals sampled for the 2011-12 Project Talent Follow-up Pilot Study (PTPS12) were between 67 and 70 years old when tracking activities began.

\subsection*{3.2. Study Design and Tracking Methods}

The follow-up began in June 2011 with a tracking phase. Information available in the Project Talent historical records was used to identify sample members' most recent addresses. These records contain much of the information needed for locating activities, though most of it is outdated: first, middle, and last names as of 1960; updated names and
addresses through 1978; date of birth; and 1960 school name and location. The records also include Social Security Numbers (SSNs), which were collected in the year 1 and 5 follow-ups and are available for approximately 50 percent of Project Talent sample members. In addition, AIR began compiling more current contact information through outreach activities - including attendance of class reunions and participant registration through the Project Talent Website (http://projecttalent.org) - in 2010. Contact information collected through these outreach efforts was available for approximately five percent of sampled individuals at the start of the tracking phase.

The pilot study used a tiered approach for its retrospective tracking activities - an approach used by large-scale, national longitudinal studies such as Add Health and the Beginning Postsecondary Students Longitudinal Study (BPS) (see Meehan et al. 2009 and Wine et al. 2011, respectively). Two tracking methods were used to locate pilot study sample members: batch tracking and interactive tracking. Batch tracking refers to automated processes in which tracking vendors use client-provided inputs (e.g., first name, last name, date of birth) and hard logic algorithms to identify potential matches across multiple databases and return current contact information for those matches. Because these services process numerous cases at one time, they provide researchers with relatively quick access to address confirmations or updates at a low per-case cost and low operational burden. However, cases not matched in batch tracking will require additional effort before they can be located.

This pilot study used commercially available batch tracking services provided by LexisNexis to obtain recent telephone numbers, addresses, and vital status information on every sample member. Given the age of the target population, an important part of the tracking activities involved determining a person's vital status. Thus, the PTPS12 batch-tracking protocol ascertained sample members' vital status by also matching cases to the Social Security Administration's Death Master File (DMF) and the National Center for Health Statistics' National Death Index (NDI), which at the time of this study contained U.S. death record information for the years 1979 through 2009. Cases not located through batch tracking were sent to interactive tracking, where a trained staff member in SRC's centralized data collection unit reviewed each case on an individual basis and took a variety of steps to locate the sample 1 member using both free and proprietary web-based databases. SRC also carried out telephone verification for a small group of cases for which multiple recent addresses were found, conflicting information was received, or there was uncertainty that the correct person was located. Given the additional labor and costs associated with interactive tracking, only those cases not located through batch tracking were followed up using this method.

Finally, contact information obtained passively through ongoing, study-wide outreach activities was utilized as necessary. The ongoing outreach activities (which included attending or sending information to 50 -year class reunions, sending press releases to local media outlets, and developing a participant registration page on the study's website) were not part of the formal pilot study tracking protocols and were completely independent of the PTPS12 batch and interactive tracking efforts. This approach relies largely on voluntary submission or active engagement on the part of the sample member. However, the pilot study made use of the information collected through the outreach activities, particularly where it allowed for contact with otherwise unlocated sample members. The tracking activities employed for the pilot study are summarized in Table 1.
Table 1. 2011-12 Project Talent Follow-up Pilot Study (PTPS12) tracking activities
\begin{tabular}{llll}
\hline & & \multicolumn{1}{c}{ Information collected (source) } \\
Tracking activity & Pilot test sample & Vital status & Addresses and/or telephones \\
\hline Batch tracking & All pilot sample members & \begin{tabular}{c} 
LexisNexis; Death Master File; \\
National Death Index
\end{tabular} & \begin{tabular}{c} 
LexisNexis; National Change of \\
Address registry
\end{tabular} \\
Interactive tracking & \begin{tabular}{c} 
Pilot sample members not \\
found in batch tracking
\end{tabular} & \begin{tabular}{c} 
Consolidated, proprietary tracking databases; web searches; telephone \\
verification of participant identity and/or address
\end{tabular} \\
Informal tracking & Nontargeted & Class lists, contacts & \begin{tabular}{c} 
Reunions, class lists, web \\
sign-ups, requests for 1960 \\
test scores, contacts
\end{tabular} \\
\hline
\end{tabular}

\subsection*{3.3. Measures and Analysis Methods}

The present article appraises the success of the tiered approach and lower-cost tracking methods used in PTPS12, which could be applied to other studies in the U.S. and elsewhere. Research question 1 uses this pilot study to assess the extent to which members of a geographically dispersed sample can be located after a very long hiatus. Based on the results from previous small-scale feasibility studies conducted for Project Talent, we expected that the tracking phase would identify twelve percent of the pilot sample as deceased and locate addresses for 74 percent of the pilot sample, for a combined tracking rate of 86 percent.

Research question 2 considers which subpopulations are the hardest to find. Because data collected in the base year (1960) were available for all cases sampled for PTPS12, base-year data were used to examine the characteristics associated with tracking success, which is defined as the identification of a sample member's current address or vital status. Previous studies of nonresponse in Project Talent follow-ups have shown that sample members in certain subgroups - particularly those in the lower quintiles for cognitive ability and family SES relative to their peers, as well as minorities and students attending high-minority schools - were less likely to have participated in at least one of the followups, when key information like SSNs and name changes would have been captured (Flanagan and Cooley 1966; Orr 1963; Rossi et al. 1976). Therefore, these variables are not only indicators of subgroups who may be systematically more difficult to locate simply because the records contain less information for tracking, but are also associated with individual characteristics (e.g., educational attainment, financial instability) known from other studies to be related to lower tracking propensities. We hypothesized that the same subgroups would be difficult to locate in 2011. In addition, other studies on aging (e.g., Gale et al. 2012; Anstey et al. 2001; Ritchie and Bates 2013; Wilson et al. 2009; and Crowe et al. 2013) have shown that early life health, SES, personality, and cognitive indicators are often correlated with key aging outcomes, such as health, cognitive function, and well-being. Therefore, these variables provide good indicators of potential biases in survey estimates that may be introduced during the tracking phase of the present study.

The analyses focused on 17 measures of sample characteristics, including sex, family SES, academic performance, cognitive aptitude, three measures of early life health (health in past three years; health in first ten years; number of days sick in bed in past year), and ten measures of personality (sociability; social sensitivity; impulsiveness; vigor; calmness; tidiness; culture; leadership; self-confidence; and mature personality). The SES measure reflects students' reporting and perceptions of their family environment (e.g., number of books in home, number of rooms in home, student-reported financial well-being). Cognitive aptitude was measured using the general academic aptitude variable, a weighted composite that combines results from three informational tests (mathematics and vocabulary I and II) and six cognitive aptitude/ability tests (English, reading comprehension, creativity, abstract reasoning, and mathematics I and II). For more information on these and other measures, see Wise et al. (1979).

One shortcoming of this dataset is that individual measures of race/ethnicity were not captured in the baseline data collection in 1960. In lieu of individual measures, we included a categorical school-level measure reflecting the minority composition of each
sample member's 1960 school. Given that individual mobility and the stability of social networks over time vary by environmental factors, we also included four control variables reflecting 1960 school and regional attributes: population size of the surrounding community in 1960, Census region, school type (i.e., private versus public), and building type (junior high school versus senior high school). We also included a categorical measure of the 1960 grade cohort to control for the inherent selection bias related to school attrition, as well as to the length of time between the 1960 collection and subsequent follow-ups, which varied by grade cohort. We expected to find that even after controlling for individual characteristics such as sex, family SES, and school attributes, individuals with lower cognitive scores relative to their peers would be more difficult to find. We also anticipated that individuals with certain personality characteristics (e.g., those who were less mature, more impulsive, and less calm) when measured as adolescents would be more mobile and also less tied to local communities and therefore more difficult to locate.

Finally, research question 3 investigates the extent to which nonresponse adjustment techniques can be used and applied separately to the tracking phase to reduce attrition biases introduced solely as a result of tracking loss. A multivariate chi-square automatic interaction detection (CHAID) technique (see Kass 1980), the same method used by Iannacchione (2003), was used to calculate the tracking adjustment weighting classes. The CHAID algorithm was used to identify the variables that were the most significant predictors of being located (the dependent variable) by calculating the chi-square measure of association between the dependent and each independent variable and then using this information to successively partition the sample into subsets that are homogeneous in terms of tracking status. The predictor variable with the highest significance level for the chi-square test was used to split the sample into groups. This process was repeated for each of the predictor variables until there were no further logical splits or until there were too few observations for further splitting. The result is a tree-like structure that groups observations in the dataset into cells (or nodes) that have the greatest discrimination with respect to response status. For the purpose of this CHAID analysis, only variables having a Bonferroni-adjusted \(p\) value of less than or equal to .05 were eligible for segmentation and cells were required to have at least 50 observations. The last partitions define the tracking adjustment weighting cells to calculate the tracking adjustment factor given by each weighting cell ( \(i\) ):
\[
T A F_{i}=\frac{W L C_{i}+W N L C_{i}}{W L C_{i}}
\]
where
The tracking adjustment factor ( \(T A F_{i}\) ) is the weighted ratio of the total sampled individuals to the total located individuals for cell \(i\), and
The weighted located count \(\left(W L C_{i}\right)\) is the base-weighted located count for cell \(i\) and the weighted nonlocated count \(\left(W N L C_{i}\right)\) is the base-weighted not located count for cell \(i\).

The final tracking adjusted weight is the product of the TAF and the PTPS12 base weight. The base weight is the product of the student-level 1960 Project Talent base weight and the probability of selection for the PTPS12 sample.

The CHAID algorithm used the same candidate variables used as predictor and control variables in the logistic regression analysis. In addition, the CHAID algorithm included four additional categorical variables that were either of substantive interest to the study or were believed to be related to location propensity: 1960 school size, proximity to largest cities as of the 1950 census, 1960 self-reported number of doctor visits in the past year, and a flag indicating if an SSN was provided in one of the previous Project Talent follow-ups.

\section*{4. Results}

\subsection*{4.1. Tracking Rates}

At the end of the tracking phase, the project team had identified 14.7 percent of the pilot sample members as deceased and found updated address information for 71.5 percent of the pilot sample members - yielding an initial locating rate of 86.2 percent. These rates are in line with the expected locating rates for this study. The initial locating rate is nearly ten percentage points higher than the locating rates reported by Hampson et al. (2001) and Ortiz and Godinez Ballon (2007), who faced a similar challenge of locating participants after an extended hiatus but with little geographic dispersion. However, this locating rate is between three and nine percentage points lower than those reported by LSAY, MIDUS, LSAL, and Add Health, which used similar tracking methods, but with only two to ten years of elapsed time since the last contact.

Approximately 71 percent of sample members were located at the batch-tracking stage: about 87 percent of all decedents and 82 percent of all located, presumed living sample members were found at this tracking stage. Interactive tracking increased the overall tracking rate by nearly 14 percentage points. Fewer than two percent of all cases were located through other means (e.g., outreach activities), or had multiple tracking sources and could not be categorized.

Survey materials were mailed to all presumed surviving cases for whom an address was found ( \(n=3,462\) ). To evaluate the accuracy of the address information obtained during the tracking phase, we measured the extent to which we were able to verify that the correct person was located for the 3,462 mailing cases. A case was considered to be verified if the name, school, and date of birth collected for a located individual as part of the tracking and data collection activities matched the corresponding information available in the study's historical files. About 71 percent of the contacted individuals either returned a survey or were verified to be the correct person through some type of direct contact logged in the Project Talent participant database. Only about two percent of the mailing cases were classified as erroneous matches because there was some indication that tracking had obtained either the wrong address (e.g., an outdated address) or had located the wrong person, and interviewers were unable to find the correct address during the data collection period. About one percent of the mailed cases were later identified as deceased. The analysis was unable to verify that the correct person was located for the remaining 26 percent of the mailing cases. At the end of data collection (and after these changes had been accounted for), 84.8 percent of the sample had been located: 15.5 percent as deceased, 50.3 percent as located with an address and verified, and 19.0 percent as located with an address and not verified. About 15.2 percent of the sample was not located.

\subsection*{4.2. Identification of Hard-to-Find Subpopulations}

We used a multivariate logistic regression model to compare the individuals who were not located ( 15.2 percent) to those who were located ( 84.8 percent) on a subset of variables available from the 1960 baseline data collection. As shown in Table 2 below, 22 predictor and control variables - covering student characteristics, cognitive aptitude and personality, as well as school and regional attributes - were used in the analysis. All continuous measures were categorized into quintiles. Those in the middle three quintiles were combined and used as the referent group in the logistic regression.

Analyses of tracking propensity consistently showed that sex was the single biggest predictor of tracking success, such that male respondents were 3.6 times more likely to be located than females. This is partially due to the substantial number of sampled females with no SSN and no new (e.g., married) last name in the historical records ( 39.0 percent of all sampled females). Because \(\operatorname{SSN}\) is a unique identifier that rarely changes over the course of a person's life, it is particularly helpful for locating people whose names have changed. For example, locating rates for females with an SSN or married name available were comparable to those for males (males: 92.0 percent; females with SSN or married name: 94.3 percent), whereas the average locating rate for females for whom no SSN or married name were available was 52.7 percent.

Differences like this could suggest that the mechanisms underlying locating propensity operate differently for males and females. This is due in part or in whole to name changes. For example, certain types of females may have been more likely to get married right after high school. Name changes, as well as the increased likelihood of housing and banking records being in their partners' names rather than their own, make tracking these females successively more difficult relative to males or females who did not get married or change their names shortly after high school. Males are generally easier to find regardless of their marital status or age at first marriage, because by comparison men rarely change their names.

To investigate this further, we analyzed males and females separately. Such an approach can be used to answer the following question: Within a given subpopulation (i.e., males or females), what characteristics are associated with tracking failure? To control for the unobserved heterogeneity across models, we report the predicted probabilities obtained from the separate logistic regression models (see Mood 2010). Table 2 presents the predicted probabilities and \(p\) values for the significant results from the multivariate analyses of tracking failure for males and females separately (complete results are reported in the Appendix).

For males, the analysis indicated that the parameters associated with six of the 22 variables examined were significantly associated with tracking propensity ( \(p<.05\) for the Wald chi-square test for parameters): 1960 family SES, percent minority for the school attended in 1960, general academic aptitude, and three personality measures (impulsivity, tidiness, and leadership). We confirmed our suspicion that males scoring in the top quintile for the impulsivity measure were harder to locate than those scoring in the middle quintiles. The regression showed that we were also less likely to locate males who scored in the bottom quintiles for tidiness and leadership (relative to those in the middle or top quintiles). The predicted probabilities were highest for males who attended a school in which minorities
Table 2. Predicted probability estimates of tracking failure for significant predictors from multivariate logistic regression model, by selected 1960 variables
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected characteristics (1960)} & \multicolumn{2}{|l|}{Males} & \multicolumn{2}{|l|}{Females} \\
\hline & Predicted probability & \(p\) value & Predicted probability & \(p\) value \\
\hline Grade in 1960: 9th/10th vs. 11th/12th grade & 0.80 & . 0877 & 0.81 & . 0005 \\
\hline Family SES: Bottom quintile vs. higher quintiles & 0.80 & . 0256 & 0.81 & . 0052 \\
\hline \begin{tabular}{l}
General academic aptitude: \\
Bottom quintile vs. middle quintiles
\end{tabular} & 0.82 & . 0435 & 0.86 & <. 0001 \\
\hline \begin{tabular}{l}
General academic aptitude: \\
Top quintile vs. middle quintiles
\end{tabular} & 0.66 & . 1562 & 0.62 & . 0002 \\
\hline Sociability: Bottom quintile vs. middle quintiles & 0.73 & . 9219 & 0.79 & . 0477 \\
\hline Impulsivity: Bottom quintile vs. middle quintiles & 0.82 & . 0179 & 0.72 & . 4671 \\
\hline Tidiness: Bottom quintile vs. middle quintiles & 0.84 & . 0096 & 0.75 & . 5564 \\
\hline Leadership: Bottom quintile vs. middle quintiles & 0.75 & . 0383 & 0.75 & . 5058 \\
\hline Self-confidence: Bottom quintile vs. all higher quintiles \({ }^{1}\) & 0.67 & . 1576 & 0.68 & . 0266 \\
\hline Percent minority in school: \((50-79 \%)\) vs. \(0-49 \%\) & 0.95 & . 0465 & 0.63 & . 0585 \\
\hline Census region: Mid-Atlantic, South Atlantic, or Mountain regions vs. all other regions & 0.78 & . 1794 & 0.79 & . 0153 \\
\hline \begin{tabular}{l}
Population size of surrounding community: \\
Under 5,000 vs. 1.5 million or more
\end{tabular} & 0.69 & . 6683 & 0.64 & . 0384 \\
\hline Population size of surrounding community: \(5,000-249,999\) vs. 1.5 million or more & 0.83 & . 2874 & 0.64 & . 0170 \\
\hline Population size of surrounding community: 250,000 vs. 1.49 million or more & 0.89 & . 0951 & 0.63 & . 0192 \\
\hline
\end{tabular}
\({ }^{1}\) The parameter estimates indicated that those in the bottom and top quintiles for the psychological measure of self-confidence were tracked at higher rates than were those in the middle three quintiles, although the difference was only significant for those in the bottom quintile.
Note: Only significant results are reported from the multivariate logistic regression. Regression models were run separately for males and females. In addition, the models included the following categorical measures: health in past three years; health in first ten years; number days sick in bed in past year; class rank; personality (creativity, social sensitivity, vigor, calmness, culture, mature personality); school type and building type (junior high school or senior high school).
made up \(50-79\) percent of the student body. It is interesting to note that the predicted probabilities of tracking failure for males attending high-minority schools ( \(80-100\) percent of the school body) were lower than the predicted probabilities for those attending schools where minorities constituted 50-79 percent of the student body, and that there was no significant difference in tracking propensity for males attending high-minority schools relative to males who attended a school with \(0-49\) percent minorities ( \(p=.11\) ). We also confirmed that even after controlling for other individual characteristics, males with lower cognitive scores relative to their peers would be more difficult to find. As Table 2 shows, we were significantly less likely to locate males scoring in the bottom quintile for the composite measures of general academic aptitude (relative to those in the middle or top quintiles).

As expected, the patterns associated with tracking failure were quite different for females, with one notable similarity. Consistent with the findings for males and our expectations, we were significantly less likely to locate females scoring in the bottom quintile for the composite measure of general academic aptitude (relative to those in the middle or top quintiles). In addition, there were significant differences in tracking propensity for parameters associated with grade cohort in 1960, family SES quintile, and self-confidence as well as Census region and population size of the surrounding community for the school attended in 1960. The tracking efforts employed for this pilot study were significantly less likely to locate females from the 9th- or 10th-grade cohorts or those in the bottom quintile for the family SES measure. Finally, the analysis suggested that there was a U-shaped relationship between self-confidence and tracking propensity, such that those in the bottom and top quintiles of the self-confidence measure were tracked at higher rates relative to those in the middle three quintiles. However, the difference was only significant for those in the bottom quintile.

There were also significant regional differences. We were significantly less likely to locate females who attended schools in very large urban communities. Tracking propensities for those in the Mid-Atlantic, South Atlantic, or Mountain regions in 1960 were also lower relative to females from other regions.

\subsection*{4.3. Implementation of Tracking-loss Adjustments}

To assess the extent to which biases introduced through tracking failure can be minimized by employing tracking-loss adjustments, we first created a tracking-loss adjustment using the CHAID algorithm. We then computed the weighted estimates and percent relative bias before and after the tracking loss adjustment and compared the estimates for a selected subset of the base-year variables available for all of the cases sampled for the pilot study. The percent relative bias is the estimated bias divided by the estimates produced after the analysis is restricted to include only those who were located. We also computed the estimated bias, which is the difference between all those who were sampled for PTPS12 and the subset that were located. A t-test was used to determine whether these differences were statistically significant. Estimates from PTPS12 sample that are significantly different ( \(p<.05\) ) from those located in PTPS12 estimate suggest that a potential for tracking bias may be present.

Table 3 shows the results for five of the 41 variables selected for this analysis. The nontracking adjustment was able to reduce the significant tracking loss bias for the
estimated proportion of individuals whose family SES in 1960 was in the bottom quintile, but not for the estimated proportion of individuals who had missing data for this variable. The adjustment reduced the tracking loss bias for the variables measuring health until age ten, general academic aptitude, and impulsivity; however, the t-tests indicate that even after this adjustment, these estimates remain significantly biased.

\section*{5. Discussion}

The Project Talent pilot study was used to evaluate the use of relatively low-cost methods to locate and obtain cooperation from a large, national follow-up of longitudinal study sample members after an extended hiatus. Though the age of the target population and the extended hiatus of 37 to 51 years may limit the generalizability of these results to other studies, the study offered a unique opportunity to explore correlates related to tracking success. In addition, we were able to use the base-year measures to examine the use of statistical adjustments of tracking-related biases.

This study confirmed our expectations that even without expensive in-person tracking activities we would be able to locate a relatively high proportion of sample members ( 85 percent). As might be expected, the tracking rate for this study was slightly lower than those obtained in similar studies of less geographically dispersed sample members, which are able to apply more localized tracking methods (e.g., Hampson et al. 2001; Ortiz and Godinez Ballon 2007), as well as those obtained in large, national studies using similar tracking methods, but with shorter periods of noncontact (e.g., LSAY, MIDUS, LSAL, and Add Health). AIR recently applied the same tiered tracking protocol used in this study to a geographically dispersed group of minorities who participated in an aquatic science program as undergraduate and graduate students between 1990 and 2011. Though many of the participants had not been involved with the program in as many as 22 years, 93.4 percent were located (Sandoval and Stone 2013).

However, the results presented here suggest that even with relatively high tracking rates, certain subpopulations may be systematically harder to find (research question 2). We confirmed that even after controlling for individual characteristics such as sex, family SES, and school attributes, individuals with lower cognitive scores relative to their peers would be more difficult to find and that certain personality characteristics are associated with higher rates of tracking failure. Our findings suggest that males who scored low on the tidiness measure in 1960 tend to be harder to find - perhaps because these males are less likely to update their addresses with creditors, voluntary registers, or other databases after moves or to engage in other behaviors that may leave traces to their new address and make them easier to locate.

Contrary to our expectations, this study also found that males who scored lower on the impulsivity measure (i.e., those who were less impulsive) were actually harder to locate than those who scored in the middle quintiles. We are not sure why this may be, but one explanation could be that less impulsive males exhibit more deliberate purchasing behavior (e.g., saving and then purchasing), particularly when purchasing expensive items such as cars or electronics. As a result, these less impulsive males may be less likely to open lines of credit, and hence will have less information in consolidated tracking databases.
Table 3. Comparison of base weighted estimates for the pilot study population and population located during the tracking phase for the \(2011-12\) Project Talent Follow-up Pilot Study, before and after nontracking weighting adjustments, for key sample characteristics measured in 1960
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected sample characteristics (1960)} & \multicolumn{4}{|l|}{Before nontracking adjustment (base weights only)} & \multicolumn{3}{|l|}{After nontracking adjustment and base weights} \\
\hline & Estimated percent for pilot sample \({ }^{1}\) & Estimated percent for located \({ }^{2}\) & Estimated bias & Percent relative bias & Estimated percent for located \({ }^{2}\) & Estimated bias & Percent relative bias \\
\hline \multicolumn{8}{|l|}{Sex (1960)} \\
\hline Male & 48.8 & 49.2 & 0.5 & 0.01 & 46.2 & \(-2.5\) & \(-0.05\) \\
\hline Female & 51.2 & 50.8 & \(-0.5\) & -0.01 & 53.8 & 2.5 & 0.05 \\
\hline \multicolumn{8}{|l|}{Family SES} \\
\hline Missing & 2.4 & 1.4 & \(-1.0\) & -0.72* & 1.4 & \(-0.9\) & - 0.66* \\
\hline Bottom 20\% & 19.6 & 15.0 & -4.6 & -0.31* & 15.7 & -3.9 & -0.25 \\
\hline Middle 60\% & 58.3 & 60.1 & 1.8 & 0.03 & 59.6 & 1.3 & 0.02 \\
\hline Top 20\% & 19.7 & 23.6 & 3.8 & 0.16 & 23.3 & 3.6 & 0.15 \\
\hline \multicolumn{8}{|l|}{Usual health before age ten} \\
\hline Missing & 9.2 & 6.0 & \(-3.2\) & -0.53* & 6.2 & \(-3.0\) & -0.47* \\
\hline Very poor or poor & 4.8 & 4.8 & 0.0 & -0.01 & 5.0 & 0.1 & 0.03 \\
\hline Good or average & 29.6 & 28.1 & \(-1.5\) & -0.05 & 28.1 & \(-1.5\) & \(-0.05\) \\
\hline Very good or excellent & 56.4 & 61.1 & 4.7 & 0.08* & 60.8 & 4.3 & 0.07* \\
\hline \multicolumn{8}{|l|}{General academic aptitude} \\
\hline Missing & 12.7 & 10.3 & \(-2.4\) & \(-0.23\) & 10.2 & \(-2.5\) & \(-0.24\) \\
\hline Q1 & 19.1 & 11.2 & -8.0 & -0.71* & 11.5 & -7.6 & -0.66* \\
\hline Q2 & 18.2 & 16.2 & \(-2.0\) & -0.12 & 16.7 & \(-1.5\) & -0.09 \\
\hline Q3 & 17.8 & 19.2 & 1.4 & 0.07 & 19.5 & 1.7 & 0.09 \\
\hline Q4 & 16.8 & 21.2 & 4.4 & 0.21* & 21.3 & 4.5 & 0.21* \\
\hline Q5 & 15.4 & 22.0 & 6.6 & 0.30* & 20.8 & 5.4 & 0.26* \\
\hline \multicolumn{8}{|l|}{Impulsivity} \\
\hline Missing & 1.2 & 0.6 & -0.6 & -0.94* & 0.6 & \(-0.6\) & -0.95* \\
\hline Q1 & 29.9 & 29.7 & \(-0.1\) & 0.00 & 29.5 & -0.4 & -0.01 \\
\hline Q2 & 15.7 & 16.0 & 0.3 & 0.02 & 16.2 & 0.5 & 0.03 \\
\hline Q3 & 22.7 & 22.7 & 0.1 & 0.00 & 23.0 & 0.4 & 0.02 \\
\hline
\end{tabular}
Table 3. Continued
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected sample characteristics (1960)} & \multicolumn{4}{|l|}{Before nontracking adjustment (base weights only)} & \multicolumn{3}{|l|}{After nontracking adjustment and base weights} \\
\hline & Estimated percent for pilot sample \({ }^{1}\) & Estimated percent for located \({ }^{2}\) & Estimated bias & Percent relative bias & Estimated percent for located \({ }^{2}\) & Estimated bias & Percent relative bias \\
\hline Q4 & 14.5 & 14.1 & \(-0.5\) & \(-0.03\) & 13.8 & -0.7 & \(-0.05\) \\
\hline Q5 & 16.0 & 16.8 & 0.8 & 0.05 & 16.8 & 0.8 & 0.05 \\
\hline \multicolumn{8}{|l|}{\({ }^{1}\) All cases sampled for the 2011-12 Project Talent Follow-up Pilot Study.} \\
\hline \multicolumn{8}{|l|}{Note: An asterisk (*) indicates where there is a statistically significant difference at the \(p=0.05\) level between the estimates for the full pilot study after the analysis is restricted to include only those who were located. The percent relative bias is the estimated bias divided by the estimates produced include only those who were located.} \\
\hline
\end{tabular}

Another unexpected finding was that among females, those scoring in the middle quintiles of the self-confidence measure were located at significantly lower rates relative to those scoring in the bottom quintile (those who were less self-confident). One possible explanation is that females who were less confident in high school were also less likely to relocate after completing high school. This reduced mobility would make them easier to find.

Regardless, these findings clearly support existing concerns that certain groups are located at disproportionately low rates that, if left uncorrected, could bias the survey results. For example, the pilot study was significantly less successful at locating females as well as males and females scoring in the bottom quintile of the cognitive measure of general academic aptitude. This is of particular concern because lower cognitive ability is also associated with different decision-making processes, different risk factors, and higher mortality rates. As a result, these individuals are often of particular interest for longitudinal studies that focus on health, financial, psychosocial, and general well-being outcomes throughout the life course.

Like Iannacchione (2003), we applied a tracking-loss adjustment to evaluate the extent to which such a statistical adjustment could be used to reduce biases introduced as a result of systematic differences in tracking propensity across subgroups (research question 3). The tracking weighting adjustment reduced, but did not remove, all significant biases. Our findings suggest that where differential tracking rates are expected to vary greatly across subgroups (e.g., where the amount and quality of information needed for tracking may be uneven across subgroups), studies attempting to locate individuals after a long hiatus should not rely solely on statistical adjustments to reduce and remove biases. Rather, researchers should identify the hardest-to-locate subgroups and use this information to develop a sample design and tracking protocol that can improve the representation and statistical efficiency of the resulting study. This could include the stratification of samples using variables that are expected to be correlated with tracking propensity and the outcomes of interest to ensure that a sufficient number of individuals from key subgroups will be located and can be used for tracking-loss adjustments.

Studies should also reflect on whether shifting study resources into the development and implementation of more extensive, tailored tracking protocols - methods that would simply be too costly to implement for the full sample - can be applied on a smaller scale for historically underlocated subgroups. For example, it seems likely that individuals with certain personality or cognitive characteristics may be more isolated or lead elusive lives that make them more difficult to locate using methods that rely on consolidated tracking databases. Tracking plans may want to include protocols for contacting local government offices (e.g., marriage bureaus or city halls), or even classmates and siblings, in order to find hard-to-find sample members. Such work would be most effective if implemented early in the tracking phase, as these individuals will likely take more time and resources (i.e., tracking steps) to locate. Longitudinal studies, including those that have been revived after an extended hiatus, should make good use of their existing data and consider using key measures and indicators to prioritize cases with lower tracking propensities to receive longer and more intensive tracking methods.
Appendix
Appendix. Percentage of persons not found during tracking and predicted probability estimates of tracking failure, from multivariate logistic regression model, by selected 1960 variables
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{4}{|l|}{Males} & \multicolumn{4}{|l|}{Females} \\
\hline Selected characteristics (1960) & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP \\
\hline
\end{tabular}
\begin{tabular}{cc}
\(0.81 * * *\) & \((0.76,0.86)\) \\
- & - \\
\(0.81^{* *}\) & \((0.75,0.86)\) \\
- & - \\
0.78 & \((0.61,0.98)\) \\
& \\
0.76 & \((0.65,0.9)\) \\
0.74 & \((0.69,0.79)\) \\
- & - \\
0.81 & \((0.61,0.99)\) \\
0.70 & \((0.63,0.8)\) \\
0.73 & \((0.69,0.78)\) \\
- & - \\
0.68 & \((0.57,0.91)\) \\
& \\
- & - \\
0.75 & \((0.69,0.81)\) \\
0.77 & \((0.72,0.84)\) \\
0.71 & \((0.57,0.96)\) \\
0.72 & \((0.66,0.78)\) \\
- & - \\
0.71 & \((0.66,0.76)\)
\end{tabular}


\((0.72,0.87)\)
-
\((0.72,0.88)\)
-
\((0.77,1.00)\)
\((0.61,0.97)\)
\((0.63,0.79)\)
-
\((0.63,1.00)\)
\((0.61,0.91)\)
\((0.63,0.77)\)
-
\((0.52,0.9)\)

-
\((0.64,0.78)\)
\((0.63,0.79)\)
\((0.53,0.9)\)
\((0.69,0.87)\)
-
\((0.66,0.85)\)



        Grade cohort
\(9-10\)
\(11-12\)
Socioeconomic status
Low SES
Not low SES
Missing
Health in last three years
Very poor or poor
Good or average
Very good or excellent
Missing
Health in first 10 years
Very poor or poor
Good or average
Very good or excellent
Missing
Number of days sick in bed
in past year
None
\(1-2\)
3 or more
Missing
Class rank
Bottom \(20 \%\)
Middle \(60 \%\)
Top \(20 \%\)
Appendix. Continued
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected characteristics
(1960)} & \multicolumn{4}{|l|}{Males} & \multicolumn{4}{|l|}{Females} \\
\hline & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP \\
\hline Missing & 98 & 12.2 & 0.62 & (0.54, 0.83) & 71 & 23.9 & 0.70 & (0.59, 0.88) \\
\hline \multicolumn{9}{|l|}{General academic aptitude} \\
\hline Bottom 20\% & 456 & 12.7 & 0.82* & (0.73, 0.91) & 407 & 35.4 & 0.86 & (0.79, 0.91) \\
\hline Middle 60\% & 1,206 & 7.2 & - & , & 1,358 & 21.2 & - & \\
\hline Top 20\% & 407 & 4.2 & 0.66 & (0.59, 0.76) & 444 & 11.5 & \(0.62^{* * *}\) & (0.59, 0.67) \\
\hline Missing & 308 & 9.4 & 0.76 & (0.66, 0.87) & 293 & 23.2 & 0.73 & (0.67, 0.80) \\
\hline \multicolumn{9}{|l|}{Sociability} \\
\hline Bottom 20\% & 778 & 9.0 & 0.73 & (0.67, 0.82) & 503 & 25.8 & 0.79* & (0.73, 0.85) \\
\hline Middle 60\% & 1,266 & 7.5 & - & & 1,381 & 21.4 & - & (0.73, 0.85\()\) \\
\hline Top 20\% & 297 & 6.7 & 0.76 & (0.66, 0.88) & 590 & 19.5 & 0.72 & (0.67, 0.77) \\
\hline Missing \({ }^{1}\) & 36 & 16.7 & 0.84 & (0.64, 0.99) & 28 & 35.7 & 0.84 & (0.66, 0.98) \\
\hline \multicolumn{9}{|l|}{Social sensitivity \({ }^{1}\)} \\
\hline Bottom 20\% & 745 & 8.7 & 0.72 & (0.65, 0.81) & 387 & 23.5 & 0.71 & (0.66, 0.77) \\
\hline Middle 60\% & 1,427 & 7.6 & - & - & 1,681 & 22.5 & - & - \\
\hline Top 20\% & 169 & 7.1 & 0.78 & (0.65, 0.92) & 406 & 17.5 & 0.72 & (0.66, 0.78) \\
\hline \multicolumn{9}{|l|}{\({ }_{8}^{3}\) Impulsivity \({ }^{1}\)} \\
\hline Bottom 20\% & 1,116 & 9.4 & 0.82* & (0.75, 0.90) & 1,117 & 21.3 & 0.72 & (0.68, 0.76) \\
\hline Middle 60\% & 874 & 6.3 & - & - & 947 & 21.8 & - & - \\
\hline Top 20\% & 351 & 7.1 & 0.76 & (0.67, 0.87) & 410 & 23.7 & 0.76 & (0.7, 0.82) \\
\hline \multicolumn{9}{|l|}{- Vigor \({ }^{1}\)} \\
\hline - Bottom 20\% & 468 & 9.0 & 0.76 & (0.68, 0.85) & 553 & 22.6 & 0.72 & (0.67, 0.78) \\
\hline Middle 60\% & 1,627 & 8.0 & - & (0.68, 0.85\()\) & 1,676 & 22.3 & - & (0.67, 0.78\()\) \\
\hline Top 20\% & 246 & 5.3 & 0.69 & (0.6, 0.81) & 245 & 17.6 & 0.71 & (0.65, 0.78) \\
\hline \multicolumn{9}{|l|}{Calmness \(^{1}\)} \\
\hline Bottom 20\% & 810 & 9.9 & 0.78 & (0.71, 0.87) & 721 & 24.3 & 0.75 & (0.7, 0.81) \\
\hline Middle 60\% & 1,300 & 7.2 & - & - & 1,421 & 22.0 & - & - \\
\hline Top 20\% & 231 & 4.8 & 0.69 & (0.6, 0.83) & 332 & 16.3 & 0.71 & (0.65, 0.78) \\
\hline
\end{tabular}
Appendix. Continued
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected characteristics (1960)} & \multicolumn{4}{|l|}{Males} & \multicolumn{4}{|l|}{Females} \\
\hline & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP \\
\hline \multicolumn{9}{|l|}{Tidiness \({ }^{1}\)} \\
\hline Bottom 20\% & 844 & 10.0 & 0.84** & (0.76, 0.92) & 495 & 23.6 & 0.75 & (0.69, 0.81) \\
\hline Middle 60\% & 1,222 & 7.0 & - & - & 1,440 & 22.4 & - & - \\
\hline Top 20\% & 275 & 5.5 & 0.69 & (0.63, 0.76) & 539 & 18.9 & 0.73 & (0.68, 0.79) \\
\hline \multicolumn{9}{|l|}{Culture \({ }^{1}\)} \\
\hline Bottom 20\% & 937 & 8.2 & 0.81 & (0.69, 0.93) & 444 & 23.6 & 0.72 & (0.67, 0.78) \\
\hline Middle 60\% & 1,159 & 7.6 & - & - & 1,459 & 22.4 & - & - \\
\hline Top 20\% & 245 & 8.2 & 0.66 & (0.61, 0.73) & 571 & 19.1 & 0.74 & (0.69, 0.80) \\
\hline \multicolumn{9}{|l|}{Leadership \({ }^{1}\)} \\
\hline Bottom 20\% & 913 & 6.8 & 0.75* & (0.66, 0.85) & 842 & 22.8 & 0.75 & (0.70, 0.80) \\
\hline Middle 60\% & 1,036 & 8.9 & - & - & 1,134 & 21.8 & - & - \\
\hline Top 20\% & 392 & 7.9 & 0.68 & (0.63, 0.75) & 498 & 20.5 & 0.73 & (0.68, 0.79) \\
\hline \multicolumn{9}{|l|}{- Self-confidence \({ }^{1}\)} \\
\hline Bottom 20\% & 702 & 7.8 & 0.67 & (0.6, 0.77) & 714 & 20.3 & 0.68* & (0.65, 0.72) \\
\hline - Middle 60\% and top 20\% & 1,639 & 7.9 & - & - & 1,323 & 22.5 & - & - \\
\hline \multicolumn{9}{|l|}{Mature personality \({ }^{1}\)} \\
\hline Bottom 20\% & 612 & 8.8 & 0.70 & (0.63, 0.78) & 483 & 21.7 & 0.69 & (0.64, 0.74) \\
\hline Middle 60\% & 1,416 & 8.0 & - & - & 1,547 & 23.4 & - & - \\
\hline Top 20\% & 313 & 5.8 & 0.69 & (0.61, 0.82) & 444 & 16.7 & 0.71 & (0.66, 0.78) \\
\hline \multicolumn{9}{|l|}{School type} \\
\hline Public & 2,163 & 8.3 & 0.90 & (0.68, 1.00) & 2,209 & 22.1 & 0.76 & (0.60, 0.96) \\
\hline Private & 214 & 5.1 & - & - & 293 & 21.2 & - & - \\
\hline \multicolumn{9}{|l|}{Building type} \\
\hline Not junior high school & 2,111 & 7.5 & - & - & 2,245 & 21.6 & - & - \\
\hline Junior high school & 266 & 12.0 & 0.73 & (0.65, 0.84) & 257 & 25.7 & 0.71 & (0.65, 0.78) \\
\hline
\end{tabular}
Appendix. Continued
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Selected characteristics (1960)} & \multicolumn{4}{|l|}{Males} & \multicolumn{4}{|l|}{Females} \\
\hline & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP & Number & Percent not found & Predicted probability (PP) & 95\% confidence interval for PP \\
\hline \multicolumn{9}{|l|}{Percent minority in school} \\
\hline 0-49 percent & 2,055 & 7.3 & - & - & 2,071 & 21.4 & - & - \\
\hline 50-79 percent & 27 & 22.2 & 0.95* & (0.73, 1.00) & 78 & 23.1 & 0.63 & (0.57, 0.74) \\
\hline 80-100 percent & 279 & 12.5 & 0.78 & (0.68, 0.88) & 336 & 26.2 & 0.70 & (0.65, 0.76) \\
\hline Missing & 16 & 6.3 & 0.70 & (0.53, 1.00) & 17 & 11.8 & 0.60 & (0.52, 0.87) \\
\hline \multicolumn{9}{|l|}{Census region (school)} \\
\hline Mid-Atlantic, South Atlantic, & 890 & 10.2 & 0.78 & (0.71, 0.86) & 1,004 & 25.4 & 0.79* & (0.74, 0.84) \\
\hline Mountain Other region & 1,487 & 6.7 & - & , & 1,498 & 19.8 & - & - \\
\hline \multicolumn{9}{|l|}{Population size of surrounding community} \\
\hline Rural & 262 & 7.3 & 0.77 & (0.62, 0.95) & 239 & 26.8 & 0.66 & (0.60, 0.76) \\
\hline Under 5,000 & 259 & 4.6 & 0.69 & (0.57, 0.9) & 280 & 19.6 & 0.64* & \((0.58,0.73)\) \\
\hline 5,000-249,999 & 1,155 & 8.7 & 0.83 & (0.67, 0.97) & 1,188 & 21.3 & 0.64* & \((0.59,0.71)\) \\
\hline 250,000-1,499,999 & 323 & 10.5 & 0.89 & (0.71, 0.99) & 337 & 19.6 & 0.63* & (0.58, 0.71) \\
\hline 1,500,000 or more & 109 & 7.3 & - & - & 140 & 30.7 & - & - \\
\hline Not classified & 269 & 6.7 & 0.92 & (0.68, 1.00) & 318 & 22.0 & 0.71 & (0.58, 0.93) \\
\hline
\end{tabular}

\footnotetext{
Odds ratio notes: Adjusted odds ratio that person will not be located based on multivariate logistic regression adjusting for the other factors shown in the table.
\({ }^{1} N=36\) observations were missing data for all 10 of the personality measures under examination. As a result, only one of the parameters associated with these variables could be estimated, since the corresponding parameters associated with the remaining variables would be perfectly correlated. The odds ratio estimate for the "Missing" parameter is reported only for the "sociability" variable. The redundant parameters for the remaining personality variables (social sensitivity, impulsivity, vigor, calmness, tidiness, culture, leadership, self-confidence, and mature personality) have been removed from the table. The number and percent not found are not reported for these variables; therefore, the estimates will not sum to totals. - indicates reference group.
*** \(p<.001, * * p<.01, * p<.05\).
}
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\begin{abstract}
Few empirical studies have evaluated the efficiency of recruitment methods to recruit non-English-speaking research participants. We attempt to fill this research gap by conducting a systematic evaluation using recruitment data from a large cognitive testing study that pretested the translations of the American Community Survey. In our study we contacted 1,084 Chinese and Korean speakers to identify those who spoke little or no English. We measured the efficiency of the recruitment methods (newspaper advertisements, flyers, online communication, and word of mouth) using four criteria: time spent, outreach capacity, screener completion, and eligibility rate. We also examined differences in recruitment efficiencies by recruiters and sublanguage groups. Among the recruitment methods examined, newspaper advertisements were most efficient in reaching a larger number of Asians while using the least amount of recruiters' time. For recruiting non-English speakers, word of mouth by recruiters with strong ties to the ethnic community worked best.
\end{abstract}
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\section*{1. Introduction}

Language barriers can prevent non-English speakers from responding to surveys that are available only in English. As the population in the United States becomes more diverse, the inclusion of non-English speakers may have potential implications for the estimates of major national surveys. Therefore, translating English language survey questionnaires can reduce language barriers and encourage survey participation of non-English speakers (native speakers of non-English languages, regardless of their English language proficiency). To ensure that the translations convey the intended meanings, researchers are conducting cognitive testing of the translations to pretest and evaluate the quality of the translations. These cognitive interviews require the successful recruitment of participants who speak a language other than English and also speak little or no English, because recruiting participants who speak English well does not represent the intended population, namely non-English speakers who are likely to use the translated survey questionnaires.

Asians form a significant segment of the population who may benefit from translated survey questionnaires and materials. Among non-English languages spoken in the United States, Chinese and Korean were among the top five languages for which the U.S. Census Bureau provided language assistance in the 2010 Census (Kim and Zapata 2012).
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}

When Asian non-English speakers were recruited to participate in cognitive testing of the translations, past studies cited several challenges to recruitment, including a lack of trust and unfamiliarity with research studies in general (Pan et al. 2007; Yuan et al. 2009), stemming from the participants' lack of English fluency.

To date, very few studies in the literature address the efficiency of methods for recruiting Asian research participants or non-English speakers overall. Although a wealth of public health literature has investigated the topic of participant recruitment, most studies have concentrated on English-speaking and specific clinical populations (Lai et al. 2006; Yancey et al. 2006). This line of literature has recommended a community-based approach, such as using personal referrals, to address the recruits' possible concerns and to encourage the participation of minority populations. These findings have tended to come from the reporting of recruiting practices and recruiters’ debriefings. In contrast, empirical studies that test hypotheses regarding the efficiency of the recruitment methods have been less common. This article attempts to fill this gap by investigating the efficiency of four common recruitment methods: non-English language newspaper advertisements, flyers, online communication, and word of mouth. Using recruitment data collected for a large cognitive testing study with Asian research participants (Chinese and Korean) in the United States, we improved upon the exploratory efficiency measures used in Liu et al. (2013) by refining the existing measures of time efficiency, outreach capacity, and eligibility rate and by adding screener completion rate, and we conducted a systematic evaluation of the efficiency of these recruitment methods. The measures we used were time efficiency, outreach capacity, screener completion rate, and eligibility rate determined from the screening process. We also examined the effect of the communitybased approach when recruiters with strong ties to the Asian communities were present.

\section*{2. Related Research}

Most of the published research on participant recruitment comes from the public health literature. A key concern in this literature is to identify factors that influence participant recruitment (e.g., Areán and Gallagher-Thompson 1996; Yancey et al. 2006), and the results tend to be similar. Representative of this line of literature, Fujimoto (1998) categorized three barriers that hindered research participation by minority populations: (1) simple logistical barriers that can easily be addressed, such as transportation, child- or eldercare, and scheduling; (2) complex logistical barriers, such as a fear of institutional settings, research staff who lack cultural diversity or sensitivity, or inappropriately written recruitment materials; and (3) complex barriers that pertain to recruits' knowledge, beliefs, and attitudes (e.g., general distrust of research studies).

Much of the literature has focused on the African American population group because African Americans tend to have a traditionally lower research participation rate than the general population. Several studies found that a common reason for the lower participation rate among African Americans was their distrust of research conducted by whitedominated research communities. To address the distrust issue, researchers recommended network-based recruitment approaches, such as the use of referrals in a church-based community (Coleman et al. 1997; Holcombe et al. 1999; Gorelick et al. 1996; Reed et al. 2003; Stoy et al. 1995).

However, recruitment of other minority populations, especially non-English-speaking populations, has not been studied as extensively. Similarly to the recruitment of African American research participants, researchers also observed distrust as the main hurdle to participation in recent cognitive testing studies involving non-English speakers (Pan et al. 2007; Yuan et al. 2009). The reasons for this distrust seemed to have stemmed from non-English speakers' limited exposure to research studies and social experience in the United States.

A handful of research articles focusing on recruitment of non-English speakers are available in both public health and exploratory methodological research. In addition to common recruitment methods, such as print and online advertising or flyer posting, recruiters often used community organizations serving the target minority populations to recruit Latino and Asian immigrants (Berrigan et al. 2010; Lau and Gallagher-Thompson 2002; Forsyth et al. 2007; Wellens 1994). Sha and her colleagues (2010) reported community-based word of mouth as the most successful method for recruiting Spanish speakers to pretest a large housing survey. Similarly to research on African American recruitment, they noted that in-person recruiting in the community helped to establish trust. After examining basic efficiency measures of time, outreach, and eligibility, Liu et al. (2013) also found word of mouth to be efficient in identifying eligible non-English speaking Asians. However, these findings lacked statistical testing. Like many other studies that used a community-based approach, Maxwell et al. (2005) also reported successfully recruiting Filipinos for a cancer screening study through a female project liaison. Most of these findings are based on descriptive reporting of recruitment experience, rather than a systematic analysis of recruitment data.

Regardless of the various recruitment targets, recruiters in the literature we reviewed used similar recruitment methods such as printed or online advertisements, flyers, and word of mouth to implement snowball recruitment. However, depending on the population, the method used most frequently and successfully to reach a certain population varied (Appel et al. 1999; Bistricky et al. 2010; Gilliss et al. 2001; Harris et al. 2003; Hughes et al. 2004; McLean and Campbell 2003; The DPP Research Group 2002; Wisdom et al. 2002). From the published recruitment literature, Yancey et al. (2006) concluded that when study eligibility criteria were general, reactive methods (e.g., a newspaper ad that asked interested people to call a researcher) were likely to reach target population groups, whereas proactive methods (e.g., in-person appeals by study staff) tended to be more productive when eligibility criteria were very specific. Several studies found that broadcasting or printed media reached a larger group of potential participants and worked particularly well for the general population, especially white participants. However, they tended to render a high ineligibility rate (Appel et al. 1999; Gilliss et al. 2001; McLean and Campbell 2003). Referrals or word of mouth seemed to work better for identifying minority participants who qualify for the study. However, they reached a far smaller number of potential participants (Bistricky et al. 2010; Gilliss et al. 2001; Wisdom et al. 2002).

Based on past literature, we observed that a community-based approach, mostly implemented via word of mouth, was frequently used to recruit minority populations. However, most of these studies involved public health research with English-speaking populations, or lacked systematic analysis. To attempt to fill this research gap, we used
recruitment data from a large non-English language cognitive testing study to examine the following research questions:
(1) Which is the most efficient recruitment method (a) for reaching the target population quickly ("time efficiency"), (b) for reaching a larger number of people ("outreach capacity"), (c) for completing a larger number of screening questionnaires without breakoffs ("screener completion rate"), and (d) for identifying qualified non-English speakers for the purpose of the research ("eligibility rate")?
(2) Are there differences in recruiting efficiency by sublanguage groups (Chinese speakers vs. Korean speakers) and by recruiters (strong ties to ethnic community vs. weaker ties)?
(3) What is the effect of having recruiters with strong ethnic ties?

Because we do not know how many people actually saw the recruitment message (we only know for certain for the ones that contacted us), our use of the term "reach" indicates how many successful contacts were made after contacting the target population. These measures affected the success of recruiting eligible research participants and complemented one another in the recruitment process. For example, a recruitment method may render a high eligibility rate, but also be less time efficient. More details about how the four measures were derived can be found in the Methods section.

\section*{3. Methods}

\subsection*{3.1. Recruiters and Recruits}

To study the efficiency of methods to reach potential Asian participants, we used the recruitment data from a large cognitive testing study conducted by the U.S. Census Bureau. This study pretested the Chinese and Korean translations of the American Community Survey (ACS) questionnaire with Chinese and Korean speakers who spoke little or no English. The recruiters contacted 1,084 potential participants and administered 845 screening questionnaires that collected information on English language proficiency and additional information to ensure that a significant cross-section of the population was included (e.g., demographics, years in the United States, etc.). Among these 845 screened participants, 497 potential participants met the eligibility criterion of being non-English speakers of the target languages. Ultimately, 258 cognitive interview participants were selected to represent the diverse demographics desired for the testing, a figure that mirrored the targeted Korean or Chinese populations who were likely to need the translated ACS language guide based on the previous ACS statistics. A team of cognitive interviewers conducted the cognitive interviews in the greater Washington, DC area, Illinois, and North Carolina.

This ACS study used eight recruiters who spoke both English and a target language (Chinese or Korean). Three of the eight recruiters (two Chinese and one Korean) had strong ties to their ethnic communities; they interacted regularly with Chinese or Korean speakers at their workplace (e.g., a social service agency serving immigrants and a language school). We categorized the rest of the recruiters as having weaker ethnic ties. They had access to the Chinese and Korean communities through their personal social networks, but the interactions were not as regular or extensive as those with strong ties.

\subsection*{3.2. Recruitment Methods}

The recruitment materials were written in Chinese and Korean and all contained the same recruitment message. Directed at Chinese and Korean speakers, the message stated the purpose of the study, the length of the interview, and the monetary incentive. It also specified the study sponsor. Each recruiter was responsible for three of the four recruitment methods: flyers, online communication, and word of mouth. One recruiter per language managed the fourth method, advertising in Chinese and Korean language newspapers.

Recruiters carried out similar specific activities for each recruitment method. For example, they posted flyers at locations that potential participants frequented, such as ethnic business areas or churches with large congregations of Chinese and Korean origins. They also sent electronic messages using ethnic group e-mail lists that key informants suggested and posted online advertisements on Chinese and Korean language websites. These websites were intended for immigrants to exchange information. They usually contained an electronic bulletin board for questions and answers and an internet-based classified section for jobs, housing, and announcements relevant to Asian immigrants. Both the group e-mailing list and the websites could be considered "cold calls", because the recruiters did not usually know who the recipients were. For the word-of-mouth method, recruiters contacted local community centers, engaged community leaders or key informants to spread the recruitment message, recruited participants in group gatherings, and also asked people to spread the message. Therefore, the specific activities conducted for each recruitment method were the same across all recruiters, regardless of their level of ethnic ties. To control cost, the recruiters visited community centers and business areas closer to them; thus recruitment sites differed somewhat. The activities of posting flyers, online communication, and placing newspaper advertisements were most active at the beginning of the recruitment period. After they delivered the recruitment message using those three methods, recruiters answered incoming calls from potential recruits (those who responded to the recruitment message) and then administered the screening questionnaire. As part of the screening process, recruiters asked where the potential participant first saw the recruitment message, which helped to identify the specific recruitment method.

One method - word-of-mouth activities - continued throughout the recruitment period because it required relationship building and continued interactions with key informants and others. Sometimes the recruiters had to travel to meet with the key informants or screen participants in person when they recruited participants in group gatherings. Usually, potential participants recruited through word of mouth were screened on the telephone, as were those potential participants recruited from flyers, online communication, and newspaper advertisements.

\subsection*{3.3. Recruitment Data}

To support the systematic analysis of recruitment methods, study researchers documented detailed information about all recruitment activities. First, the recruiters recorded the answers to the screening questionnaire ("screener") to determine a recruit's eligibility for the study. They also recorded the demographic characteristics of the potential participants, the recruitment source (where the potential participants first heard about the study), and a record of calls ("contact history"). The contact history recorded the time each recruiter
spent in an attempt to establish the contact, the mode of contact (phone vs. in person), and the contact result (whether a screener was completed). In addition, the recruiters kept a detailed list of activities that led to the contact with a recruit ("recruitment activity record"), including the type of activity (e.g., travel to ethnic business areas, calling community centers), date and time spent for the recruitment activity, and the financial costs, such as newspaper advertisement fees.

\subsection*{3.4. Efficiency Measures}

To improve on the exploratory efficiency measures used by Liu et al. (2013), we developed a complete set of measures as shown in Table 1: time efficiency, outreach capacity, screener completion rate, and eligibility rate. Using these measures, we conducted statistical tests to evaluate the efficiency of the common recruitment methods used to recruit this large group of Asian research participants.

Time efficiency, the first measure, indicated the recruitment time spent for a potential participant. Recruitment time refers to the time recruiters spent on conducting recruitment activities. For example, for a newspaper advertisement a recruiter developed the ad, identified the appropriate newspapers, communicated with the newspapers, and coordinated the details to ensure that the ad was published as requested. Because the time efficiency measure was meant for recruitment activities only, we did not include time spent administering screeners.

Outreach capacity, the second efficiency measure, assessed the power of a recruitment method by how many potential participants and associated calls (i.e., number of people) were generated following one particular recruitment attempt. A recruitment attempt was defined as each time a recruiter tried to establish contact with a potential participant.

Screener completion rate, the third efficiency measure, showed how many interested potential participants actually completed the screener without breaking off. If potential participants resulting from a particular recruitment method broke off at a higher rate (low screener completion rate), the value of the recruitment method decreased, even though that method may have reached a large number of people (outreach capacity) while spending less time (time efficiency). We reason that the ultimate purpose of recruitment is to secure eligible research participants. Without completed screeners, the time spent in

Table 1. Efficiency measures and calculation formula
\begin{tabular}{ll}
\hline Efficiency measures & Formula \\
\hline Time efficiency & \begin{tabular}{l} 
Total recruitment time
\end{tabular} \\
\cline { 2 - 2 } \begin{tabular}{l} 
Tutreach capacity
\end{tabular} & \begin{tabular}{l} 
Total number of potential participants
\end{tabular} \\
\begin{tabular}{l} 
Screener \\
completion number of recruitment attempts
\end{tabular} \\
Eligibility rate & \(\frac{\text { Total number of potential participants who completed screeners }}{\text { Total number of potential participants }}\) \\
\hline
\end{tabular}
recruitment was essentially wasted because recruiters could not determine the potential participants' eligibility.

Eligibility rate, the final efficiency measure, showed the proportion of non-English speakers among screened potential participants. If potential participants from a particular recruitment method were ineligible at a higher rate, the value of that recruitment method decreased, even though the methods tested well for the other three measures. Because the purpose of the study was to pretest the translation with potential users of the translation, those who spoke English very well did not qualify and were screened out. Therefore, the eligibility rate was critical in assessing the efficiency of a recruiting method.

The formula in Table 1 provides more details: For time efficiency, a lower number indicates greater efficiency, meaning the recruiters spent less time (either for incoming calls or outgoing calls) to produce one call from potential participants. For outreach capacity, screener completion rate, and eligibility rate, a higher number indicates greater efficiency. In other words, more people were reached per each recruitment attempt (outreach capacity), more people recruited via a certain recruitment method completed screeners (screener completion rate), and more people who fit our eligibility criteria (i.e., being a non-English speaker) were recruited (eligibility rate). A summary of potential participant demographics, number of potential participants recruited by each recruitment method, and the recruiter characteristics is presented in the appendix.

\section*{4. Analysis and Findings}

\subsection*{4.1. Efficiency of Recruitment Methods}

To analyze the efficiency of the recruitment methods in locating Asian research participants, we began by comparing the four methods (newspaper ads, flyers, online communication, and word of mouth) with the four efficiency measures: time efficiency, outreach capacity, screener completion rate, and eligibility rate. As shown in Table 2, newspaper advertisements achieved the highest time efficiency and outreach capacity. Specifically, potential participants responding to newspaper ads took 0.8 minutes of recruitment time compared with 5.4 minutes for online communication, 11.3 minutes for word of mouth, and 13.9 minutes for flyers. In addition, the outreach of newspaper advertisements brought 39.5 calls per one recruitment attempt, followed by online ( 3 calls), flyer ( 2 calls), and word of mouth ( 1.8 calls).

Table 2. Recruitment efficiency across four recruitment methods
\begin{tabular}{lcccc}
\hline & \begin{tabular}{c} 
Newspaper \\
advertisements \\
\((n=237)\)
\end{tabular} & \begin{tabular}{c} 
Flyers \\
\((n=192)\)
\end{tabular} & \begin{tabular}{c} 
Online \\
communication \\
\((n=140)\)
\end{tabular} & \begin{tabular}{c} 
Word of \\
mouth \\
\((n=276)\)
\end{tabular} \\
Recruitment method & 0.8 & 13.9 & 5.4 & 11.3 \\
\hline \begin{tabular}{l} 
Time efficiency (minutes)
\end{tabular} & 39.5 & 2.0 & 3.0 & 1.8 \\
\begin{tabular}{l} 
Outreach capacity \\
(frequency of calls)
\end{tabular} & 95 & 91 & 74 & 93 \\
\begin{tabular}{l} 
Screener completion rate \\
\((\%\) calls)
\end{tabular} & 54 & 59 & 49 & 86 \\
\begin{tabular}{l} 
Eligibility rate \\
\((\%\) screened callers)
\end{tabular} & & & & \\
\hline
\end{tabular}

For the third measure of efficiency (screener completion rate), online communication produced the lowest screener completion rate ( \(74 \%\) ). We found that potential participants failed to complete the screener more often when they were recruited online than when recruited by any other method. Almost three out of ten calls originating from online communication broke off during screening, thus preventing the recruiters from gathering enough information to determine whether the recruits were eligible to participate. As a comparison, the screener completion rates of other recruitment methods were much higher, above \(90 \%\).

Finally, for the fourth efficiency measure (eligibility rate), word of mouth had the highest eligibility rate. About \(86 \%\) of screened individuals recruited via word of mouth were non-English speakers, whereas eligibility rates of recruits via other methods remained between \(49 \%\) and \(59 \%\).

\subsection*{4.2. Efficiency of Recruitment Methods by Language Groups and by Recruiters}

The next step in analyzing the efficiency of the recruitment methods was to further examine whether the same patterns held true for language groups (Chinese vs. Korean). Our analysis showed an overall similarity between the efficiency pattern as a whole and at the subgroup levels. As shown in Table 3, regardless of language, newspaper advertisements ranked as the most efficient method for time efficiency and outreach capacity, and word of mouth showed the highest eligibility rate. Screener completion rates, on the other hand, varied somewhat across languages. Screener completion rate of potential participants recruited by physical flyers ranked the lowest for Chinese speakers (which had a small number of recruits \(n=17\) ), while the screener completion rate of potential participants recruited by via online communication was lowest for Korean speakers. Word of mouth and newspaper advertisements were efficient in generating high screener completion rates for both languages.

To further analyze the effectiveness of our recruitment methods, we examined the efficiency measures to see whether a general efficiency pattern of the methods emerged among recruiters who had varying levels of connection to the Chinese or Korean communities. Our analysis revealed that regardless of whether the recruiters had strong ties to ethnic communities, ethnic newspaper advertising reached a larger number of people in less time than other methods, and word of mouth reached more non-English speakers than other methods. Again, online communication had the lowest screener completion rates, while the rates were about the same (above 90\%) for potential participants recruited via other methods, regardless of the level of recruiters' ethnic ties. These results corroborate the efficiency pattern observed in the language subgroup analyses. Specific efficiency scores are shown in Table 3.

\subsection*{4.3. Statistical Testing of the Efficiency of Recruitment Methods}

The next crucial step in our analysis was to conduct statistical testing of these findings. We conducted analysis of variance (ANOVA) and post-hoc analyses (Tukey test) to investigate the statistical significance of our findings and to understand more about the differences among the recruiting methods. This testing was only available for two (screener completion rate and eligibility rate) of the four efficiency measures because the
Table 3. Efficiency measures by language and strength of recruiters' ethnic ties
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Measure} & \multirow[t]{2}{*}{Total ( \(N=845\) )} & \multicolumn{2}{|l|}{Language} & \multicolumn{2}{|l|}{Recruiters ties} \\
\hline & & Chinese
\[
(n=261)
\] & \[
\begin{aligned}
& \text { Korean } \\
& (n=584)
\end{aligned}
\] & \[
\begin{gathered}
\text { Strong } \\
(n=253)
\end{gathered}
\] & Weaker
\[
(n=592)
\] \\
\hline \multicolumn{6}{|l|}{Time Efficiency (minutes)} \\
\hline Newspaper advertisements & 0.8 & 3.0 & 0.3 & NA & 1.0 \\
\hline Physical flyers & 13.9 & 27.1 & 12.7 & 21.3 & 12.3 \\
\hline Online communication & 5.4 & 13.6 & 1.5 & 18.6 & 2.2 \\
\hline Word of mouth & 11.3 & 14.3 & 7.8 & 15.7 & 6.4 \\
\hline \multicolumn{6}{|l|}{Outreach Capacity (frequency of calls) 39.5} \\
\hline Newspaper advertisements & 39.5 & 12.5 & 93.5 & NA & 31.8 \\
\hline Physical flyers & 2.0 & 2.4 & 2.0 & 1.3 & 2.4 \\
\hline \(\square \subset\) Online communication & 3.0 & 1.6 & 5.3 & 0.8 & 8.1 \\
\hline Word of mouth & 1.8 & 1.6 & 2.3 & 1.2 & 4.1 \\
\hline \multicolumn{6}{|l|}{Screener Completion Rate (\% calls)} \\
\hline Newspaper advertisements & 95 & 98 & 94 & 100 & 93 \\
\hline \({ }_{\sim}^{0}\) Physical flyers & 91 & 71 & 93 & 91 & 91 \\
\hline \(\bigcirc\) Online communication & 74 & 80 & 72 & 85 & 72 \\
\hline \(\stackrel{-}{\square}\) Word of mouth & 93 & 90 & 98 & 91 & 96 \\
\hline \multicolumn{6}{|l|}{\({ }^{\infty}\) Eligibility Rate (\% screened callers)} \\
\hline \(\triangle\) Newspaper advertisements & 54 & 80 & 47 & 70 & 50 \\
\hline \(\stackrel{\rightharpoonup}{\circ}\) Physical flyers & 59 & 83 & 57 & 72 & 56 \\
\hline \(\geqslant\) Online communication & 49 & 72 & 37 & 56 & 47 \\
\hline \(\leq\) Word of mouth & 86 & 87 & 85 & 89 & 83 \\
\hline
\end{tabular}
other two measures (time efficiency and outreach capacity) were based on the sum of all recruitment time, recruitment attempts, and number of calls by potential participants, and we therefore constructed measures consisting of different entities to facilitate comparisons of recruitment methods in different aspects, which prevented further statistical testing. For this reason we used screener completion rate and eligibility rate only as separate dependent variables and recruitment methods as the independent variables.

As shown in Table 4, the differences of screener completion rates across recruitment methods were statistically significant as a whole \((F=16.9, p<.0001)(F=28.4\), \(p<.0001\) ) as well as at the subgroup levels ( \(F=4.6, p=.0037\) for Chinese, \(F=18.8\), \(p<.0001\) for Korean, \(F=16.6, p<.0001\) for recruiters with weaker ties). The only exception was for recruiters with strong ties. The post-hoc analyses showed that the difference between the online and other recruitment methods drove the overall statistical significance of the ANOVA test. The differences among the other three methods (flyers, newspaper ads, and word of mouth) appeared equally efficient in terms of screener completion rates, and none of them reached statistical significance except for one difference between flyers and newspaper ads in the Chinese data.

Our analyses also revealed that the pattern shown via the ANOVA and post-hoc analysis of eligibility rate was somewhat similar to the outcome of the screener completion rate analysis in one aspect - one particular recruitment method was quite different from other methods and it drove the statistical significance. The differences in the eligibility rates across recruitment methods were statistically significant as a whole ( \(F=28.4, p<.0001\) for eligibility rate) as well as all the subgroups, with the exception of the Chinese data ( \(F=21.4, p<.0001\) for Korean, \(F=7.0, p=.0002\) for recruiters with strong ties, \(F=14.4, p<.0001\) for recruiters with weaker ties). The post-hoc analyses indicated that the difference between word of mouth and other recruitment methods drove the overall statistical significance of the ANOVA test. The other three methods (flyers, newspaper ads, and online) appeared equally efficient in reaching Chinese or Korean speakers who also spoke little or no English, and none of these differences reached statistical significance. The group differences that had statistical significance ( \(p=.05\) ) are summarized with an asterisk (*) in Table 4.

\subsection*{4.4. Efficiency Measures by Recruiters}

As an additional examination of the methods used, we compared the efficiency measures according to recruiters' ethnic ties. As show in Table 5, recruiters with strong ties to the ethnic community had completed screeners at a higher rate ( \(92 \% \mathrm{vs} .89 \%\) ) and recruited a higher number of non-English speakers ( \(80 \%\) vs. \(59 \%\) in eligibility rate). However, recruiters with strong ties exhibited less efficiency in two respects. Compared with their counterparts who had weaker ties to the ethnic community, these recruiters tended to be less time-efficient in making contacts ( 13.9 minutes vs. 5.4 minutes) and had a much lower outreach capacity compared with recruiters with weaker ties (1.4 potential participants vs. 5.0 potential participants).

Because recruiters with strong ethnic ties had more frequent and regular access to nonEnglish speakers than those with weaker ties, we suspected that recruiters with strong ethnic ties relied on the word-of-mouth method more often. If that is the case, the effect of
Table 4. ANOVA and Tukey test of screener completion and eligibility rate
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{Source comparison} & \multicolumn{5}{|l|}{Difference between means by} \\
\hline & \multirow[t]{2}{*}{Total ( \(n=845\) )} & \multicolumn{2}{|l|}{Language} & \multicolumn{2}{|l|}{Recruiters ties} \\
\hline & & Chinese
\[
(n=261)
\] & \[
\begin{gathered}
\text { Korean } \\
(n=584)
\end{gathered}
\] & Strong
\[
(n=253)
\] & \[
\begin{aligned}
& \text { Weaker } \\
& (n=592)
\end{aligned}
\] \\
\hline \multicolumn{6}{|l|}{Screener Completion Rate (\% calls)} \\
\hline Word of mouth vs. flyers & 0.02 & 0.19 & 0.04 & 0.00 & 0.05 \\
\hline Word of mouth vs. newspapers & -0.01 & -0.08 & 0.04 & -0.09 & 0.03 \\
\hline Word of mouth vs. online & 0.19* & 0.10 & 0.26* & 0.06 & 0.25* \\
\hline Flyers vs. newspapers & -0.03 & -0.27* & 0.00 & -0.09 & -0.02 \\
\hline Flyers vs. online & 0.17* & -0.10 & 0.22* & 0.06 & 0.19* \\
\hline Newspapers vs. online & 0.20* & 0.18* & 0.22* & 0.15 & 0.22* \\
\hline \(F\) & 16.9 & 4.6 & 18.8 & 2.0 & 16.6 \\
\hline & <. 0001 & 0.0037 & <. 0001 & 0.114 & \(<.0001\) \\
\hline \multicolumn{6}{|l|}{Eligibility Rate (\% screened callers)} \\
\hline Word of mouth vs. flyers & 0.28* & 0.04 & 0.28* & 0.18 & 0.27* \\
\hline Word of mouth vs. newspapers & 0.33* & 0.08 & 0.38* & 0.20* & 0.33* \\
\hline Word of mouth vs. online & 0.38* & 0.16 & 0.48* & 0.33* & 0.36* \\
\hline Flyers vs. newspapers & 0.05 & 0.04 & 0.11 & 0.03 & 0.06 \\
\hline Flyers vs. online & 0.1 & 0.12 & 0.21* & 0.16 & 0.1 \\
\hline Newspapers vs. online & 0.05 & 0.08 & 0.11 & 0.14 & 0.04 \\
\hline \(F\) & 28.4 & 1.7 & 21.4 & 7.0 & 14.4 \\
\hline \(p\)-value & <. 0001 & 0.1618 & <. 0001 & 0.0002 & \(<.0001\) \\
\hline
\end{tabular}

Table 5. Recruitment efficiency by strength of recruiters' ethnic ties
\begin{tabular}{lcc}
\hline & \multicolumn{2}{c}{ Recruiters ties } \\
\cline { 2 - 3 } Measures & \begin{tabular}{c} 
Strong \\
\((n=253)\)
\end{tabular} & \begin{tabular}{c} 
Weaker \\
\((n=592)\)
\end{tabular} \\
\hline Time Efficiency (minutes) & 13.9 & 5.4 \\
Outreach Capacity (frequency of calls) & 1.4 & 5.0 \\
Screener Completion Rate (\% of calls) & 92 & 89 \\
Eligibility Rate (\% screened callers) & 80 & 59 \\
\hline
\end{tabular}
a recruiter's ethnic ties was commingled with the effect of word of mouth, and we should not simply interpret that they recruited at a higher eligibility rate, but were far less efficient in other measures. By running a cross-tabulation of the recruitment methods and recruiters' levels of community ties, we confirmed that recruiters with strong ethnic ties depended heavily on word of mouth: They used word of mouth most often (57.3\%) among the four methods, and their dependence on word of mouth was conspicuous compared with other recruiters ( \(22.1 \%\) ), reaching statistical significance (Chi-square \(=99.84\), \(p<.0001\) ). This tendency was true for both Chinese ( \(78.5 \%\) of recruiters with strong ties versus \(40 \%\) of recruiters with weak ties, Chi-square \(=69.5[p<.0001]\) ) and Korean data ( \(39.4 \%\) of recruiters with strong ties vs. \(16.3 \%\) of recruiters with weak ties, Chi-square \(=40.5[p<.0001]\) ).

As explained in the methods section, the word-of-mouth method sometimes involved traveling to a specific location and having face-to-face interaction. It is therefore not surprising that this method was less efficient in terms of time efficiency and outreach capacity. What is less clear, however, is why word of mouth worked better for recruiting non-English speakers compared with the other recruitment methods. To tease out the effect of word of mouth and recruiters with strong ethnic ties, we set up a logistic regression to predict whether screened individuals were non-English speakers, and we used recruitment methods and recruiters' ethnic ties as independent variables. To explain the different effects of recruiter's ethnic ties on the word-of-mouth recruitment method, an interaction term between word of mouth and recruiters with strong ties was included. Potential participants' language (Chinese or Korean) was also included in the model to explain language differences. All of the independent variables were included as dummy variables: online communication, recruiters with weaker ties, and Korean speakers were the reference groups to be used as the baseline of the parameter interpretation. The Logistics regression model is as follows:
\[
f(z)=\frac{e^{z}}{e^{z}+1}=\frac{1}{1+e^{-z}}
\]
\(\mathrm{Z}=\beta_{0}+\beta_{1} *\) newspaper \(+\beta_{2} *\) Flyer \(+\beta_{3} *\) Word-of-mouth \(+\beta_{4} *\) Recruiter with strong ties \(+\beta_{5} *\) Interaction of recruiters with strong ties and Word-of-mouth \(+\beta_{6} *\) Chinese speakers

First, we ran the model with the entire data set. The overall model was adequate (Wald Chi-Square \(=90.96[p<.0001])\) to predict the dependent variable - whether the
screened potential participants were non-English speakers - and we can reject the global null hypothesis that none of the independent variables in the model were related to changes in the probability of reaching non-English speakers. As seen in Table 6, through the Wald Chi-Square test of the parameter estimates, we found statistically significant positive estimates of flyers (0.9), word of mouth (2.13), recruiters with strong ties (1.04), and Chinese speakers (1.04). These findings show the positive contribution of these variables to the dependent variable. That is, potential participants recruited via flyers, word of mouth, or potential participants recruited by recruiters with strong ethnic ties had an increased probability of being non-English speakers compared with the reference groups. These results confirm that using word of mouth and having recruiters with strong ethnic ties have independent effects on recruiting qualified non-English speaking research participants.

\section*{5. Discussion}

In this study, we analyzed the efficiency of four recruitment methods (newspaper advertisements, flyers, online communication, and word of mouth) using four criteria: time spent, outreach capacity, screener completion, and eligibility rate. We also examined differences in recruitment efficiencies by recruiters and sublanguage groups. Our findings show that newspaper advertisements are the most efficient method for reaching a larger number of Asian research participants in less time, whereas word of mouth works best for reaching non-English-speaking participants. This finding holds true for both Chinese and Korean speakers, regardless of whether the recruiters had strong ties to the ethnic community. These findings echoed prior recruitment research that shows media broadcasting or printed materials reach a larger portion of the general population (Appel et al. 1999; Gilliss et al. 2001; McLean and Campbell 2003), and that word of mouth was effective for recruiting Hispanics who spoke little or no English (Sha et al. 2010).

We also found that the differences of screener completion rates across the recruitment methods were statistically significant. As a whole and at the subgroup levels, online communication was less efficient in persuading interested potential participants to complete the screening questionnaire compared to other recruitment methods (newspaper advertisements, physical flyers, word of mouth). Almost three out of ten calls originating from online communication broke off during screening, thus preventing the recruiters

Table 6. Analysis of maximum likelihood estimates from logistic model predicting non-English speaking research participants
\begin{tabular}{lccc}
\hline Parameter & Estimates & Wald Chi-Square & \(\operatorname{Pr}>\) ChiSq \\
\hline Intercept & -0.74 & 7.97 & 0.0048 \\
Newspapers & 0.34 & 1.20 & 0.561 \\
Flyers & 0.9 & \(\mathbf{8 . 7 5}\) & 0.0031 \\
Word of mouth & 2.13 & \(\mathbf{2 8 . 6 2}\) & \(<.0001\) \\
Recruiters with strong ties & 1.04 & \(\mathbf{1 4 . 8 8}\) & 0.0001 \\
\begin{tabular}{l} 
Interaction of word of mouth \\
and strong ties
\end{tabular} & -0.14 & 0.06 & 0.8113 \\
Chinese speakers & 1.04 & \(\mathbf{2 3 . 3 3}\) & \(<.0001\) \\
\hline \multicolumn{4}{l}{ Unauthenticated | 193.144.127.12 } \\
& & Download Date | 6/18/14 11:06 AM
\end{tabular}
from gathering enough information to determine whether the recruits were eligible nonEnglish speakers. As a comparison, the screener completion rates of other recruitment methods were much higher, above \(90 \%\). A possible explanation is that messages from the Internet are commonly considered less credible than traditional media platforms, such as newspapers (Flanagin and Metzger 2000; Koo and Skinner 2005). As such, people who realized that they had to answer a screening questionnaire might have broken off the call rather than spend time to complete the screener. Completion of screeners is important because we cannot determine potential participants' eligibility or obtain their contact information without information gathered during the screening process. We may also gauge potential participants' willingness to participate based on whether they broke off or completed the screeners. To our knowledge, however, no literature supports or dismisses the notion that people recruited via online methods are less likely to complete the screener.

It should be noted that the online recruitment methods used in this study were "cold calls" because they were limited to the use of ethnic group emailing lists and postings on Chinese and Korean language websites. However, "online" can be just a medium for communication and recruiters could have also sent the recruitment message to their acquaintances. If such a personal contact was involved in online methods, our finding of low screener completion rate via online recruits may not hold true.

The differences among recruitment efficiencies, eligibility rate in particular, across the recruitment methods were statistically significant, and this statistical significance was driven by the unique nature of the word-of-mouth method. These findings were reported previously by Yancey et al. (2006): Word of mouth is distinct from the other reactive recruitment methods (newspaper advertisements, flyers, and online communication) that require potential participants to take the initiative to respond. By contrast, word of mouth is a proactive method for which recruiters actively seek qualified research participants among the target groups. However, we also found that the word-of-mouth method demands significantly more time to deliver the necessary recruitment message because of its in-person communication format.

Because our study analyzed the recruitment of Chinese and Korean speakers, the finding that recruiters spend more time using the word-of-mouth method during a recruitment attempt may not be surprising. Asians may have a culturally based expectation that the recruiters will create a friendly context before stating their needs (i.e., delivering the actual recruitment message). The emphasis on harmonious interpersonal relationships and politeness in the Asian culture (Markus and Kitayama 1991) most likely explains this expectation and finding. As described in the methods section, the word-of-mouth method in this study may necessitate in-person visits, and the level of personal interactions was relatively high compared with other recruitment methods. The cultural expectations that come with personal interactions could have contributed to widening the gap between word of mouth and the rest of the recruitment methods in this study.

In addition, our analysis showed that recruiters with strong ties to the Asian communities used the word-of-mouth method quite extensively. As corroborated in prior literature on participant recruitment, recruiters with strong ties were successful in reaching eligible participants (i.e., non-English speakers in this study). Compared with recruiters with weaker ties, recruiters with strong ties spent relatively more time recruiting (and thus were less time efficient) and reached a smaller number of people at each recruitment
attempt (lower outreach capacity). The logistic regression analysis teased out the commingled effect of recruiters with strong ties and word of mouth by controlling for recruitment methods. These results demonstrate that recruiters with strong ethnic ties were more successful in reaching non-English speakers regardless of the recruitment methods they used. Not surprisingly, recruiters with strong ethnic ties had more success in recruiting non-English speakers because they interacted with the target populations at a higher frequency and intensity. Compared to their counterparts, recruiters with strong ties are more likely to know the target population better simply because of more frequent interactions, and they could focus their recruitment efforts on these highly eligible participants group with this prior knowledge. We can interpret the high eligibility rate for recruiters with strong ties as the combined results of easy access to the target populations, prior knowledge about the target population, and the trust they could more easily establish by the virtue of their access. The relatively low time efficiency and low outreach capacity results can be explained easily by these recruiters' heavy dependence on word of mouth among the four recruitment methods.

The measures developed in this study may be applicable to future studies even when they are not cross-cultural. We evaluated the four recruitment methods commonly used in many research studies, and our findings strengthened prior literature on participant recruitment reported for the general population as well as minorities. The unique issues facing recruitment of non-English speakers may be identifying the most popular outlets for print and online advertisements as well as identifying and retaining recruiters with strong ties to ethnic communities.

In addition to its contributions to the research, this study has several limitations. First, we only recruited non-English speaking Chinese and Koreans in Illinois, North Carolina, and the greater Washington, DC area. These sites were selected because of their proximity to highly skilled Chinese- and Korean-speaking cognitive interviewers and because many people of Chinese and Korean origin live in these areas. For example, we were able to choose from several Korean language newspapers in the greater Washington, DC area, which resulted in the successful recruitment of eligible Korean speakers. The same result might not be achieved in other areas of the country or among other population groups. Second, in reality people may see the recruitment message disseminated by multiple recruitment methods (e.g., in a newspaper advertisement and a flyer) and then decide to participate. In our analysis, we had to assume that a potential participant was contacted by only one method because there was no systematic way to determine which method encouraged participation.

\section*{6. Conclusion}

This article has discussed common methods to recruit research participants, which include placing print or online advertisements and getting help from the potential participants' community. Few research studies have examined the efficiency of recruiting non-English speaking participants, in particular, because empirical studies were not conducted or they were lacking in systematic analysis. We attempted to fill this research gap by examining the efficiency of common recruitment methods using the measures of time efficiency, outreach capacity, screener completion rate, and eligibility rate. We used large-scale
recruitment data of Asian research participants - that is, Chinese and Korean speakers in a cognitive testing study.

Our findings show that the word-of-mouth method identified more non-English speakers, and newspaper advertisements reached a larger number of people in less time. In general, callers recruited via online communication completed screener questionnaires at a lower rate. We also looked into the effect of using recruiters with strong ethnic ties and found that when controlling for recruitment methods, they had a positive effect on recruiting for non-English speakers. In addition, the four recruitment methods we evaluated are commonly used in many research studies; therefore, we believe that the efficiency measures we developed in this study may inform systematic analysis of the recruitment methods to recruit other minority populations or the general population. Clearly, this area could benefit from future research.

Based on the findings of this study, we recommend choosing recruitment methods appropriate for the particular needs of the study. If a study needs to recruit eligible Asian non-English speakers quickly, newspaper advertisements are most efficient. However, researchers may not wish to use both newspapers and flyers because the demographics (i.e., age, education, home ownership status, immigration year) of the individuals recruited via these two methods are similar. For example, our earlier analysis in Park et al. (2011) showed that the average age and the gender distribution of the recruits who responded to newspapers and flyers were very similar. In addition, when a study needs to recruit under very specific eligibility criteria, the word-of-mouth method focusing on the targeted group of people and desired characteristics for the research would likely render more success. Online methods do not seem advantageous for recruiting non-English speaking Asian participants, particularly since online methods have low screening completion rates as well as low eligibility rates. Furthermore, involving recruiters with strong ties to the target community will likely recruit more eligible non-English speakers. Through their strong ties, these recruiters are usually trusted members of the community and can increase the study's credibility.

\section*{Appendix. Characteristics of Recruits ( \(n=845\) )}
\begin{tabular}{|c|c|c|c|c|c|}
\hline & Categories & Frequency (\%) & & Categories & Frequency (\%) \\
\hline Language & \begin{tabular}{l}
Chinese \\
Korean
\end{tabular} & \[
\begin{aligned}
& 261 \text { (30.9\%) } \\
& 584(69.1 \%)
\end{aligned}
\] & Gender & \begin{tabular}{l}
Female \\
Male
\end{tabular} & \[
\begin{aligned}
& 476 \text { (62.6\%) } \\
& 285 \text { (37.5\%) }
\end{aligned}
\] \\
\hline Recruited from & \begin{tabular}{l}
Illinois \\
VA/DC/MD \\
North Carolina
\end{tabular} & \[
\begin{aligned}
& 394(46.6 \%) \\
& 306(36.2 \%) \\
& 145(17.2 \%)
\end{aligned}
\] & Age & \[
\begin{aligned}
& 18-24 \\
& 25-34 \\
& 35-44
\end{aligned}
\] & \[
\begin{gathered}
59 \text { (7.8\%) } \\
119 \text { (15.6\%) } \\
139 \text { (18.3\%) }
\end{gathered}
\] \\
\hline Recruited by Recruiters Whose tie to Ethnic Community was: & \begin{tabular}{l}
Strong \\
Weaker
\end{tabular} & \[
\begin{aligned}
& 253(29.9 \%) \\
& 592(70.1 \%)
\end{aligned}
\] & & \[
55-64
\] & \[
127 \text { (16.7\%) }
\] \\
\hline Recruitment Source & \begin{tabular}{l}
Newspaper \\
Flyer \\
Online \\
Word of Mouth
\end{tabular} & \[
\begin{aligned}
& 237(28.1 \%) \\
& 192(22.7 \%) \\
& 140(16.6 \%) \\
& 276(32.7 \%)
\end{aligned}
\] & Education & \begin{tabular}{l}
\(65+\) \\
Less than \\
High School \\
High School \\
College \\
or above
\end{tabular} & \[
\begin{array}{r}
123(16.2 \%) \\
94(12.4 \%) \\
\\
243(31.9 \%) \\
424(55.7 \%)
\end{array}
\] \\
\hline Eligibility & \begin{tabular}{l}
English Speaking \\
Non-English \\
Speaking \\
(eligible)
\end{tabular} & \[
\begin{aligned}
& 264(34.7 \%) \\
& 497(65.3 \%)
\end{aligned}
\] & Entry to the U.S. & \[
\begin{aligned}
& \text { Before } 1980 \\
& 1980-1989 \\
& 1990-1999 \\
& 2000-2009 \\
& \text { After } 2010
\end{aligned}
\] & \[
\begin{gathered}
56 \text { (7.4\%) } \\
125 \text { (16.4\%) } \\
177 \text { (23.3\%) } \\
310 \text { (40.7\%) } \\
93 \text { (12.2\%) }
\end{gathered}
\] \\
\hline Number of Contacts per potential participant & \[
\begin{aligned}
& 1 \text { time } \\
& 2 \text { times } \\
& 3+\text { times }
\end{aligned}
\] & \[
\begin{gathered}
665(78.7 \%) \\
146(17.3 \%) \\
34(4.0 \%)
\end{gathered}
\] & & & \\
\hline
\end{tabular}
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\begin{abstract}
This study assesses the effect of response-mode choices on response rates, and responsemode preferences of hard-to-survey populations: young adults, full-time workers, big city inhabitants, and non-Western immigrants. Using address-based sampling, a stratified sample of 3,496 households was selected. The first group of sample members was contacted face to face and could choose between a CAPI and web response mode. The second group, contacted by telephone, could choose between CATI and web. The third group, contacted by telephone, was randomly allocated to a response mode. Our address-based sampling technique was successful in reaching most of the hard-to-survey groups. Insufficient numbers of nonWestern immigrants were reached; therefore this group was excluded from our analyses. In our mixed-effect models, no significant effects on the willingness to participate were found for mode choice. We found that full-time workers and young adults were significantly more likely to choose web over CAPI when contacted face to face.
\end{abstract}
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\section*{1. Introduction}

Collecting data from hard-to-survey populations is challenging; they are hard to reach and known for low cooperation rates after having been contacted (Stoop 2005). To address these data collection difficulties, survey designs have been adjusted to increase response rates for hard-to-survey groups (e.g., increasing the number of contact attempts, Feskens 2009). Obviously such designs need to be carefully selected. To achieve contact with and cooperation of hard-to-survey populations, designs need to be tailored to characteristics of the sample (Groves et al. 1992; Haan and Ongena 2014). To identify such targeted approaches is therefore an important task for survey researchers. However, there is no guarantee whatsoever that designs can actually be found that perform better for specific groups. The existing literature is ambiguous about the effects of variations in contact modes and response modes. With this article, we aim to contribute to the existing literature by simultaneously investigating the effects of contact modes and responsemode choices on response rates, and analyzing the response-mode choices of several hard-to-survey groups.
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Stoop (2005; 2007) identified groups in society that are hard to survey. In the experiment described in this article, four of Stoop's hard-to-survey groups were selected. First, young adults can be difficult to contact due to, for example, unlisted cell phone numbers (Holbrook et al. 2003) and outdoor obligations (Stoop 2005), but they are generally willing to cooperate (De Leeuw and Hox 1998). Second, households with more than one full-time worker can be difficult to contact because of their at-home pattern. However, when contacted, they are generally willing to cooperate (Goyder 1987). Third, inhabitants of highly urbanized cities may be reluctant to let strangers enter their homes and are therefore hard to reach and their attitude towards survey research can be more negative (Campanelli et al. 1997; Goyder et al. 1992; Groves and Couper 1998). Finally, non-Western first and second-generation immigrants (henceforth referred to as 'nonWestern immigrants') are often thought to be difficult to survey. However, in some studies, their contact rates are low - perhaps because of periods spent abroad (Blohm and Diehl 2001) - but they can have higher cooperation rates than natives (Feskens et al. 2007; Feskens 2009). To specify the group of non-Western immigrants, the following definitions were used (Statistics Netherlands 2013a):
> -Someone with a first-generation foreign background: "Someone born abroad with at least one parent who was born abroad."
> -Someone with a second-generation foreign background: "Someone born in the Netherlands who has at least one parent born abroad."
> -Someone with a non-Western background: "Someone originating from a country in Africa, South America or Asia (excluding Indonesia and Japan) or Turkey."

Previous research has shown that different sample members may have divergent preferences for modes of contact (De Leeuw and van der Zouwen 1992), or favor different modes of responding (Dillman et al. 1994; Groves and Kahn 1979). Researchers have been offering multiple response-mode options to enable contacted sample members to select the response mode of their choice (Dillman et al. 2009; Shih and Fan 2007). However, mixed-mode experiments have shown deviating results with respect to the effects that response-mode choices have on response rates: increasing response rates (e.g., Schneider et al. 2005), decreasing response rates (e.g., Millar and Dillman 2011), or no influence on response rates (e.g., Friese et al. 2010). In addition, not many studies have focused on the effects of response-mode choices on response rates of hard-to-survey populations.

The deviating results and the survey design possibilities of presenting mode choices led us to believe that offering response-mode choices still can have positive effects on response rates. Combinations other than mail/web response-mode choices and varying contact modes could increase response rates. In addition, only a few studies have explored the effects of contact modes and response modes on response rates of hard-to-survey populations. To fill in some of these blanks in survey research literature, we designed and conducted an experiment to address the following two key questions:
1. What are the effects of offering response-mode choices on the willingness to participate of hard-to-survey populations and sample members in general?
2. To what extent do hard-to-survey populations differ in response-mode choice?

Before presenting our experiment and results, we start by providing the necessary background on the advantages and disadvantages of using response-mode choices in a survey design. Then we describe different ways of how response-mode choices are implemented in concurrent survey designs. This is followed by a section on contact mode preferences of hard-to-survey groups. Finally, we discuss literature on response-mode preferences of hard-to-survey populations.

\section*{2. Theoretical Background}

\subsection*{2.1. The Advantages and Disadvantages of Response-Mode Choices}

Preferences for response modes have been expressed for face-to-face interviews (Groves and Kahn 1979), telephone interviews (Smyth et al. 2009), mail surveys (Millar et al. 2009), and web surveys (Miller et al. 2002; Ryan et al. 2002; Tarnai and Paxson 2004). Therefore it can be worth the effort to create survey designs in which hard-to-survey populations are offered specific response modes. Offering sample members a responsemode choice not only makes it possible for them to cooperate in their favorite response mode, but they are also more involved in the decision to participate in the survey. This involvement can create goodwill, resulting in greater willingness to participate in the survey (De Leeuw 2005).

However, a choice in response mode could also prove overly cognitively challenging (Medway and Fulton 2012; Schwartz 2004). Too many choices can lead to 'choice overload' or 'overchoice situations', which lead to difficulties in the decision-making process (Dhar 1997; Iyengar and Lepper 2000; Toffler 1971). It is not clear whether choice overload problems also play a role in survey participation, since most studies focusing on choice overload are conducted in the field of marketing research (i.e., consumers choosing products). However, researchers have speculated on the effect the number of responsemode choices could have on response rates (Gillian et al. 2010; Martin 2011).

Furthermore, some researchers argue that if response-mode preferences really exist, then sample members should choose their preferred mode when choice is offered (Diment and Garrett-Jones 2007; Millar and Dillman 2011). Of course, being offered a choice does not imply that people also consciously make a choice. Sample members may select the response mode they have been approached in, simply because they do not want to weigh the pros and cons of alternatives or they might not have a mode preference. Moreover, it can be too much of a burden for them to switch modes and therefore they choose the response mode in which they were contacted (Lynn 2013).

\subsection*{2.2. Offering Response-Mode Choices in Concurrent Survey Designs}

As the Internet is a widely-used medium and the low costs of offering web response modes are attractive (Dillman 2007), many organizations want to offer a web response mode to sample members in addition to the survey mode already existing (e.g., mail). When two (or more) response modes are offered simultaneously as an actual choice during the first contact moment, a so-called concurrent survey design is in use. However, according to a meta-analysis of Medway and Fulton (2012), offering concurrent web/mail response mode choices does not have positive effects on response rates. They found significantly lower
response rates for designs in which a concurrent web option was included in a mail survey than for designs in which the web option was not added. Nineteen studies were included in their meta-analysis. Two of these studies reported increased response rates when a concurrent choice was offered between mail and web (Brady et al. 2003; Schneider et al. 2005). Some experiments found almost no effects on response rates when web options were offered alongside a mail questionnaire (Friese et al. 2010; Lesser et al. 2010), but many studies conclude that the concurrent choice between web and mail reduces response rates (Brøgger et al. 2007; Gentry and Good 2008; Griffin et al. 2001; Hardigan et al. 2012; Israel 2010; Millar and Dillman 2011; Radon et al. 2002; Schmuhl et al. 2010; Smyth et al. 2010; Turner et al. 2010; Werner and Forsman 2005; Ziegenfuss et al. 2010). In an attempt to explain this outcome, Medway and Fulton (2012) argue that response-mode choices might make the survey participation process too complex and that they are a distracting factor in the response process.

However, by presenting a mode choice in a certain way, survey designers can try to ensure that the survey participation process is not overly cognitively challenging. Tancreto et al. (2012) experimented with response-mode choices to determine the best method to present the new web mode of the American Community Survey. They tested both concurrent designs and sequential designs. Their so-called prominent choice strategy, with a concurrent choice between a mail questionnaire and highlighted web mode, achieved the highest response rates. Within the concurrent choice designs, more people responded by web in the prominent choice condition than in the nonprominent choice condition (no highlighting of the web mode possibility). However, in the designs with the sequential choices, more people responded by web than in the concurrent choice designs. After asking sample members about their choice behavior, the researchers found no strong motivational indicators to explain why sample members chose a specific mode. Some did indicate that they like mail questionnaires better than web surveys, but mostly choices were made for practical reasons such as a lack of Internet access or computer issues.

Furthermore, different varieties of response-mode choices in concurrent designs could affect response rates in another way. Offering other combinations of response modes to choose from than mail and web may be more successful (e.g., a computer-assisted telephone interview (CATI) and web). Furthermore, sample members can be questioned about their response-mode preferences in advance and their preferred mode can be offered when they are approached again for another survey or a follow-up questionnaire (Hoffer et al. 2007; Olson et al. 2012). Overall, in these studies, higher response rates were found for sample members who were immediately assigned to their preferred response mode. However, when studying mode preferences in a sequential design, Olson et al. (2012) did not find differences in response rates between the sample members who were given their preferred response mode immediately and those who received their preferred mode when recontacted.

The survey design possibilities of presenting response-mode choices and the goodwill that mode choice can create led us to believe that offering response-mode choices still can have positive effects on response rates. Although concurrent web options in mail surveys seem to have negative effects on response rates (Medway and Fulton 2012), other combinations of response-mode choices in a concurrent design could increase the
willingness of sample members to participate in the survey. Therefore we expect that sample members will be more willing to participate in a survey when they can choose their response mode than when they cannot choose a response mode (Hypothesis 1).

\subsection*{2.3. Contact Mode Preferences of Hard-to-Survey Populations}

Before sample members can be offered a response-mode choice, they first have to be reached by a contact mode. Not much is known about sample members' contact mode preferences for the request to participate. For a variety of reasons, it is harder to obtain high response rates in telephone surveys than in face-to-face surveys (e.g., Groves 1977; Holbrook et al. 2003; Weeks et al. 1983). This argument is supported by results of a meta-analysis of 45 studies in which the highest completion rates were found for face-to-face surveys compared to telephone and mail surveys (Hox and de Leeuw 1994). Concentrating only on the contact moment, De Leeuw and van der Zouwen (1992) found lower response rates for telephone contacts than for face-to-face contacts. However, other researchers report no differences in response rates between telephone and face-to-face contacts (Scherpenzeel and Toepoel 2012) and between telephone and mail contacts (Wilkins et al. 1997).

Focusing on the four hard-to-survey groups studied in this article, according to Stoop (2005) young adults can be difficult to reach in general because of their outdoor obligations. Furthermore, this group is also known for having an unlisted cell phone number instead of a listed landline number (Blumberg and Luke 2007; Holbrook et al. 2003). Therefore it is likely that young adults are easier reached face to face than by telephone. Households with more than one full-time worker are difficult to reach in both of the contact modes (face-to-face and telephone) because of their at-home pattern. For this group the timing is more important, for example calling in the evenings (Weeks et al. 1983). According to the literature, big city inhabitants may be reluctant to let strangers enter their homes (Campanelli et al. 1997; Goyder et al. 1992; Groves and Couper 1998), so it is likely that this group is easier reached by telephone than by a house visit. In general, non-Western immigrants can be difficult to reach because of periods spent abroad (Blohm and Diehl 2001). In addition, landline telephone coverage among this ethnic-minority group is relatively low (Feskens 2009). Therefore it is likely that this group is easier reached by a house visit than by telephone. Nevertheless, reaching this group might be difficult either way.

\subsection*{2.4. Response-Mode Preferences of Hard-to-Survey Populations}

Only a few studies have reported information about response-mode choices made by hard-to-survey sample members. As a consequence, not much is known about the mode preferences of most difficult-to-survey groups and how to target them. The one hard-tosurvey group that does get attention in literature on response-mode preferences is the young adult population. Schneider et al. (2005) found that when a choice between a mail questionnaire and a web response mode was offered, young individuals in the sample preferred web. Furthermore, many other studies found that young adults prefer the web response mode (Diment and Garrett-Jones 2007; Kaplowitz et al. 2004; Millar and Dillman 2011; Stoop's 2005; Vehovar et al. 2002). An explanation for this preference can
be that young adults use web on a daily basis (De Leeuw and Hox 1998) and therefore it is a very convenient response mode for them. However, this group is also known for not owning a landline number (Blumberg and Luke 2007; Holbrook et al. 2003), so when offered response-mode choices (e.g., CATI and web) their choice can also be based on the response mode that is available to them. Other studies have not found evidence for a web preference of young adults but have found that older people prefer non-web response modes (Millar et al. 2009; Smyth et al. 2009). In a US study, senior citizens of 65 and over are assumed to be less likely to have Internet access in their homes and to use the Internet less frequently because they think it is not relevant to them or their web proficiency level is too low (Zickuhr and Smith 2012). Therefore their preferences for non-web response modes can derive from mode availability as well as mode proficiency. In another mixed mode study by Tancreto et al. (2012) in which a choice between mail and web was offered, choices for web were predominantly made by young adults but also by highly educated sample members and non-English-speaking households. These results can be explained when looking at other studies on Internet use in which age, education and income positively correlated with use of the web (Couper et al. 2007; Loges and Jung 2001). Based on these studies, we thus expect that young adults will choose the web response mode more often than older adults (Hypothesis 2), as this mode suits this group in terms of mode proficiency and mode availability.

It is harder to predict the response-mode preference for the other three hard-to-survey groups (full-time workers, big-city inhabitants, and non-Western immigrants) as the literature on them is less extensive. It is assumed that full-time workers are less likely to spend their time on surveys as they are busy working and prefer to spend their time on other activities after work (Groves et al. 2002). However, Stoop (2007) has argued that this group is used to multitasking, and is therefore willing to find time for survey participation when reached. In addition, Vercruyssen et al. (2013) found that survey participation among 'busy people' is mainly affected by 'feeling busy' regardless of the time spent on working. Based on this, we expect that households with more than one full-time worker will choose a self-administered mode more often than households with one full-time worker or less (Hypothesis 3). Choosing a self-administered mode, such as web, enables this hard-to-survey group to fill in the questionnaire at their own convenience (i.e., they can decide on their own how to manage their time). However, there is a risk that this choice may not translate to higher response rates due to the procrastination factor (i.e., putting off survey participation until the last possible moment).

With regard to inhabitants of urbanized cities, studies have shown that they are reluctant to let strangers enter their homes (Campanelli et al. 1997; Groves and Couper 1998), therefore it can be easier to reach this group by telephone than through a house visit. Furthermore, their attitude towards survey research can be more negative compared to inhabitants of other areas. For this reason, we also expect that this group will choose the web response mode more often than households from other areas (Hypothesis 4), as web is the response mode with the least interviewer interference and therefore suits this group the best. As this article describes an experiment that is conducted in The Netherlands, we did not include hypotheses about Internet penetration, as opposed to studies from the United States (Sylvester and McGlynn 2010). The level of Internet penetration in The Netherlands is not only very high ( \(95 \%\) of all households), but also dominated by broadband access
( \(88 \%\) of all households with an Internet connection). There might be slight differences between the penetration in urbanized cities and rural areas, but overall the Internet has become a very common mode of communication in the Netherlands (Deutskens et al. 2004; Statistics Netherlands 2013b). Therefore we do not expect that differences in response-mode preferences between big city households and households from other areas are attributable to broadband access or speed, but are attributable to people's willingness to let strangers enter their homes or their attitudes towards survey research.

According to Feskens et al. (2006), non-Western immigrants are known for their low education level. As lower education levels often correlate negatively with Internet use (Couper et al. 2007; Loges and Jung 2001; Tancreto et al. 2012), it is likely that this hard-to-survey group will not choose the web response mode. Furthermore, language barriers can also constitute a problem for this group. Therefore we expect non-Western immigrants to choose interviewer-administered response modes over self-administered modes more often than natives (Hypothesis 5). If language problems arise, the interviewer can clarify the questionnaire if necessary (Blohm and Diehl 2001), and interviewer-administered response modes are more convenient to non-Western immigrants because of a possible low web proficiency.

Another factor that can affect the mode choice of sample members in general is the contact mode. We did not find studies in which this was empirically tested, but there are studies in which the effect of mode switching is analyzed. For example, Lynn (2013) found lower response rates for telephone-contacted sample members who were asked to participate in a computer-assisted personal interview (CAPI) than for face-to-facecontacted sample members who were asked to participate in the same mode (CAPI). So it would seem that sample members prefer to continue survey cooperation in the mode they were contacted in, although it is of course also possible that it was the face-to-face contact mode that increased response rates as compared to the telephone contacts. It is possible that in our study the contact mode will influence the response-mode choice of sample members.

\section*{3. Method}

\subsection*{3.1. Sampling of Households}

Based on the literature of Stoop (2005; 2007), we focused on four hard-to-survey groups: young adults (ages 15 to 34), households with more than one full-time worker, inhabitants of big cities, and non-Western immigrants. This experiment was based on a multistage sample. The fieldwork of this study was carried out from March to June 2012 by GfK Panel Services Benelux. In the first sampling stage, all 441 municipalities of the Netherlands were compared on location ( 12 provinces) and urbanization levels. In the second sampling stage, data from the European Social Survey (ESS) 2010 round was used to study in which municipalities the respondents lived who fulfilled at least one of the criteria of the four selected hard-to-survey groups. Based on this analysis, 283 municipalities were selected. In the third stage, 169 municipalities were selected based on the location of GfK's employed interviewers. Finally, 40 municipalities from these

169 were selected, again taking into account the location (equal selection within 12 provinces) and the urbanization levels of the municipalities.

Enriched address-based sampling was applied using databases with information on population characteristics using ZIP code areas within the 40 municipalities. The addresses with ZIP codes based on the three selection variables were obtained from Cendris (Cendris is a commercial organization that provides addresses for marketing or research purposes with specific information about households). Three selection variables were used to oversample the four hard-to-survey populations. Many full-time working couples and young adults live in newly-built neighborhoods (Raets 2008), and nonWestern immigrants predominantly reside in low-income neighborhoods and urbanized areas (Feskens et al. 2007; Nicolaas et al. 2010; Statistics Netherlands 2010). Therefore the selection variables were: newly-built neighborhoods (which is likely to oversample households with more than one full-time worker and people aged 15 to 34 ), low-income neighborhoods (which is likely to oversample non-Western immigrants), and random selection of remaining ZIP codes to vary in location and urbanization levels so as to reach big city inhabitants and to make an effort to include more members of the hard-to-survey groups. After the data collection was completed, we defined the four hard-to-survey groups using self-reports of participating respondents.

In this way, a total of 3,496 households were randomly selected for this study within an additional round of the ESS. An adapted form of the last-birthday method was used when there was more than one individual living in the household. This standard method of the ESS entails that the interviewer asks which person in the household had his or her birthday closest to a randomly chosen date. The identified individual should then be selected for the survey (no substitute can be taken). This method entailed a difference in sample member selection in single-person households and multi-person households.

\subsection*{3.2. Experimental Design}

To study the effects of the response-mode choices on response rates, a concurrent design was used. First, the sample members received a letter sent to their home, in which the goal of the survey was introduced and their selection for this study was explained. The sampled households were randomly allocated to three experimental groups. One group was contacted face to face and was given the choice between CAPI and a web survey. Another group was contacted by telephone and was given the choice between CATI and a web survey. Sample units in the third group were randomly allocated to CAPI, CATI, or web after being contacted by telephone. Interviewers who paid house visits were compensated per interview and telephone interviewers were compensated per hour. To take into account possible interviewer effects due to this compensation difference, sample members who were contacted face to face and wanted to participate through CAPI could not be interviewed on the spot, but had to make an appointment with the interviewer. The telephone-contacted sample members could participate on the spot or make an appointment.

In several other studies, mail/web choices are offered by mail (see meta-analysis by Medway and Fulton 2012). In our opinion, this does not present a very attractive
combination of contact and response modes to obtain high response rates. First, in a mail contact mode there is no interviewer present who can convince the sample member to participate. In our design we want to compare two contact modes with interviewers, as interviewer presence can have an impact on sample members (Bethlehem et al. 2011; Groves et al. 1992). Second, both response modes (mail/web) are self-administered, while some sample members might prefer interviewer-administered response modes. Therefore we included both interviewer-administered and self-administered response modes in the design. Due to budget constraints, there was no group randomly allocated to a response mode after being contacted face to face. Accordingly, random assignment and contact mode were partially confounded in the design.

\subsection*{3.3. Participating Households}

Of the 3,496 households selected for this study, 824 participated in the survey. Furthermore, 327 households indicated that they were willing to cooperate. Willing households confirmed they would like to take part in the survey, but were not contacted again for interview or were not sent a link to the web survey because of budget reasons or expiration of the data-collection period. The number of willing respondents was larger for the web conditions because it was harder to find respondents that wanted to participate in CAPI or CATI. Interviewers continued visiting and calling respondents until a sufficient number was reached for all response modes. The number of households that refused to cooperate was 1,579 . This group includes hard refusals as well as soft refusal households that indicated they were not interested in participating in the survey after a call back. Additionally, 428 households were known to be ineligible (e.g., due to language barriers, or selected address is business office), and for 208 households their eligibility was unknown (e.g., unable to locate address, or technical problems). Furthermore, 130 households were approached without making contact with the sample member, the so-called noncontacts.

\section*{4. Results}

\subsection*{4.1. Outcome Rates}

Table 1 shows the response rates and cooperation rates of the experimental groups.

Table 1. Response rates and cooperation rates
\begin{tabular}{ccccc}
\hline Contact modes & \begin{tabular}{c} 
1. Face-to-face: \\
Choice between \\
CAPI or web
\end{tabular} & \begin{tabular}{c} 
2. Telephone: \\
Choice between \\
CATI or web
\end{tabular} & \begin{tabular}{c} 
3. Telephone: \\
No choice \\
(random: CAPI,
\end{tabular} & \begin{tabular}{c} 
All contact \\
modes \\
combined
\end{tabular} \\
& & & CATI, or web)
\end{tabular}

The following definitions of the American Association for Public Opinion Research (AAPOR 2011) were used to calculate the response rates and cooperation rates:
\[
\begin{aligned}
\text { Response Rate } 1(\mathrm{RR} 1)= & \frac{\text { Complete interviews }}{\text { (Complete interviews + Partial interviews)+ }} \\
& \text { (Refusal and Break off + Noncontact + Other)+ } \\
& \text { (Unknown if household occupied + Unknown Other) }
\end{aligned}
\]
\[
\begin{aligned}
\text { Cooperation Rate } 1(\mathrm{COOP} 1)= & \frac{\text { Complete interviews }}{\begin{array}{l}
(\text { Complete interviews }+ \text { Partial interviews })+ \\
\\
\end{array}}+\underset{\text { Refusal and Break off }+ \text { Other })}{ }
\end{aligned}
\]

In the calculation, the willing sample members were included in both the numerator and the denominator, as these sample members did agree to cooperate with the interview which is the variable of interest in our analyses. The highest outcome rates were found for the households in Group 1, who were contacted face to face and could choose a response mode. We found significant differences for the response rates obtained in Group 1 compared to the response rates in Group 2, who were contacted by telephone and could choose a response mode \(\left(\chi^{2}(1, N=1,696)=69.57, p=.00\right)\), as well as for the cooperation rates \(\left(\chi^{2}(1, N=1,493)=59.95, p=.00\right)\). However, it is difficult to determine if these differences are the result of the contact mode or the offered responsemode choices. Significant differences were also found comparing the response rates of Groups 2 and \(3\left(\chi^{2}(1, N=2,251)=8.83, p=.00\right)\) and the cooperation rates \(\left(\chi^{2}(1, N=1,990)=15.24, p=.00\right)\). Therefore it would seem that offering responsemode choices has a positive effect on the willingness to participate, corroborating Hypothesis 1; however, this will be analyzed further in Subsection 4.2.

Table 2 shows the numbers and proportions of sample members in each experimental group. When comparing Groups 1 and 2, face-to-face-contacted households seem to be more prepared to cooperate than households approached by telephone, as the proportion of refusers is lower in Group 1 (33.1\%) than in Group 2 (43.5\%). We should take into account that these proportions can be affected both by the contact mode and by the combination of response-mode choices. The same can be found when comparing the refusal proportions of Group 1 ( \(33.1 \%\) ) and Group 3 (allocated to CAPI \(58.8 \%\), allocated to CATI \(54.9 \%\), and allocated to web \(44.5 \%\) ), but again this result can also be influenced by the fact that Group 3 was not offered a response-mode choice and by the different contact mode. Looking at Groups 2 and 3, higher refusal proportions were found in the telephone-contact groups in which sample members were allocated to CAPI (58.8\%), CATI (54.9\%), or web \((44.5 \%)\) in comparison to Group 2 ( \(43.5 \%\) ). As households were contacted with telephone in both groups, offering a choice in response mode seems to positively affect the refusal proportions (however, see Subsection 4.2).

Table 3 shows the proportions of the hard-to-survey sample members that were reached in the neighborhoods that were used in the selection process, and it shows the proportions of sample members in the three experimental groups.

Focusing on the neighborhoods, for young adults and households with more than one full-time worker we found the highest proportions in the newly-built neighborhoods ( \(54 \%\) and \(46 \%\) respectively), and for the non-Western immigrants we found the highest
Table 2. Proportion of sample members per group

Table 3. Hard-to-survey sample members in neighborhoods and experimental groups
\begin{tabular}{lccccc}
\hline & \multicolumn{4}{c}{ Proportions of sample members } \\
\cline { 2 - 6 } & \begin{tabular}{c} 
Young adults \\
\((<35)\)
\end{tabular} & \begin{tabular}{c} 
Full-time \\
workers
\end{tabular} & \begin{tabular}{c} 
Big-city \\
inhabitants
\end{tabular} & \begin{tabular}{c} 
Non-Western \\
immigrants
\end{tabular} & \begin{tabular}{c} 
Other \\
respondents
\end{tabular} \\
\hline Neighborhoods & & & & & \\
Low income & 23.0 & 18.0 & 37.7 & 45.8 & 29.4 \\
Newly built & 54.0 & 46.0 & 26.2 & 29.2 & 31.8 \\
Other & 23.0 & 36.0 & 36.1 & 25.0 & 38.8 \\
Experimental groups & 100 & 100 & 100 & 100 & 100 \\
Group 1 (f2f + choice) & 43.2 & 40.0 & 34.4 & 50.0 & 41.1 \\
Group 2 (phone + choice) & 23.6 & 36.0 & 29.5 & 25.8 & 33.5 \\
Group 3 (phone + no choice) & 33.5 & 24.0 & 36.1 & 29.2 & 100 \\
\hline
\end{tabular}
proportions in the low-income neighborhoods ( \(45.8 \%\) ). This is what we aimed for when using the neighborhood selection variables in our design. The highest proportions of big-city inhabitants were found in low-income neighborhoods (37.7\%) and neighborhoods in the 'other' category ( \(36.1 \%\) ).

When looking at the proportions in the experimental groups, we found the highest proportions for young adults ( \(43.2 \%\) ) in Group 1. This is in line with the literature, which states that this group is easier to reach face to face than by telephone. The difference between Group \(2(23.6 \%)\) and Group \(3(33.5 \%)\) is more difficult to interpret. It is possible that telephone calls are harder when an interviewer needs to explain the mode choice to the sample member compared to calls to randomly-allocated sample members where only the request to participate needs to be communicated. Furthermore, young adults might be too impatient to listen carefully to what is being said over the telephone; mode choice may be not attractive enough to them. However, it is also possible that these differences between Groups 2 and 3 are caused by coincidence because of differences in the sample. For households with more than one full-time worker, we did not find major differences between Group \(1(40.0 \%)\) and Group \(2(36.0 \%)\). According to the literature, this group is hard to contact but the ones reached are willing to cooperate. The proportions for full-time workers were lower in Group 3 (24.0\%), so it is possible that mode choice had a positive effect on this group. For big-city inhabitants, we found no major differences comparing the three groups. The highest proportion of non-Western immigrants was found in Group 1 ( \(50.0 \%\) ); this is in accordance with the literature discussed. However, just as with the young adult group, we found higher proportions in Group 3 ( \(29.2 \%\) ) than in Group 2 ( \(20.8 \%\) ). It is possible that non-Western immigrants have no mode-choice preferences when contacted over the telephone because they may have language difficulties.

\subsection*{4.2. The Effect of Mode Choice and Neighborhood on the Willingness to Participate}

In the present study, we deal with the dichotomous dependent variable 'willingness to participate' (non-normally distributed), and a partially-crossed data structure. Sample members ( \(\mathrm{n}=1,502\), including: actual respondents, willing sample members, and refusers) are nested within interviewers \((\mathrm{n}=21)\) and interviewers are crossed with municipalities \((\mathrm{n}=40)\). Based on reviews of statistical software for mixed-effect (multilevel) modeling (e.g., Li et al. 2011; Quené and Van den Bergh 2008), generalized linear mixed models (GLMM) were fit using the lmer function in package lme4 (Bates 2005), which is an extension package to \(R\).

Our models in Table 4 only include the sample members that were contacted by telephone. We excluded the group that was asked to participate in the CAPI response mode contacted by telephone (the no-choice group) to make the choice group and no-choice group more comparable (i.e., including only telephone and web as response modes). Our dichotomous variable 'willingness to participate', coded 'one' when willing to participate and 'zero' when not, is included in our model as the dependent variable. Fixed-effect and random-effect factors are distinguished in the models. We have three fixed-effect factors of interest. The first fixed factor is mode choice. By including this fixed factor in our model, we can report some results on the effect of mode choice in our experiment, and

Table 4. Prediction of the likelihood of being willing to participate in the survey
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & \multicolumn{2}{|l|}{Model 1} & \multicolumn{2}{|l|}{Model 2} & \multicolumn{2}{|l|}{Model 3} \\
\hline \multicolumn{7}{|l|}{Fixed-effect factors} \\
\hline Intercept & \(-0.4781^{* * *}\) & (0.0994) & - 0.3380* & (0.1614) & - 0.3310* & (0.1670) \\
\hline Choice & 0.1584 & (0.1067) & 0.0551 & (0.1210) & 0.04621 & (0.1216) \\
\hline Low income & - 0.3614** & (0.1228) & - 0.3763** & (0.1357) & -0.3933** & (0.1364) \\
\hline Newly built & 0.1793 & (0.1255) & 0.1469 & (0.1289) & 0.1487 & (0.1295) \\
\hline \multicolumn{7}{|l|}{Random-effect factors} \\
\hline Intercept (interviewer) & & & 0.4743 & & 0.4821 & \\
\hline Intercept (municipality) & & & & & 0.2237 & \\
\hline \multicolumn{7}{|l|}{Model fit} \\
\hline AIC & 2000 & & 1967 & & 1967 & \\
\hline \multicolumn{7}{|l|}{Empty models (intercept only)} \\
\hline Intercept (fixed effect) & \(-0.4439 * * *\) & (0.05288) & \(-0.3634^{* *}\) & (0.1360) & - 0.3653** & (0.1410) \\
\hline Intercept (interviewer) & & & 0.4855 & & 0.4910 & \\
\hline Intercept (municipality) & & & & & 0.2019 & \\
\hline
\end{tabular}

The significance of the fixed-effect factors was evaluated by means of the Wald test for the coefficients in the models, \(* p<.05, * * p<.01, * * * p<.001\)
contribute some additional insights to the mode choice discussion. The second and third fixed factor describe the neighborhood situation of the sample member, living in a lowincome neighborhood, or living in a newly-built neighborhood. The living environment of sample members is associated with willingness to participate (Groves and Couper 1998), which is why we were interested in neighborhood effects in our sample.

All our fixed factors were binary, coded 'one' when having a mode choice, living in a low-income neighborhood, or living in a newly-built neighborhood, and coded 'zero' when not having a mode choice or not living in a low-income or newly-built neighborhood.

The random factors in our model are interviewers and municipalities. By including these two random factors, the structural variability associated with these factors can be taken into account. Sample members are not included as a random factor, since there is no variance linked to sample members as there is only one value for each sample member. Including the interviewer as a random factor in our model was necessary, because an individual interviewer can cause systematic variation on the willingness of a respondent to participate in the survey (Couper and Groves 1996). Although sample members could have been in contact with multiple interviewers, each sample member was only linked to the interviewer who undertook the last telephone contact attempt for this sample member. Furthermore, we also included the municipality as a random factor to take into account possible geographical systematic variance (e.g., sample members from a certain municipality could be more willing than others). Since interviewers conducted interviews in multiple municipalities, interviewers are associated with multiple municipalities, whereas sample members are nested under the interviewer that last reached them.

Furthermore, there can be variability in the effect the three fixed factors (slopes) have. For example, interviewers (random-effect factor) could have been more successful in obtaining cooperation in one neighborhood than in another neighborhood. It is important to take into account these so-called random slopes, as they make the formula of the
mixed-effect model as precise as possible. However, the random slopes in our analyses did not affect our model. Therefore we excluded the random slopes from the models.

In Table 4 three models are presented: a single-level model with fixed factors (Model 1), a two-level model (Model 2) with fixed factors and one random factor, and a three-level model (Model 3) with fixed factors and two random factors. For the fixed-effect factors, each coefficient is shown with its accompanying standard error in parentheses. For the random-effect factors, the standard deviation is presented. We found that offering a choice in response mode did not have a significant effect on the willingness to participate in the survey. This result was compared with our results from Subsection 4.1 where we found a significant difference for cooperation rates \(\left(\chi^{2}(1, N=1,990)=15.24, p=.00\right)\) between experimental Groups 2 and 3, and lower refusal rates in Group 2 than in Group 3. When removing the telephone-contacted sample members from the analysis that were randomly allocated to CAPI, the effect of mode choice on the willingness to participate is no longer significant. A possible explanation for this finding is that the sample becomes too small in the analysis. Nevertheless, based on our mixed-effect models we did not find support for Hypothesis 1. The likelihood of being willing to participate in the survey was significantly lower for households in low-income neighborhoods than for households in other neighborhoods. No significant effects on willingness to participate were found for households in newly-built neighborhoods compared to households in other neighborhoods. Models including interactions did not yield additional significant effects. We saw a decrease in the Akaike Information Criterion (AIC) when the random factors were included in Models 2 and 3, which means the goodness of fit improved. The random factors did not yield additional significant effects. According to the AIC, Models 2 and 3 perform equally well. However, the municipality random effect factor does not cause much systematic variance. Therefore Model 2 is preferred.

\subsection*{4.3. Response-Mode Choices}

Analyses were performed to assess the response-mode preferences of hard-to-survey respondents in comparison with other respondents. As shown in Table 5, supported by a marginally significant difference \(\left(\chi^{2}(1, N=288)=3.60, p=.06\right)\), the hard-to-survey households (young adults, full-time workers, and big-city inhabitants combined) were more likely to choose web when contacted face to face than the other respondents. Furthermore, young adults were more likely to choose web over CAPI when contacted face to face compared to the older respondents - a significant difference was found \(\left(\chi^{2}(1, N=288)=5.33, p=.02\right)\). This provides evidence for Hypothesis 2 for the face-to-face-contacted young adults. Households with more than one full-time worker were also more likely to choose the web response mode when contacted face to face than households with other work hours, this is also supported by a marginally significant difference \(\left(\chi^{2}(1, N=288)=3.79, p=.05\right)\). This result is in accordance with Hypothesis 3 for the face-to-face-contacted households with more than one full-time worker. No significant difference was found for big-city inhabitants contacted face to face in comparison with non-big-city inhabitants \(\left(\chi^{2}(1, N=287)=2.51, p=.11\right)\). Therefore, Hypothesis 4 does not hold for the face-to-face-contacted big-city inhabitants. When sample members were contacted by telephone, no significant differences were
Table 5. Response-mode choices of hard-to-survey populations
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{} & \multicolumn{6}{|l|}{Response-mode choices} \\
\hline & \multicolumn{2}{|l|}{Face-to-face contact} & & \multicolumn{2}{|l|}{Telephone contact} & \\
\hline & CAPI & Web & & CATI & Web & \\
\hline \multicolumn{7}{|l|}{Hard-to-survey} \\
\hline (all groups combined) & 32.6 \% & 67.4 \% & \(100 \%\) & 36.8 \% & 63.2 \% & 100 \% \\
\hline Other respondents & 44.4 \% & 55.6 \% & \(100 \%\) & 47.0 \% & 53.0 \% & 100 \% \\
\hline Chi square & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=288)=3.60, p=.06\)} & \multicolumn{4}{|l|}{\(\chi^{2}(1, N=225)=1.79, p=.18\)} \\
\hline Young adults (<35) & 28.1 \% & 71.9 \% & \(100 \%\) & 34.3 \% & 65.7 \% & \(100 \%\) \\
\hline 35 and older & 44.2 \% & 55.8\% & \(100 \%\) & 46.3 \% & 53.7 \% & \(100 \%\) \\
\hline Chi square & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=288)=5.33, p=.02\)} & & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=225)=1.73, p=.18\)} & \\
\hline Full-time workers & 20.0 \% & 80.0 \% & \(100 \%\) & 33.3 \% & 66.7 \% & \(100 \%\) \\
\hline Non-full-time workers & 42.2 \% & 57.8 \% & \(100 \%\) & 45.4 \% & 54.6 \% & 100 \% \\
\hline Chi square & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=288)=3.79, p=.05\)} & & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=225)=0.97, p=.32\)} & \\
\hline Big-city inhabitants & 57.1 \% & 42.9 \% & \(100 \%\) & 38.9 \% & 61.1 \% & \(100 \%\) \\
\hline Non-big-city inhabitants & 39.5 \% & 60.5 \% & 100 \% & 44.9 \% & 55.1 \% & 100 \% \\
\hline Chi square & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=287)=2.51, p=.11\)} & & \multicolumn{2}{|l|}{\(\chi^{2}(1, N=225)=0.24, p=.62\)} & \\
\hline
\end{tabular}
found (respectively for all four hard-to-survey groups \(\left(\chi^{2}(1, N=225)=1.79\right.\), \(p=.18\) ), for young adults \(\left(\chi^{2}(1, N=225)=1.73, p=.18\right)\), for full-time workers \(\left(\chi^{2}(1, N=225)=0.97, p=0.32\right)\), and for big-city inhabitants \(\left(\chi^{2}(1, N=225)=0.24\right.\), \(p=.62)\) ). Thus we only found support for Hypotheses 2-4 for the face-to-facecontacted groups. In comparison with other ESS rounds conducted in the Netherlands (www.europeansocialsurvey.org), only a very low number of non-Western immigrants were reached for this experiment. Consequently, this group was excluded from our analyses. Thus we did not find support for Hypothesis 5 for the non-Western immigrants, neither in the face-to-face-contacted group nor in the telephone-contacted group.

\section*{5. Discussion}

In this article, an experiment was described in which the effects of offering response-mode choices on the willingness to participate were examined and response-mode choices of hard-to-survey households were studied: respectively young adults, households with more than one full-time worker, big-city inhabitants, and non-Western immigrants.

\subsection*{5.1. The Effect of Response-Mode Choice and Neighborhoods on the Willingness to Participate}

Our first research question focused on the effects of offering response-mode choices on the willingness to participate of hard-to-survey populations and sample members in general (Hypothesis 1). We expected that sample members would be more willing to participate in a survey when they could choose a response mode. Although at first response-mode choice seemed to have a positive effect on the willingness to participate in our analysis of Subsection 4.1, this effect disappeared when we excluded the CAPI group that was contacted by telephone from the analysis in Subsection 4.2. It is possible that this result was caused by the sample size. For future studies, besides including more sample members, we would recommend including similar response modes in both experimental groups to further study the effect of response-mode choice on the willingness to participate.

Our mixed-effect models did show that sample members from low-income neighborhoods were less likely to be willing to participate than sample members from other neighborhoods. We did not find such an effect for sample members from newlybuilt neighborhoods. As we have no more specific data on the nonrespondents we can only speculate about these effects. Groves and Couper (1998) argued that the living environment of sample members has been associated with the willingness to participate. We think it is likely that the personal characteristics of people in the neighborhoods differ, and that these characteristics correlate with the willingness to participate in surveys. For example, it is likely that the number of less-educated persons in low-income neighborhoods is higher than in other neighborhoods, since education is positively associated with income (De Gregorio and Lee 2002). Moreover, many low-income neighborhoods in the Netherlands are close to big cities (Ament 2008). As less-educated people and big-city inhabitants are known for low response rates, such personal characteristics could explain why the willingness to participate is lower in low-income neighborhoods than in other neighborhoods.

\subsection*{5.2. Response-mode Choices of Hard-to-Survey Populations}

Regarding our second research question on the extent to which hard-to-survey populations differ in response-mode choices (Hypotheses 2-5), we only found significant results for the face-to-face-contacted groups. For young adults and households with more than one full-time worker, we found response-mode preferences for web. It seems it would be useful to offer these hard-to-survey groups their preferred single response mode in future surveys. However, we think it is likely that our positive outcomes are not only influenced by response-mode preferences but also by the opportunity of getting involved in the survey by making personal choices. Future studies should investigate if it is the response-mode preference or the choice offering that makes it attractive for sample members to cooperate. This could be tested in experiments using public records (such as Municipal Basic Administrations) for stratified sampling, offering subgroups the dominantly-preferred mode within a stratum, compared with subgroups that are offered response-mode choices.

The possible burden of switching from a contact mode to a different response mode (e.g., sample members are approached face to face and are asked to participate in a web survey) might suggest a larger proportion of sample members staying in the same mode when provided a choice. However, we found higher proportions of sample members choosing the web response mode in experimental groups 1 and 2 than choosing the response mode that was similar to the contact mode (face-to-face or telephone). It seems that the preference for the web response mode is stronger than the effect of the possible burden to switch modes. However, we found higher refusal rates for the telephonecontacted sample members that were allocated to CAPI than those that were allocated to the CATI response mode. Still, the lowest refusal rates were found for sample members that were allocated to the web response mode. Thus, it seems that switching to another interviewer-administered mode leads to lower response rates as was found by Lynn (2013), but switching to web (or maybe other self-administered modes) is not a burden. However, to draw more firm conclusions on the effects of mode switching, we recommend that new experiments be conducted.

\subsection*{5.3. Directions for Future Studies}

To reach hard-to-survey populations we used neighborhood selection variables in the sampling design; young adults, households with more than one full-time worker, and nonWestern immigrants were reached in the expected neighborhood. We want to propose studying this sampling possibility further. However, it is likely that these neighborhoodselection variables are country specific. Therefore, researchers should obtain information from governmental institutions or statistical agencies on neighborhood characteristics in their country of interest. Furthermore, interviewer observations of household characteristics (e.g., presence of children or non-natives) can be used to adapt strategies for contacting specific groups (Durrant and Steele 2009). However, interviewer observations in nonresponse adjustments and the targeting of survey features based on such observations should be used with care, since observations may be prone to error (West 2012). In addition, we suggest studying which contact mode is the most effective in reaching hard-to-survey populations, and whether there are contact-mode preferences for specific difficult-to-survey groups.

Another important arena for additional research would be investigating the costs of concurrent designs versus the obtained response rates and possible errors. Whereas many studies focus on response rates' expenses, the cost of the contact mode is an important outcome-rates indicator that is worth investigating (Porter and Whitcomb 2007; Sinclair et al. 2012; Tse 1998). Furthermore, mixed-mode designs are used because of the lower risk of selection error in comparison to single-mode designs. However, according to Vannieuwenhuyze (forthcoming 2014) the higher fixed costs and risks of higher measurement errors in mixed-mode designs could counteract the advantage of lower selection errors. For future research, it might be interesting to consider a study that concentrates on the trade-off between selection error, measurement error, and costs (Vannieuwenhuyze forthcoming 2014). When focusing on hard-to-survey populations in the sample, such a study can be particularly interesting. Researchers interested in hard-to-survey groups might be willing to accept certain risks in their survey design to reach these populations and to obtain their cooperation. Furthermore, a cost-benefit assessment could be conducted including experimental groups with two or more response-mode choices and no choice in order to assess the outcome rates.

As mode choice can create goodwill (De Leeuw 2005), it could have positive effects on respondents' answering behavior. Conrad et al. (2013) found less satisficing (rounding numerical answers and nondifferentiation) when sample members could choose a response mode than when they were allocated to a mode, so the data quality of the survey improved. Furthermore, the choice group enjoyed participating in the survey more than the no-choice group. In addition, it is also possible that mode choice could decrease social-desirability effects. Sample members who are offered a mode choice might be more willing to give honest answers to sensitive questions, since they were able to choose the mode that feels most comfortable for responding. Therefore we recommend exploring the effects of mode choice on data quality further.
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