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Face-to-Face or Sequential Mixed-Mode Surveys Among
Non-Western Minorities in the Netherlands: The Effect

of Different Survey Designs on the Possibility of
Nonresponse Bias

Johannes W.S. Kappelhof 1

This article compares the quality of response samples based on a single mode CAPI survey
design with the quality of response samples based on a sequential mixed-mode (CAWI-CATI-
CAPI) survey design among four non-Western minority ethnic groups in the Netherlands. The
quality is assessed with respect to the representativity of the response samples and the
estimated potential for nonresponse bias in survey estimates based on auxiliary variables and
the response rate. This article also investigates if these designs systematically enhance
response rates differently among various sociodemographic subgroups based on auxiliary
variables. Also, costs and cost-related issues particular to this sequential mixed-mode design
are discussed. The results show that sequential mixed mode surveys among non-Western
ethnic minorities in the Netherlands lead to less representative response samples and show
more potential for nonresponse bias in survey estimates. Furthermore, the designs lead to
systematic differences in response rates among various sociodemographic subgroups, such as
older age groups. Both designs also cause some of the same sociodemographic subgroups to
be systematically underrepresented among all non-Western ethnic minority groups. Finally,
the results show that in this instance the cost savings did not outweigh the reduction in quality.

Key words: Survey design; sequential mixed-mode survey; nonresponse bias; non-western
ethnic minorities; representativeness.

1. Introduction

In general population surveys, minority ethnic groups tend to be underrepresented (Feskens

2009; Groves and Couper 1998; Schmeets 2005; Stoop 2005). At the same time, national

and international policy makers need specific information about these groups, especially

on issues such as socioeconomic and cultural integration (Bijl and Verweij 2012). That

is why separate surveys among the main minority ethnic groups, that is non-Western

minorities, continue to be necessary in the Netherlands. However, large-scale surveys are

costly, and surveys among minorities are even more expensive per completed interview

than general surveys, due to the lower response rates among minorities. It is therefore

of great importance to determine which strategies are effective for surveying ethnic

minorities, while maintaining an acceptable level of quality and minimizing the costs.

One important part of the survey design is the data-collection mode (face-to-face,

telephone, web or paper). These modes vary greatly not only in costs, but also in the
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probability of completing an interview, especially among non-Western minorities

(Feskens et al. 2010). There are reasons to believe that these groups may not be as well

represented if a survey is conducted by means of less expensive data-collection modes as

compared to a single-mode face-to-face survey. Telephone, web and mail questionnaires

all lead to increased nonresponse due to higher refusal rates, a higher prevalence of

functional illiteracy and/or lower penetration rates of modes compared to face-to-face

(Dagevos and Schellingerhout 2003; Feskens 2009; Feskens et al. 2010; Gijsberts and

Iedema 2011; Kappelhof 2010; Kemper 1998; Korte and Dagevos 2011; Schmeets 2005;

Schothorst 2002; Van Ingen et al. 2007; Veenman 2002).

Despite the known limitations of other modes of data collection, there is a strong push

to explore the possibility of employing less expensive methods of data collection among

non-Western minorities. One possible way of reducing costs and dealing with the addi-

tional nonresponse brought about by the different modes is through the use of a sequential

mixed-mode survey (De Leeuw 2005).

This article sets out to investigate:

1. how the use of a sequential mixed-mode design in surveys among non-Western

minorities in the Netherlands affects the quality of the response sample (i.e., the

composition of the group of respondents) compared to a single-mode face-to-face

design, and how these two designs can potentially impact nonresponse bias. This will

be referred to as the overall quality research question.

2. whether these designs systematically enhance response rates differently among

various socio-demographic subgroups among non-Western minorities. This will be

referred to as the systematic differences research question.

3. Finally, we will discuss costs and cost-related issues particular to this sequential

mixed-mode design that are relevant in the quality versus costs trade-off decision.

The data used in this study come from a large-scale survey design experiment. Two

random samples were drawn from each of the four largest non-Western minority

populations living in the Netherlands. Subsequently, one sample was assigned to a face-to-

face computer-assisted personal interviewing (CAPI) design and the other sample was

assigned to a sequential mixed-mode design using computer-assisted web interviewing

(WEB), computer-assisted telephone interviewing (CATI) and face-to-face CAPI. The

fieldwork for both survey conditions was conducted simultaneously by Gfk Netherlands

and lasted from November 2010 until June 2011.

In this article, we are analyzing exclusively the representativity of the response

samples and the estimated potential for nonresponse bias based on auxiliary variables

and the response rate. However, we shall not compare actual estimates of substantive

variables from both survey designs as an indication of the nonresponse bias related to the

estimates, given that, in this experimental design, observed differences can also be (partly)

caused by mode effects in the sequential mixed-mode design (De Leeuw 2005; De Leeuw

et al. 2008; Dillman and Christian 2005; Voogt and Saris 2005). Furthermore, sampling

error can also contribute to observed differences, although this can be estimated.

The article presents a brief overview of the main difficulties in data collection resulting

in nonresponse when surveying non-Western minorities and how survey design can reduce

these difficulties. The data and methods section describes the experiment in more detail
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and the methods used to answer our research aims. This is followed by the results of the

analysis and the subsequent conclusion and discussion.

2. The Underrepresentation of Non-Western Minorities in Population Surveys in

the Netherlands and Survey Design Choices

Statistics Netherlands uses the following official definition to describe a non-Western

person in the Netherlands: “Every person residing in the Netherlands of whom one or both

parents were born in Africa, Latin America, Asia (excluding Indonesia and Japan) or

Turkey (Reep 2003)”. A further distinction is made between first generation (born in

Africa, Latin America and Asia (excluding Indonesia and Japan) or Turkey and moved to

the Netherlands) and second generation (born in the Netherlands, but one or both parents

were born in Africa, Latin America and Asia – excluding Indonesia and Japan – or

Turkey). Indonesian and Japanese immigrants are seen as (more similar to) Western

minorities based on their socioeconomic and sociocultural position, which mainly

involves persons born in the former Dutch East Indies (Indonesia) and employees working

for Japanese companies with their families. In 2011, non-Western minorities made up

about 11% of the population in the Netherlands (CBS-Statline).

The main reason for the underrepresentation of non-Western minorities in population

surveys in the Netherlands is nonresponse. A distinction can be made between direct

causes and correlates for nonresponse. For instance, a direct cause would be language

problems or the higher rate of illiteracy, especially among older non-Western immigrants

(Feskens et al. 2010). A correlate would be that non-Western minorities more often tend to

live in the larger cities in the Netherlands. Big-city dwellers in general are more difficult to

contact and refuse more often (Groves and Couper 1998; Stoop 2005).

Adapting the survey design in such a way that these direct causes of nonresponse are

addressed may reduce the nonresponse among non-Western minorities. Language

difficulties stop being an issue if the design includes a translated questionnaire. Functional

illiteracy ceases to be a problem when the interviews are conducted by interviewers who

read out the questionnaire. Moreover, the use of the telephone for interviews increases

the number of refusals among non-Western minorities to an incomparable degree as

opposed to native Dutch or to a face-to-face mode and should therefore be avoided

(Schothorst 2002).

Other cultural differences influencing nonresponse may also be reduced by specific

survey design choices. For example, the use of interviewers with a common ethnic

background: not only do they speak the language, but they are also aware of the proper

etiquette for approaching the sampled persons. An often overlooked cause of nonresponse

is the timing and length of the fieldwork. Especially among some of the ethnic minority

groups, it is not uncommon to go on an extended holiday to their country of origin during

the summer. Sometimes there is also a mismatch between religious holidays of ethnic

groups and the way the agency plans the fieldwork (Kemper 1998; Schothorst 2002;

Veenman 2002).

Sampling frame errors and especially undercoverage provide another reason why

non-Western minorities are underrepresented in population surveys in the Netherlands.

Undercoverage occurs when not all elements of the target population can be found in the
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sampling frame (Groves 1989). In the Netherlands, (semi)-governmental and scientific

institutes mainly use the postal data service (delivery sequence file) or population register

as a sampling frame. Both frames suffer from frame errors, such as mobility of the sample

units, no known address of the sample units, slow registration of the sample units or death

of the sample units. Some of these causes occur far more often among non-Western

minorities, such as mobility or no known address of sample units (Feskens 2009;

Kappelhof 2010).

3. Data and Methods

3.1. Data

The Dutch Survey on the Integration of Minorities (SIM) sets out to measure the

socioeconomic position of non-Western minorities as well as their sociocultural

integration. This survey is a nationwide, cross-sectional survey conducted every four years

starting in 2006. A large-scale survey design experiment was conducted in the 2010–2011

SIM round.

In total, Statistics Netherlands drew ten samples: two random samples of named

individuals were drawn from each of five mutually exclusive population strata; Dutch of

Turkish, Moroccan, Surinamese, and Antillean (including Aruba) descent and the

remainder of the population (mostly native Dutch) living in the Netherlands, aged 15 years

and above. The present study focuses on how different designs affect the quality of the

response sample and how they can potentially impact nonresponse bias in surveys

conducted among non-Western minorities in the Netherlands. This is why the samples

containing native Dutch are excluded from this article. The analysis is therefore based on

eight samples.

Based on the official definition of non-Western minorities we will use a more narrow

definition to define Dutch of Turkish, Moroccan, Surinamese, and Antillean descent to

include persons that were either born in Turkey, Morocco, Surinam or the Dutch Antilles

or have at least one parent who was born there. In cases where the father and mother were

born in different countries, the mother’s country of birth is dominant, unless the mother

was born in the Netherlands, in which case the father’s country of birth is dominant. These

four ethnic groups make up about two thirds of the total non-Western population in the

Netherlands (CBS-Statline). For the purpose of brevity, they will be referred to as Turkish,

Moroccans, Surinamese and Antilleans in the remainder of this article.

From each ethnic group, one sample was allocated to a single-mode face-to-face CAPI

design (SM) and one sample was allocated to a sequential mixed-mode design (MM). In

the SM design, a minimum of three face-to-face contact attempts had to be conducted. The

SM also included a limited reissue in which unsuccessful addresses were reissued to

another CAPI interviewer who had to conduct another minimum of three face-to-face

contact attempts.

In the MM design, all sample units were first sent an invitation to participate via WEB.

Up to two reminders were sent to nonresponding sample units. Subsequently the

remaining nonrespondents with a known fixed phone number were approached using

CATI. Nonrespondents were called on at least four different days in the week, at different
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time periods during the day. If there was no answer or a busy signal, the number would be

called more than once within the same time period. Finally, both the WEB-nonrespondents

without a known (fixed) phone number and the CATI nonrespondents were approached

using face-to-face interviewers (CAPI). WEB and CATI nonresponders were contacted at

least three times by a face-to-face interviewer on different days and at different time

periods. CATI was added as a mode, despite previous research indicating that this was not

an optimal mode for surveying ethnic minorities. This was done in order to see whether

this result was still valid a decade later, especially since the second-generation immigrants

are much more familiar with telephones nowadays, but mostly to see if the use of CATI

could potentially lead to cost savings.

In both survey designs standard response-enhancing measures were applied, such as

advance letters, incentives and the possibility for potential respondents to call a toll-free

number in case of questions or in order to reschedule an appointment for an interview.

This experiment used the population register as a sampling frame and the same stratified

two-stage probability sampling design in all four population strata to draw the samples. In

the first stage municipalities were selected proportional to size and in the second stage

a fixed number of named individuals were selected. The strata variable used was

municipality size and consisted of three strata: the four largest municipalities, all with a

population of over 250,000; midsize municipalities with a population of between 50,000

and 250,000; and small municipalities with a population of less than 50,000. For each

target group, the sample size was proportionally allocated across different municipality

size strata (Table 1).

Process data and auxiliary information, also known as paradata, are potentially useful

for increasing participation, for nonresponse adjustment or for evaluating potential

nonresponse bias in survey estimates (Couper 2005; Kreuter 2013; Maitland et al. 2009).

In this study we use the SIM fieldwork data files. These contain both process data, such as

number, time, date, and outcome of contact attempt, and auxiliary information from the

sampling frame about each sample unit, such as ethnicity, age, gender, first- or second-

generation immigrants, municipality, and so on.

Differences Between Survey Designs

Besides the differences in administered mode and the use of a reissue phase, there is

another important aspect that varied between both survey designs that could influence the

results. The average length of the questionnaire differed between modes. The estimated

average length of the questionnaire in the CAPI mode, based on CAPI timers, was about

Table 1. Gross sample sizes per ethnic group and design across municipality strata

Turkish Moroccans Surinamese Antilleans

SM MM SM MM SM MM SM MM

Large municipalities 554 344 812 502 1020 633 695 429
Midsize municipalities 727 459 674 422 662 424 945 594
Small municipalities 284 176 254 162 248 150 334 210
Total 1,565 979 1,740 1,086 1,930 1,207 1,974 1,233
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45 minutes. A 45-minute questionnaire was considered too long for both CATI and WEB

by fieldwork experts and experts on minority research (Feskens et al. 2010). As a result,

the questionnaire length for WEB and CATI has been reduced to an estimated 30 minutes.

Another difference between the designs is the value of the conditional or promised

nonmonetary incentive. The use of incentives has a proven positive effect on response

rates (Dillman 2007; Groves and Couper 1998; Singer et al. 1999; Singer et al. 2000;

Singer 2002). In both designs a gift certificate was used as a promised incentive. In the SM

design these gift certificates were worth e10. In the MM design the amount varied: e7.50

in the WEB mode and e10 in the other modes. As mentioned above, a maximum of two

reminders was sent during the WEB phase to nonresponding sampled persons. After the

second reminder the worth of the conditional non-monetary incentive was increased to

e12.50. As both designs used conditional incentives and the difference in value was rather

small, we believe this difference between survey conditions to have a minor impact on

the results.

Differences in Survey Design Between Ethnic Groups

A recent survey conducted by Statistics Netherlands among the four largest non-Western

minorities discovered that approximately 14% of the sample were nonrespondents due to

language problems (Feskens 2009). Results from other surveys among the same minorities

groups in the Netherlands showed that nonrespondents who are not able to read or speak

Dutch are found mostly among the Turkish and Moroccan populations (Kappelhof 2010).

For the SIM survey, auxiliary information about ethnicity, age, gender, municipality, and

status as first- or second- generation immigrants was available in the sample frame data for

all sampled persons. This allowed for a tailored approach for the sampled persons. Two

types of tailoring were used in both arms of the experiment to increase response. They

mainly have to do with anticipated language difficulties, but also with anticipated cultural

differences. Research has shown that a greater cultural familiarity due to a shared ethnic

background of interviewer and respondent may also be a factor in increasing the

willingness to respond (see for instance Moorman et al. 1999).

The first type of tailoring was the use of translated questionnaires and advance letters.

These were used in both designs in all modes (WEB, CATI, and CAPI), but only among

the Moroccan and Turkish samples. Furthermore, a phonetically translated Berber version

was available as an aid for the interviewer. This is a spoken (i.e., not written) language that

many Moroccans living in the Netherlands have as their mother tongue. The answers were

filled in the CAPI program in either Dutch or Moroccan Arabic. There was no need to

translate questionnaires or advance letters for Surinamese or Antilleans. Dutch is the

mother tongue for many, if not all persons of Surinamese or Antillean origin.

The second type of tailoring is the assignment of sample units to an interviewer with a

shared ethnic background. In each design, all sampled persons of Moroccan or Turkish

origin were contacted by a bilingual interviewer with a shared ethnic background during

the face-to-face (and telephone) phase. In both the single- and mixed-mode design, about

half of the sampled persons of Surinamese or Antillean origin in the telephone and/or face-

to-face phase were approached by interviewers with a shared ethnic background. The other

half of each sample was approached by either Dutch interviewers or interviewers with

another ethnic background. The allocation of Surinamese and Antillean sample units to
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interviewers with a shared ethnic background was based on the availability of an

interviewer with a shared ethnic background in the area.

3.2. Methods

A standard measure for judging the quality of a response sample is the response rate,

despite the fact that it is not a direct measure and also a poor indicator of nonresponse bias

(Biemer and Lyberg 2003; Groves and Peytcheva 2008). In the last few years, several

other quality indicators have been developed that provide insight into the existence of

nonresponse bias in survey estimates requiring somewhat weaker assumptions, such as

missing at random (MAR) (Särndal 2011; Särndal and Lundström 2010; Schouten et al.

2009; Wagner 2010) or the weakest assumption, missing not at random (MNAR)

(Andridge and Little 2011), and allow us to estimate its size. In order to answer our first

research question – overall quality – we will use, next to the response rate, two

approaches to evaluate how both designs affect the quality of the response samples and

potential nonresponse bias in survey estimates for each design. In order to answer the

second research question – systematic differences – differences in response propensity

between sociodemographic subgroups, based on sample frame variables, are analyzed.

The First Approach for Assessing the Overall Quality (R1-1)

As a first approach for assessing the overall quality of the response samples, the

representativity or R-indicator and the estimated maximal absolute standardized bias are

used (Schouten et al. 2009). The R-indicator is a measure that describes how well the

response sample reflects (i.e., how representative it is of) the population of interest, based

on a certain number of background variables (Schouten and Cobben 2007; Schouten and

Cobben 2008; Schouten et al. 2009). Obviously, this representativity only applies to the

variables included in the model for estimating this measure and the response probability

depends on these observed data only. One very important prerequisite is that the R-

indicator needs complete (frame) data on all sample members: respondents and

nonrespondents. This might not always be available. The R-indicator evaluates the

differences in the estimated average response propensities between all strata, based on the

variables included in the model from the available frame data. Response is considered

representative if the response propensities are constant across the sample, which

corresponds to a missing completely at random mechanism (Andridge and Little 2011,

154; Little and Rubin 2002).

Schouten et al. (2009, 107) show that “the R-indicator can also be used to set upper

bounds to the non-response bias and to the root mean square error (RMSE) of adjusted

response means.” The following equation (Eq. 1) from Bethlehem et al. (2011) shows the

relation between the (estimated) average response probabilities (brr), the R-indicator bRR(brr),

the estimated standard deviation of the survey item bSSð yÞ, and the maximal absolute bias
cBmBmðbrr; yÞ.

cBmBmðbrr; yÞ ¼
ð1 2 bRRðbrrÞÞbSSð yÞ

2brr
ð1Þ
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For an unambiguous comparison, Bethlehem et al. (2011) use the Cauchy-Schwarz

inequality to factor out the S(y). This results in the estimated maximal absolute

standardized bias (Eq. 2):

cBmBmðbrr; yÞ ¼
1 2 bRRðbrrÞ
� �

2brr
ð2Þ

The Second Approach for Assessing the Overall Quality (R1-2)

As a second approach for assessing the overall quality of the response samples the fraction

of missing information estimates are used (Wagner 2008; 2010). The fraction of missing

information (FMI) originates from the framework of multiple imputations (Dempster et al.

1977; Rubin 1987). It is a method used for incorporating uncertainty due to missing values

in variance estimates and can be used to judge the efficiency of multiple imputations. FMI

is defined as the ratio of the between-imputation variability to the total variance of the

survey estimates (Wagner 2008; 2010).

The FMI is proposed as an alternative measure to the response rate to assess the quality

of a sample with respect to potential nonresponse bias for a single item using all available

data directly: complete case data plus paradata (sample frame data and process data)

(Wagner 2008; 2010).

If the FMI is below the nonresponse rate it will serve as an alternative quality indicator

to the response rate. Furthermore, provided we choose the correct model (i.e., the response

probability depends only on the observed variables included in the model), it allows us to

estimate the potential nonresponse bias for a specific survey item.

The cBmBm brr; y
� �

and the FMI approach differ in the way they estimate how nonresponse

bias can impact the survey estimate. For instance, the cBmBm

�

cr; yr; y
�

presented in Equations (1)

and (2) is an estimate of the upper bound nonresponse bias for a hypothetical survey item,

under the scenario where nonresponse correlates maximally to this variable (Schouten

et al. 2011). It is based on the auxiliary variables in the model and an assumed correlation

between these variables and the hypothetical survey item. There is no item-specific

estimate for nonresponse bias.

Wagner’s approach is designed to estimate the effect of nonresponse bias on the actual

item level. In his approach, Wagner (2010) assumes that the missingness of the variable Y

is independent of Y after conditioning on the covariates included in the model. This relates

to a missing at random assumption (Andridge and Little 2011). Andridge and Little (2011)

even extended the approach to MNAR models.

Given the difference in survey and item level-based estimates of nonresponse bias, it is

interesting to compare the results of the cBmBm brr; y
� �

with the FMI approach to see whether

they yield similar results. To this end we will compare the FMI results of multiple items

and compare the combined results to the outcome of the cBmBm brr; y
� �

.

Assessing Systematic Differences (R2)

Sometimes certain sociodemographic subgroups, such as young males, can be expected to

have a different position or opinion on important research topics, such as having a job or
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the attitude on sociocultural integration. When they are under or overrepresented in the

response sample, the results with respect to these research questions may be biased.

It is therefore important to see whether the different designs systematically affect the

response composition of surveys among non-Western minorities and how they affect the

response composition. To answer our second research question, to see whether the survey

designs systematically cause different sociodemographic subgroups to be over- or

underrepresented in the response samples among non-Western minority groups, partial

R-indicators will be used (Schouten et al. 2011; Schouten et al. 2012; Shlomo et al. 2009).

These sociodemographic subgroups can be determined based on variables included in

the model used to estimate the R-indicator. A partial R-indicator on a variable level shows

the contribution of a specific background variable included in the model to the overall lack

of representativity of the final sample. A partial R-indicator can also be calculated on

a category level to ascertain the contribution to the lack of representative response

separately for each category.

There are unconditional and conditional partial R-indicators for discrete variables and

categories. The unconditional partial R-indicator on a variable level can be used to make

comparisons between surveys (Shlomo et al. 2009, 7). It measures the variability of the

response propensities between the different categories of a variable. The larger the

variability, the greater the contribution to the lack of representativity. This indicator is

non-negative and bounded above by 0.5 (Schouten et al. 2011, 236).

The values of the unconditional partial R-indicators on a category level may take values

between 20.5 and 0.5 (Schouten et al. 2011, 236). A negative value indicates an

underrepresented category and a positive value indicates an overrepresented category and

zero (0) means representative.

The conditional partial R-indicator on a variable level measures the contribution of

a variable to the lack of representative response, adjusted for the impact of the other

variables included in the model (Schouten et al. 2011, 237). It tries to isolate the part of the

nonrepresentative response that can be attributed to a specific variable. The conditional

partial R-indicator on a variable level can take on any value in the interval [0, 0.5.]

The values of the conditional partial R-indicator on the category level range from 0 to

0.5 and show the conditional contribution of a category to the lack of representative

response. The higher the value, the larger the contribution of the category to the lack of

representativity.

4. Results of the Comparison of Single- and Mixed-Mode Designs

Among Ethnic Minorities

4.1. Results on Overall Quality (R1-1): Representativity and

the Maximal Absolute Standardized Bias

“When indicators are used to compare multiple surveys, and partial R-indicators could be

part of such a comparison, then generally available auxiliary variables should be selected

for which literature has shown that they relate to nonresponse in most if not all surveys”

(Schouten et al. 2011, 15). In this section, the paradata used consists of the auxiliary

sample frame variables Age group, sex, municipality size and immigration generation. All
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these variables have shown a large variability between the categories on the propensity

to respond (see for instance Feskens et al. 2010; Groves and Couper 1998; Stoop 2005).

No other complete frame data was available for inclusion in the analysis. The final

R-indicator model we used consisted of Age group (six categories: 15–24; 25–34; 35–44;

45–54; 55–64; above 64 years); Sex (male and female); Municipality size (three

categories: large, middle and small) and Immigration generation (first and second

immigration generation), plus three interaction terms: Age group * Municipality size;

Immigration generation * Sex; and Immigration generation * Municipality size.

For this study we used the AAPOR definition 1, the minimum response rate, to calculate

the response rate (AAPOR 2011). Looking at the results in Table 2, the following pattern

emerges. In each of the four mixed-mode samples a significantly higher response rate was

achieved in comparison to their single-mode counterparts. However, the representativity

of each of the single-mode response samples is significantly higher than each of the

corresponding mixed-mode response samples. So, despite achieving the highest response

rate, the mixed-mode response sample does not result in the best response composition

with respect to the variables included in the model.

The cBmBm takes into account both the response rate and the response composition with

respect to the variables in the model (Eq. 2). The cBmBm shows similar results to the

R-indicator. The single-mode response samples all result in lower cBmBm estimates than their

mixed-mode counterparts.

The R-indicator shows that the SM design leads to a more representative sample

compared to the MM design across and within ethnic groups, although there is no

significant difference between the R-indicators of the Turkish SM and the Surinamese and

Antillean MM design.

However, when the response rate is taken into account, resulting in the cBmBm estimate, the

SM design always leads to lower estimates for the upper bound nonresponse bias than the

MM design-based estimates.

4.2. Results on Overall Quality (R1-2): Fraction of Missing Information (FMI)

The FMI was also used to assess how different survey designs affect the quality of the

survey estimates. This was done separately for each of the four ethnic groups for both

Table 2. Response rate (RR_1), R-indicator (bRR), 95%-confidence interval R-indicator ðbRRCl
0:95Þ, maximal absolute

standardized bias (cBmBm) and gross sample size (N 0), separate for each ethnic group and survey design (single mode

(SM) or sequential mixed mode (MM))

Ethnic group Survey RR_1 (%) bRR (%) bRRCl
0:95 (%) cBmBm(%) N0

Turkish SM 52.1 80.5* (79.5–81.4) 18.8 1,564
MM 54.5 76.8 (75.6–77.9) 21.4 9,78

Moroccans SM 48.0 85.7* (84.5–87.0) 14.8 1,737
MM 51.7 75.8 (74.4–77.1) 23.4 1,086

Surinamese SM 41.0 86.6* (85.5–87.8) 16.4 1,929
MM 43.1 80.7 (79.3–82.1) 22.4 1,203

Antilleans SM 44.2 85.6* (84.9–86.2) 16.4 1,973
MM 44.4 79.1 (78.2–80.1) 23.4 1,231

Note: *p ¼ ,0.05. N0 based on eligible cases.
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designs. To estimate the FMI the following paradata were used: the same auxiliary

variables (and interaction terms) from the sample frame as for the R-indicator plus the

process data variable “number of contact attempts”. Dummies were used to indicate

contact via Web, CATI, one face-to-face contact attempt, two face-to-face contact

attempts, and so on. Web was used as the reference category.

Since the FMI is an indicator of quality at the survey variable level and we want to

evaluate the quality of both survey designs, we have selected and calculated the FMI for

16 different survey items. These items cover a wide range of topics (see Appendix A). The

combined results should provide us with a good indication of the overall quality of the final

response sample.

We followed the guidelines provided by Graham et al. (2007) and Wagner (2008) and

we used 100 multiple imputations per item to reliably estimate the FMI separately for each

ethnic group within each design. Table 3 presents the summary results of the analysis and

the actual FMI estimates are shown in Appendix B.

In the SM design, the majority of the items included in the analysis have an FMI below

the corresponding nonresponse rate (NR). This is true among all ethnic groups. This

indicates that for the majority of the survey items included in the analysis, there is less

uncertainty about the (mean) values for those estimates based on the imputed data

compared to the estimates based on the complete case data only.

For the MM design the reverse is true, the FMI generally being above the corresponding

nonresponse rate. This tells us that, using the same model, there is more uncertainty about

the imputed values based on the MM survey data, which would indicate a less balanced

sample. In this case the nonresponse rate is the better indicator for the survey data quality

and the potential for nonresponse bias in a survey estimate than the difference between the

response sample-based estimate and the estimate based on the fully imputed dataset.

There is a clear relationship between the (non)response rate and the fraction of missing

information (see for instance, Wagner 2008). The higher the response rate, the lower the

expected FMI. Within each ethnic group, the SM design resulted in a lower response rate

Table 3. Summary results of the fraction of missing information estimates ðdFMIÞFMIÞ and for the 16 survey items,

separately per ethnic group and survey design

Turkish Moroccans Surinamese Antilleans

SM MM SM MM SM MM SM MM

No. of items with
the dFMIFMI below NR

14 4 12 4 14 0 13 0

No. of items with the
lowest dFMIFMI when SM
and MM are compared
within an ethnic group

14 2 12 4 16 0 16 0

No. of items in the SM for
which the dFMIFMI is below
the MM NR rate
compared within an
ethnic group

12 12 14 12

Note: FMI ¼ fraction of missing information estimate; NR ¼ nonresponse rate; SM ¼ single-mode survey

design; MM ¼ sequential mixed-mode survey design.
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than the MM design (see for instance Table 2). We could therefore have expected that

within each group the FMI estimates based on the MM design would be below the FMI

estimates based on the SM design. However, when compared within an ethnic group, the

FMI estimates based on the SM survey data are mostly lower than the FMI estimates based

on the MM survey data. Finally, the FMI estimates based on the SM design could still be

above the nonresponse rate of the MM, because many of the MM FMI estimates were

above their corresponding nonresponse rate. This means that the SM FMI estimates could

still be surrounded by more uncertainty than the MM estimates based on the response rate.

However, the majority of the FMI estimates based on the SM design are also below the

nonresponse rate of the MM design within each ethnic group (Table 3, last row). All in all,

these results can be seen as an indication that the single-mode design leads to better quality

estimates across the ethnic groups than the sequential mixed-mode design. However, some

caution is needed because the different modes in the sequential mixed-mode design may

contribute additional uncertainty about the estimates based on imputed data due to mode-

related effects (a model that included type of mode was also analyzed, but yielded similar

results). Furthermore, we make the assumption that our model is correct and comparable

within each separate ethnic group.

Comparison of the Estimated Maximal Absolute Standardized Bias ðcBmBmÞ and the

Mean of the 16 Fraction of Missing Information Estimates ðdFMIÞFMIÞ

Ideally both quality indicators should produce similar results because they incorporate

response rate and the sample composition information and because more or less identical

models were used to estimate both sets of indicators. To this end, we have compared the

eight outcomes of cBmBm with the eight outcomes of the dFMIFMI (plus standard deviation) to

check whether or not they lead to similar conclusions (Table 4). We have chosen to use the
dFMIFMI based on all 16 survey items to obtain an overall idea about the amount of uncertainty

related to imputed means based on either SM or MM survey data.

The results differ somewhat if we compare both survey designs across all ethnic groups

(Table 4). For instance, the lowest cBmBm does not correspond with the lowest dFMIFMI. Also, the

four lowest cBmBm estimates all come from SM response samples, whereas this is only true for

three out of the four lowest values of the dFMIFMI. However, the results are quite similar if we

compare the indicators within an ethnic group. Within each ethnic group, both cBmBm and dFMIFMI

are lower when they are based on the SM data than on the MM data. This result makes

sense because, while the cBmBm is designed to be comparable across surveys, the predictive

value of the auxiliary variables when used directly for imputation is most likely not the

same for each sample. However, it will be much more similar in the two samples from the

Table 4. The estimated maximal absolute standardized bias (cBmBm), the mean and standard deviation of the 16

fraction of missing information estimates (dFMIFMI) separately for SM and MM and ethnic group

Turkish Moroccans Surinamese Antilleans

SM MM SM MM SM MM SM MM

dFMIFMI(sd.) 44.7 (4.4) 51.0 (6.5) 50.1 (4.5) 53.3 (5.2) 54.0 (4.8) 70.2 (5.6) 49.7 (6.4) 61.4 (3.8)
cBmBm 18.8 21.4 14.8 23.4 16.4 22.4 16.4 23.4
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same ethnic population. Still, we would gather that both estimates lead to the conclusion

that the SM design outperforms the MM design.

4.3. Results on the Systematic Differences (R2): Partial R-Indicator Results

In order to answer our second research question, we want to find out whether there is a

systematic impact of the survey design on the representativeness of the response across the

auxiliary variable categories included in our response model. By ‘systematic‘ we mean

that the same pattern is seen across all ethnic groups. Accordingly we shall start by

examining the evolution of the variation in response propensities for all variables included

in the response model for the different stages of the sequential mixed-mode design,

separately for each ethnic group. Next we will examine how the response samples at the

different stages of the sequential mixed-mode survey compare to the response sample of

the single-mode survey with respect to the variation of the response propensities.

In this section, the paradata used consists of the same four auxiliary sample frame

variables. Table 5 shows the main findings of the (more or less) systematic impact that

each separate mode in the sequential mixed mode had on the representativeness of the

response for the variables included in our response model, separately for each ethnic

group. The impact of CATI and CAPI in the sequential design shown here is conditional

on the previous modes used. Also, the CATI and CAPI results refer to the unique impact

and not the cumulative impact which is shown in Table 6.

Tables 5 and 6 also contain the main findings of the single-mode survey design,

separately for each ethnic group. Appendix C contains the tables with the actual values of

the unconditional and conditional partial R-indicators of these four variables. These tables

contain the values of both the variable and category-level indicators of the various stages

of the sequential mixed-mode response samples and the single-mode CAPI response

samples, separately for each ethnic group.

For ease of interpretation the different stages of the sequential mixed-mode design are

presented first, followed by the single-mode design (SM), separately for each group. Rows

indicated with “þþþþ” mean a consistent pattern of overrepresentation across ethnic

groups of the sociodemographic category within a certain survey mode. Rows indicated

with “2222” mean a consistent pattern of underrepresentation across ethnic groups of

the sociodemographic category within a certain survey mode. Rows indicated with a

combination of “þ” and “0” (e.g.,þþ 0 0) mean a mostly consistent pattern of

representative to over representative response across ethnic groups of the socio-

demographic category within a certain survey mode. Rows indicated with a combination

of “2” and “0” (e.g., 22 0 0) mean a mostly consistent pattern of underrepresentative to

representative response across ethnic groups of the sociodemographic category within

a certain survey mode. Finally, empty rows indicate that no consistent pattern can be

discerned across ethnic groups of the sociodemographic category within a certain survey

mode.

The Introduction of WEB (Mweb)

The use of WEB causes differing levels of representativeness with respect to the variables

included in the response model across the four ethnic groups. Age group and immigration
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generation show a strong collinear response behavior among the Turkish and the

Moroccans (see unconditional and conditional partial R-indicators in Appendix C). This

was to be expected, since Turkish and Moroccan immigration only started in the

mid-1960s and therefore second-generation immigrants over the age of 45 hardly exist

(CBS-Statline). The first-generation immigrants were mostly men who came to the

Netherlands for work. Partner reunification only started in the mid-seventies. Our data

suggest that across all ethnic groups the young (15–24) and second-generation sampled

persons find it easier to respond via WEB. The older (45 upwards) and first-generation

sampled persons seem to be systematically underrepresented. Furthermore, there is also

a systematic effect of WEB across the ethnic groups when it comes to municipality size.

Persons from large cities are less inclined to participate via WEB. Finally, the use of WEB

does not appear to have a systematic impact on gender across the ethnic groups.

The Introduction of CATI in the Sequence (Mtel)

The success of the CATI mode was quite limited, resulting only in a very modest increase

in response across the ethnic groups. Therefore the introduction of CATI in this sequence

had a limited impact on the representativeness of response for the variables included in the

response model. However, CATI does attract a very selective response group. The use of

CATI in this sequence mainly results in female respondents, older respondents, first-

generation respondents and respondents who live in small municipalities.

The Introduction of CAPI in the Sequence (Mf 2 f )

The introduction of CAPI as the final mode of contact in the sequential mixed-mode

design has a systematic effect on age group and immigration generation across the ethnic

groups compared to WEBþCATI. With respect to age group, the face-to-face

interviewers get either young (15 to 24) and/or older (above 64) persons to respond, but

fail to get persons in the age of 25 to 34 to respond. Finally, face-to-face interviewers are

able to get first generation immigrants to respond across all ethnic groups. Interestingly

enough, there seems to be no systematic effect for gender or municipality size when CAPI

is introduced as the final mode in this sequence.

SM: the Use of CAPI Only

The use of CAPI as a single mode of surveying ethnic minorities has a strong impact on the

way different age categories are represented in the response. Persons aged 25 to 34 do not

respond well and are underrepresented across all ethnic groups. The SM design also

systematically results in an overrepresentation of persons aged 15 to 24. With respect to

the upper three age categories, the SM design also causes these categories to be somewhat

overrepresented, rather than representative response or an underrepresentation across all

ethnic groups.

The SM design results in a systematic overrepresentation of persons living in midsize

cities. It also leads to an underrepresentation of persons living in large cities, although

among Moroccans the response is more or less representative. Finally, the SM design did

not seem to have a systematic effect on gender or immigration generation across the

different ethnic groups.
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Partial R-Indicator Comparison Between the Different Survey Designs

The partial R-indicators on the variable level show some significant differences in the

variation of the response propensities for the variables included in the response model

(see Appendix C). This means that the use of different survey designs (or intermediate

mode combinations of the MM design) causes different response compositions and that the

size of the variation in response propensities is dependent on ethnic group, mode and

variable. For instance, the use of WEB does not lead to a larger variation of the response

propensities than the SM design for all the variables included in the response model, but

it is dependent on the interaction between the response variable and ethnic group.

The differences in the variation of response propensities between different survey

designs can also be the result of the same sociodemographic categories being more heavily

under or overrepresented. For example, both the WEB and SM samples result in an

overrepresentation of persons aged 15 to 24, but they differ in the degree of

overrepresentation.

In order to gain a better understanding of the advantages and disadvantages of

(combinations of) the current sequential mixed-mode survey design compared to a single-

mode CAPI survey design, the results of the former are compared to the results of the latter

in a more detailed manner.

For this comparison we will focus on whether the different survey designs cause the

same or different sociodemographic categories to be systematically over- or under-

represented across ethnic groups or whether this is dependent on ethnic group.

MM WEB Versus SM

The first step of the MM design (WEB only) and SM design causes some of the same

categories to be under- or overrepresented (Table 6). For instance, both result in an

overrepresentation of persons aged 15 to 24. Secondly, both mostly result in a small to

rather large underrepresentation of big city dwellers and a representative response or

overrepresentation of persons from midsize municipalities.

WEB only and the SM design also lead to the systematic under- or overrepresentation

of different categories across all ethnic groups. The use of WEB usually results in an

underrepresentation of the upper age categories, whereas the use of the SM design more

often results in an overrepresentation of the upper age categories. Furthermore, the SM

design systematically leads to an underrepresentation of persons aged 25 to 34, whereas

for WEB this depends on the ethnic group. Furthermore, the use of WEB leads to a

systematic underrepresentation of first-generation immigrants, which is not the case in the

SM design.

An interesting result is the absence of a systematic impact of WEB only and the SM

design for gender across the ethnic groups. As it turns out, both WEB only and the SM

design lead to an over- or an underrepresentation of males (or females), dependent on

ethnic group.

MM WEBþCATI Versus SM

The use of CATI as a second step in the mixed-mode sequence resulted in a low response

and is therefore not recommended for ethnic minority groups. As a result of the low
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response rate, the impact on the response composition is rather small and marked by the

same differences and similarities found in the WEB versus SM comparison. However,

because of the very selective response group in CATI, the systematic differences between

WEBþCATI and the SM design have decreased somewhat for the upper age categories.

Furthermore, the WEBþCATI design leads to a systematic underrepresentation of men

and systematic overrepresentation of women, as opposed to the SM design.

MM Versus SM

The samples of the complete MM design show some interesting similarities with the SM

design across the ethnic minorities. Both designs lead to a systematic overrepresentation of

persons aged 15 to 24 and an underrepresentation of persons aged 25 to 34. They also yield

the same sort of result when it comes to Municipality size. They both result in a systematic

underrepresentation of big city dwellers and an overrepresentation of persons from

midsize municipalities.

Both designs also lead to some systematic differences with respect to sociodemographic

categories. First of all, the upper age categories systematically tend to be somewhat

overrepresented in SM, whereas this is not a systematic finding in the MM. The opposite is

actually true for persons aged 55 to 64. There is a tendency for this age group to be

underrepresented in the MM. The MM design also results in an underrepresentation

of men and first-generation immigrants, as opposed to the SM design. However,

the underrepresentation of first-generation immigrants in MM is less severe than in the

WEBþCATI design.

4.4. The Cost Perspective

The use of a sequential mixed-mode design instead of a single-mode CAPI design has the

potential to greatly reduce the costs of the survey. Theoretically, the largest cost savings

are made when the sequential mixed-mode design introduces the most inexpensive mode

(web or postal) first and follows up with increasingly more expensive, interviewer-assisted

modes. Furthermore, this can generate economies of scale when the sample size increases.

However, there are costs and cost-related considerations which are either unique or

amplified in case of a sequential mixed-mode design as compared to a single-mode CAPI

design that easily can be overlooked. These are especially relevant when sample sizes are

relatively small and the known survey difficulties in connection with specific target

populations require the use of a CAPI mode.

First of all, there are the extra costs related to questionnaire development and

interviewer training. These costs can increase because the questionnaire has to be

developed to be suitable for every mode and administered in different interviewer-assisted

modes. From this point of view, CATI is not very cost effective as a mode among non-

Western minorities in this design: only 1.3% to 6% of the sampled persons in the different

ethnic groups responded via CATI.

Secondly, information costs money and, compared to a face-to-face survey design, the

use of a sequential mixed-mode design limits the amount of information that can be

gathered. In this experiment, the WEB and CATI questionnaire was reduced to about
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two-thirds of the length of the CAPI questionnaire. This means that the cost per survey

question can actually increase in a sequential mixed-mode survey.

Thirdly, time is money: the length of the fieldwork period can increase because of the

use of a sequential mixed-mode design. Each mode needs a certain amount of time to be

used to its full potential. For instance, in this study the second mode (CATI) was only

introduced one and a half months into the fieldwork period. The need to wait for each

mode to reach its full potential was the main reason for which the reissue in the sequential

mixed-mode design had to be cut short. In addition, there are logistic costs related to

conducting a sequential mixed-mode survey. It needs to be monitored quite carefully if

and when a nonresponding sampled person can ‘move’ from one mode to the next.

Fourthly, there is a potential for a relative increase in travel costs for face-to-face

interviewers. From a logistic point of view, the remaining number of nonresponding

sampled persons in the CAPI phase of the MM design can be inconveniently located. This

can also cause a reduction in the number of contact attempts an interviewer is able to

conduct in a single day. It goes without saying when an interviewer is working on several

surveys at the same time, this might not pose a problem.

A fifth, mixed-mode related cost concerns interviewer motivation and effort per face-to-

face interview. Table 7 shows the ratio between the number of interviews and the total

number of contact attempts conducted in the CAPI mode, separately for each ethnic group

and survey design.

The ratio of face-to-face contact attempts to number of interviews is substantially higher

in the MM compared to the SM. For instance, among the Turkish, for each 4.5 contact

attempts that were made in the SM design, there was one interview completed, whereas in

the MM design, this ratio was 5.3 to 1. Furthermore, the ratio among the Turkish and the

Moroccans is a lot lower than among the Surinamese and the Antilleans. This indicates

that a lot more unsuccessful contact attempts took place among the Surinamese and the

Antilleans. This results not only in a lower response rate, but also in more effort per

interview.

Put simply, face-to-face interviews are more expensive in terms of return when they are

conducted as part of a sequential design. This result is of course to be expected since the

‘easy’ respondents have already participated via WEB or CATI, leaving the more reluctant

or hard to reach sampled persons. However, the estimated costs of a face-to-face interview

are to some extent based on the number of unsuccessful contact attempts that are made for

each successful contact attempt. Therefore, the increased amount of effort needed in the

MM CAPI phase when comparing the costs of a CAPI interview in a single-mode survey

to a CAPI interview in a mixed-mode survey should be taken into account. This result not

only has a direct financial implication; it can also lead to decreased motivation among

interviewers, which in turn might lead to additional costs (bonus arrangements) or an

Table 7. Ratio of face-to-face contact attempts to number of interviews conducted in the CAPI mode during the

first fieldwork phase for the SM and the MM samples, separately for each ethnic group

Turkish Moroccans Surinamese Antilleans

SM MM SM MM SM MM SM MM

Ratio 4.5 5.3 3.9 5.8 10.6 13.8 10.1 12.4
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extension of the fieldwork period due to interviewers dropping out due to lack of

motivation.

A final cost concern is related to analysis. It should not be forgotten that a sequential

mixed-mode design will cost additional analysis time in order to check and correct for

potential mode effects that can distort the results.

The eventual cost savings in this experiment, generated by using the current sequential

mixed mode design instead of a single-mode face-to-face design among ethnic minority

groups, amounted to between 12 to 20%, depending on how one would distribute fixed

costs between both designs. However, given that this design choice also resulted in less

information on the population of interest, a longer fieldwork period, additional analysis

time and greater uncertainty related to the survey estimates based on both quality

indicators, it can be concluded that in this instance the cost savings did not outweigh the

reduction in quality.

5. Conclusion and Discussion

In this article we investigated how the use of a sequential mixed-mode – WEB-CATI-

CAPI –design affects the quality of the response sample compared to a single-mode face-

to-face CAPI design in surveys among non-Western minority groups in the Netherlands,

as well as how these different survey designs may impact nonresponse bias on survey

estimates. Statistics Netherlands drew two random samples from each of the four largest

non-Western minority populations living in the Netherlands. In each ethnic group, one

sample was assigned to a sequential mixed-mode design and a one sample to single-mode

face-to-face CAPI design. This resulted in eight samples for analysis.

Furthermore, we analyzed whether the different survey designs enhance response rates

to different degrees among different sociodemographic subgroups based on auxiliary

variables. We also discussed costs and cost-related issues particular to this sequential

mixed-mode design that are relevant in the quality versus costs trade-off decision.

Besides the response rate, we used two approaches to evaluate the quality of the

response samples and potential nonresponse bias in survey estimates for both survey

designs among non-Western minorities. The first approach was the representativity

indicator (R-indicator) and the maximal absolute standardized bias ðcBmBm) proposed by

Schouten et al. (2009). The second approach was the fraction of missing information

(FMI) proposed by Wagner (2008).

The sequential mixed-mode design resulted in higher response rates than the single-

mode CAPI design in each of the four non-Western minority groups. However, both the

R-indicator and the FMI approach showed that the single-mode CAPI survey design

resulted in better quality response samples among non-Western minorities than the

sequential mixed-mode survey design. Furthermore, the result of both the cBmBm and the mean

FMI analyses indicated that the potential for nonresponse bias in survey estimates is higher

among the final samples based on a sequential mixed-mode design.

An analysis of partial R-indicators on the variable and category level was carried out to

find out whether the survey designs enhance response rates differently among different

sociodemographic subgroups. Overall, the variations in response propensities are larger

in the sequential mixed-mode design than in the single-mode design for the variables
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included in the model, with age group and municipality size showing the largest

contributions.

The partial R-indicator analysis also showed that the sequential mixed-mode design

systematically resulted in an underrepresentation of men, persons aged 55 to 64 and first-

generation immigrants across all ethnic groups, but this pattern was not repeated for the

single-mode survey design. On the other hand, the single-mode CAPI survey resulted in an

overrepresentation of persons from the upper age categories (45þ) among all ethnic

groups, which was not the case for the sequential mixed-mode design. Furthermore, both

survey designs systematically caused an underrepresentation of persons aged 25 to 34 as

well as big city dwellers and an overrepresentation of young persons (15 to 24) and

respondents from middle size municipalities. This systematic impact of the different

survey designs on the response composition is important to bear in mind when a strong

correlation is expected between a survey topic and specific over- or underrepresented

sociodemographic subgroups.

The impact of each mode in the sequential mixed-mode design on the response

composition was also assessed. WEB is a good startup mode to survey ethnic minorities,

but cannot be recommendable as the only mode. WEB mostly results in response from

young persons and second-generation immigrants across all ethnic groups.

CATI is not very suitable as a follow-up mode for conducting a survey among ethnic

minorities in the Netherlands and should be avoided. It leads to a selective and low

response due to high rates of refusals and non-contact. Furthermore, penetration rates are

very low across the ethnic groups, especially if CATI is used as a second mode. Only 10 to

25% of the WEB nonresponders could be matched to a known phone number (Korte and

Dagevos 2011).

CAPI remains a necessary part of any survey of non-Western minorities in the

Netherlands. The introduction of CAPI in the sequential mixed-mode design increases the

response among young and old (. 64) persons and first generation immigrants across all

ethnic groups.

The cost savings of 12 to 20% with the current mixed-mode design did not justify the

decrease in response sample quality as indicated by the R-indicator, cBmBm and FMI. This

design choice not only resulted in a lower-quality response sample and greater uncertainty

related to the survey estimates in terms of nonresponse bias, but it also resulted in

additional ‘costs’ in terms of loss of information due to shorter questionnaires, extended

fieldwork time, and extra analysis time. These and other cost-related issues, such as the

costs in terms of development, effort, and support versus return for the different modes and

additional monitoring should be carefully reviewed before the decision to make use of a

sequential mixed-mode design. Especially for relatively small sample sizes and known

survey difficulties in connection with specific target populations, these additional costs

may outweigh the expected savings.

The mixed-mode results do provide insight into how to improve the quality of the

sample for surveys among ethnic minorities, while possibly reducing costs. A

sequential WEBþCAPI design with a complete reissue or even targeted re-issue of

nonresponding sample units from underrepresented sociodemographic subgroups

seems better suited to yield a high and balanced response among ethnic groups than

the current sequential mixed mode design, while also reducing the length of the
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fieldwork period. This is the case provided the need for information does not exceed

the optimal length of a WEB questionnaire. Furthermore, this design would still be less

expensive to execute than a single mode CAPI design with a complete or targeted

re-issue. In the re-issue, the nonresponding sampled persons should be assigned to other

interviewers. To reduce the costs even more, one could consider reducing the number

of face-to-face contact attempts to three or four during the first phase of fieldwork

(Kappelhof 2014).

There are also several limitations to the current study. First of all, there are

assumptions that go with the quality indicators used to assess the potential for

nonresponse bias on survey estimates. Both quality indicators make use of the MAR

assumption which is quite a strong assumption. Furthermore, in case of the R-indicator

and the related measure of maximal absolute bias, no direct nonresponse bias estimate

is possible since these measures are developed to compare surveys. In the case of the

quality indicator based on the FMI approach, it is possible to provide direct estimates

of nonresponse bias for a survey estimate given the MAR assumption. However, these

results were not provided since the possibility of increased measurement variability

because of the use of different survey modes in the sequential mixed-mode survey

would distort the results too much (i.e., how much of the observed difference between

the estimate based on the response rate and the imputed estimate was the result of

nonresponse bias and how much can be contributed to the increased measurement

variability). As a result, only the FMI estimates were presented as indicators of possible

nonresponse bias occurrence in survey estimates. However, even then we have to

assure ourselves that the measurement errors are the same across all response rates. If

not, then comparing patterns of nonresponse across two designs without looking at the

measurement errors is not as useful.

Another argument against our approach for estimating the FMI is that it is not actually

necessary to fit the same model (i.e., include the same variables) to obtain the FMI of each

dependent variable in order to be able to compare both designs. One may need a different

set of predictor variables to obtain the best prediction for each separate dependent variable.

Furthermore, as Andridge and Little (2011) argue, predictors used to predict response may

differ from the predictors used to predict the outcome of substantive variables. Thus, it

may be worth also considering other models to estimate and compare the FMI estimates

which may lead to different results. However, our results are very consistent across ethnic

groups and across different variables and present a fairly convincing picture that the

response to MM design is highly selective for these specific populations. Nevertheless,

future research should include several competing, but plausible (i.e., include variables

known to correlate with the outcome variable) models to investigate to what extent the

results are robust.

Finally, an interesting extension on the current study would be to include a quality

indicator that allows for a direct estimate of nonresponse bias, but for which the model

used for the estimates is based on the least restrictive assumption (MNAR), such as the

proxy pattern-mixture approach of Andridge and Little (2011). This would allow for even

more direct information that can be used in the cost- versus quality trade-off decision

concerning which survey design is best suited to survey minority ethnic populations given

financial and time restrictions.
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Appendixes

Appendix A. Overview of the 16 Survey Questions Used in the FMI Approach

1 Do you see yourself as ,ethnic group.? (Yes: No)
2 Are you currently employed? (Yes: No)
3 Do you consider yourself to be a member of a certain religion? (Yes: No)
4 To what degree do you consider yourself to be happy? (5-point scale)
5 Do you feel more ,ethnic group. or Dutch? (5-point scale)
6 Generally speaking, how would you rate your health? (5-point scale)
7 Do you or your parents rent or own the house you live in? (rent/own/other)
8 Have you been discriminated against by native Dutch? (5-point scale)
9 In the Netherlands you get offered all the opportunities (5-point scale)
10 Do you have children? (Yes/No)
11 How satisfied are you with the Dutch society? (10-point scale)
12 How often did you visit a MD for yourself in the last two months? (0 to 60)
13 Do you own or have access to a computer to use for internet? (Yes/No)
14 It is better if the man is responsible for the finances (5-point scale)
15 How often do you experience difficulties when you have to talk in Dutch?

(do not speak Dutch, often, sometimes or never)
16 How often did you do sports in the last 12 months?
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Validating Sensitive Questions: A Comparison of Survey
and Register Data

Antje Kirchner1

This article explores the randomized response technique (RRT) – to be specific, a symmetric
forced-choice implementation – as a means of improving the quality of survey data collected
on receipt of basic income support. Because the sampled persons in this study were selected
from administrative records, the proportion of respondents who have received transfer
payments for basic income support, and thus the proportion of respondents who should have
reported receipt is known.

The article addresses two research questions: First, it assesses whether the proportion of
socially undesirable responses (indication of receipt of transfer payments) can be increased by
applying the RRT. Estimates obtained in the RRT condition are compared to those from direct
questioning, as well as to the known true prevalence. Such administrative record data are
rare in the literature on sensitive questions and provide a unique opportunity to evaluate the
‘more-is-better’ assumption. Second, using multivariate analyses, mechanisms contributing to
response accuracy are analyzed for one of the subsamples.

The main results can be summarized as follows: reporting accuracy of welfare benefit
receipt cannot be increased using this particular variant of the RRT. Further, there is only
weak evidence that the RRT elicits more accurate information compared to direct questioning
in specific subpopulations.

Key words: Randomized response technique; social desirability; validation data; welfare
receipt; unemployment benefit II.

1. Introduction

Surveys that collect data on welfare and unemployment receipt often find that respondents

underreport this kind of information. In German surveys the known extent of

underreporting of receipt of basic income support, a form of means-tested social security

payment called ‘Unemployment Benefit II’ (UB II), ranges between 9 percent and

17 percent (Kreuter et al. 2010, 2014). One potential motivation for underreporting might

be the sensitive nature of the topic: by underreporting, respondents avoid interviewer

disapproval, embarrassment, and answer in a socially desirable manner (Tourangeau and

Yan 2007). The main question the following paper addresses is whether alternative

questioning formats, such as the randomized response technique (Warner 1965), can be
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used to improve the response quality of data collected regarding welfare receipt in labor

market surveys.

1.1. Background

While unintentional misreporting, for example due to recall error, can certainly be

problematic in the reporting of social security receipt (Manzoni et al. 2010; Kreuter et al.

2014), special attention should be devoted to other causes of misreporting in interviewer-

administered surveys. It can be reasonably assumed that survey respondents are more

likely to conceal sensitive information in order to conform to perceived norms (Cialdini

2007). This, in turn, affects the validity of the prevalence estimates (Lee 1993): if this

failure to report welfare receipt is systematically different for certain social groups,

resulting parameter estimates, such as proportions, averages, as well as relationships

between variables will be biased (Hausman 2001).

The level of ‘threat’ or ‘sensitivity’ of a question as perceived by the respondent can be

established along three theoretical dimensions (Tourangeau and Yan 2007): intrusiveness,

risk of disclosure and social desirability. Several of these apply to the receipt of basic

income support: people apply for welfare benefits in Germany if they have been

unemployed long-term or if they cannot sustain a living from their current job, that is,

when the resulting income is below a legally defined threshold. Individuals receiving basic

income support may not wish to report this information in a survey. Admitting to an

interviewer that they either have not been able to find a job over a longer period, that they

live in poverty or that they do not earn enough to support their families might be perceived

as too embarrassing. The concept of ‘injunctive social norms’ (Cialdini 2007) – one’s

perception or expectation of what most others approve or disapprove of – plays a vital role

in this context. Negative beliefs and prejudice about welfare recipients in the United States

and Great Britain comprise anything from not being motivated enough to find a job, being

uninterested in self-improvement and dishonesty, to laziness and dependence (Bullock

2006). The receipt of basic income support in Germany is associated with similar

prejudice. It is thus considered socially undesirable in terms of the commonly perceived

norm and negatively stigmatizing, causing embarrassment when admitting to such.

To avoid errors from (item) nonresponse and misreporting (‘under-’ as well as

‘overreporting’) due to the sensitive nature of a question, survey methodologists have

suggested a range of guidelines with respect to the design of a questionnaire (for an

extensive overview, see Lee 1993; Bradburn et al. 2004; Tourangeau and Yan 2007).

Indirect surveying techniques, such as the randomized response technique (RRT), are

strategies to reduce underreporting (Lensvelt-Mulders et al. 2005). The RRT method was

originally developed by Warner in 1965 to reduce response bias arising from privacy

concerns. Ever since its first implementation, the RRT has been refined in many different

variants (Horvitz et al. 1967; Greenberg et al. 1969; Boruch 1971; Greenberg et al. 1971;

Moors 1971; Kuk 1990; Mangat and Singh 1990; Mangat 1994). Warner’s original design,

the so-called unrelated question techniques, forced-response designs, Moor’s design,

as well as Kuk’s or Mangat’s variants are probably among the best-known RRT designs

(for an overview of different RRT designs, estimators and applications, see Fox and

Tracy 1986; Umesh and Peterson 1991; Lensvelt-Mulders et al. 2005; Lensvelt-Mulders
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et al. 2005b, or Tourangeau and Yan 2007). More recent developments also account for

the fact that respondents might still underreport sensitive attributes in the RRT and

allow for an estimation of a so-called ‘cheating’ parameter (Clark and Desharnais

1998; Böckenholt et al. 2009; Van den Hout et al. 2010; Ostapczuk et al. 2011; De Jong

et al. 2012).

1.2. The General Idea of the RRT

The main idea, common to all RRT variants, is to conceal a respondent’s answer by using a

randomizing device (e.g., coins, cards, dice, spinner), the outcome of which is only known

to the respondent (Fox and Tracy 1986). In its original implementation (Warner 1965),

survey respondents are – depending on the outcome of the randomizing device – directed

to answer one of two logically opposing statements, such as: ‘I am a recipient of

unemployment benefits II,’ or ‘I am not a recipient of unemployment benefits II.’

Respondents only answer ‘Yes’ or ‘No’ without revealing which statement they were

directed to reply to. Due to this chance element, neither the interviewer nor the researcher

can infer anything regarding the respondent’s true status from the response given.

Since the randomization mechanism – and thus the probability distribution of the

misclassification – is known to the researcher, estimation of the population prevalence of

the sensitive characteristic under study is possible (Fox and Tracy 1986), as are regression

analyses analyzing randomized response dependent variables (Maddala 1983, 54ff.; for an

overview of estimators, see Tourangeau and Yan 2007). Granted that respondents

understand and trust the method, the RRT should then increase reporting accuracy and

reduce measurement error resulting from social desirability concerns.

Lensvelt-Mulders et al. (2005) distinguish two main types of studies in order to assess

the performance of the RRT compared to that of other techniques: comparative and

validation studies. The first type of study is most commonly found when evaluating the

RRT. It compares estimates derived by means of RRT to those obtained by means of

standard direct questioning. The RRT is – or more generally indirect techniques are –

then assumed to outperform direct questioning if it elicits higher prevalence estimates for

questions that are assumed to be subject to underreporting. Researchers generally refer to

this as the ‘more-is-better’ assumption (for an overview of studies relying on this

assumption, see Umesh and Peterson 1991; Lensvelt-Mulders et al. 2005; Tourangeau and

Yan 2007). These studies often use a split-ballot design, randomly assigning participants

of a given survey to either direct questioning or RRT. From a validation perspective,

studies relying on the more-is-better assumption provide the weakest form of validation

(Moshagen et al. 2014). Alternatively, estimates from other sources in which the

prevalence of the sensitive trait is known only for the population, or parts thereof, but not

for the sample, can be used as a benchmark for comparison (Moshagen et al. 2014). The

authors refer to this as an intermediate form of validation and point out that potential

differences might be confounded with sampling bias.

In some rare instances, researchers have access to additional, auxiliary information on

the subjects of investigation for evaluation of the RRT performance (for an overview,

see Lensvelt-Mulders et al. 2005; Wolter and Preisendörfer 2013). These studies are

henceforth referred to as validation studies. Validation studies provide a stronger form of
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performance assessment compared to comparative studies (Lensvelt-Mulders et al. 2005).

In general, two types of validation studies can be distinguished: those validating responses

at the individual level and those validating responses, or rather estimates, at the aggregate

level (for the same sample).

While the most powerful validation of a survey response can be achieved if a ‘gold

standard’ or the ‘true’ response of a respondent is available at the individual level (Groves

1989), often this information is impossible to acquire, too costly or (legally) not

accessible. However, if individual-level validation data is available, it provides a valuable

resource for analyzing individual motivations that contribute to misreporting which

otherwise would not be possible. The second, somewhat weaker form of validation

compares RRT survey estimates to aggregate data. This information might be data that is

available for certain population segments of the sample using records (such as criminal

statistics) or information that is available on the sampling frame.

Many empirical studies have evaluated whether the RRT method is in fact better at

eliciting reports of sensitive behavior than the direct questioning methods. In the most

recent meta-analysis (Lensvelt-Mulders et al. 2005), a total of six individual-level RRT

validation studies as opposed to 32 comparative RRT studies were investigated. In

general, the RRT still produced some response error, albeit lower than a comparable

standard face-to-face questioning: for the validation studies under investigation, in the

RRT condition the mean response was underreported by 38 percent, while in the

traditional face-to-face condition mean underreporting was 42 percent. One of these

validation studies, conducted by van der Heijden and colleagues (2000; see also

Lensvelt-Mulders et al. 2006), tested two different implementations of the RRT, a forced-

response implementation and Kuk’s method, against standard face-to-face questioning.

Results suggest that both RRT versions yield significantly lower response error with

respect to social security fraud. Other experimental studies without validation data

(comparative studies based on the more-is-better assumption) also showed that the RRT

increased the validity of the estimates by eliciting more truthful responses (e.g., Weissman

et al. 1986; Lara et al. 2004; Lara et al. 2006).

In general, the RRT seems to elicit more honest answers and reduce social desirability

bias, especially when dealing with more sensitive questions (Fidler and Kleinknecht 1977;

Landsheer et al. 1999; Lensvelt-Mulders et al. 2005). For example, the pioneering

validation study by Locander and colleagues (1976) relying on individual-level validation

data for some items shows, that the response error for RRT is (significantly) lower

compared to that of direct questioning in three out of five instances (voter registration,

bankruptcy involvement, and drunken driving). While the trend – that is, the RRT

eliciting higher prevalence estimates – is as expected in most validation studies on topics

such as failing course grades, arrests per person or criminal convictions, some validation

studies also find no significant difference between RRT and direct questioning or contrary

evidence (Locander et al. 1976; Lamb and Stem 1978; Tracy and Fox 1981; Wolter and

Preisendörfer 2013). More recently, other comparative experimental studies have been

published questioning the validity of RRT estimates (Umesh and Peterson 1991; Holbrook

and Krosnick 2010; Coutts and Jann 2011; Coutts et al. 2011; Höglinger et al. 2014).

Those studies show that the RRT does not provide more valid prevalence estimates

compared to direct questioning, and that the RRT provides impossible, out-of-range
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estimates (Holbrook and Krosnick 2010; Höglinger et al. 2014), suggesting

noncompliance with RRT instructions.

1.3. Research Objectives

The following article presents one of the few large-scale RRT validation studies using

administrative record data. More precisely, it explores whether the RRT is successful in

eliciting higher-quality responses regarding the receipt of basic income support. Drawing

on survey data collected in a nationwide telephone survey in Germany in 2010, respondents

were randomly assigned to one of two techniques: either randomized response technique or

traditional direct questioning. Using administrative record data, the true percentage of

respondents who have received transfer payments for basic income support and thus the

percentage who should have reported receipt is known. This allows a validation of the

reported percentage against the known true rate for the responding cases, hence assessing

the bias of the estimates. Such administrative record data is quite rare in the literature on

sensitive questions (Lensvelt-Mulders et al. 2005; Wolter and Preisendörfer 2013).

The study contributes to the existing RRT research and response bias in several ways: to

the best of the author’s knowledge, the performance of the RRT in a telephone survey has

not been validated against external data (especially not with respect to the receipt of basic

income support). All existing RRT validation studies implemented the RRT method in a

face-to-face mode (comparing the technique with face-to-face and other modes) but never in

a pure telephone setting (cf. also Lensvelt-Mulders et al. 2005; Wolter and Preisendörfer

2013). The choice of a telephone mode, however, might be perceived as more private by

respondents, thus leading to more honest answers due to greater perceived social distance

(Holbrook et al. 2003). While collecting data by means of the RRT has many advantages,

RRT procedures also suffer from considerable disadvantages compared to direct

questioning: for one, a larger sample size is needed to achieve the same statistical power

(Warner 1965); second, interview duration increases due to an explanation of the application

of the procedure; while third, the cognitive burden placed on respondents is higher.

Validating the functioning of a telephone implementation of the RRT might prove useful,

given that it is more cost efficient compared to face-to-face surveys. The study thus follows

the recommendation by Lamb and Stem (1978, 617) that “each time the [RRT] method is

changed or used in a different setting, further evaluation is appropriate.” Furthermore, this

article contributes to the literature by investigating which individual-level factors influence

accurate reporting and whether these mechanisms differ across experimental conditions.

To summarize, this article addresses two research questions:

1. Can item-specific response bias in interviewer-administered telephone surveys be

reduced when using the randomized response technique? This is achieved by

comparing the RRT estimates with a) the true value from the administrative data and

b) direct questioning (DQ) obtained from the survey data.

2. Which covariates influence response error and can the RRT contribute to diminishing

response error due to perceived sensitivity?

The remainder of this article is organized as follows: Section 2 describes the

experimental design, the available data, as well as the method of analysis. The results of
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the experiment are found in Section 3 and the conclusions and limitations of the study

in Section 4.

2. Data and Methods

The nationwide telephone survey was commissioned by the Institute for Employment

Research (IAB), the research institute of the Federal Employment Agency (FEA), and was

carried out by the ForschungsWerk institute from October to December 2010. This study

was approved by an internal review board as part of a study investigating undeclared work

(Kirchner et al. 2013). The main focus on undeclared work had design implications

regarding the choice of the misclassification probabilities for the RRT design in the current

study on welfare benefit receipt (see below). Due to the particular sampling design, in

addition to these survey data, supplementary information is available on the sampling

frame (administrative records). The combination of both data sources allows addressing

the research questions stated above. The next section provides an overview of the survey

data, the administrative data, the combined data, and lays out the methods of analysis.

2.1. The Survey Data

2.1.1. Sampling and Data Collection

The survey is a dual-frame survey, using two sampling frames that are maintained by the

FEA. These frames consist of all registered unemployment benefit (II) recipients as well as

all employed persons.

The first random sample was drawn from the FEA registers of basic income support

recipients (IAB Unemployment Benefit II History (LHG) V6.03.01 and (XLHG)

V01.06.00-201007). It consists of people aged 18 to 64 who were known to have received

basic income support in June 2010 (henceforth referred to as UB II or benefit recipients

sample). The second random sample was drawn from the register of employees that is

maintained by the FEA (IAB Employment Histories (BeH) V08.04.00, Nuremberg 2010).

It consists of people aged 18 to 70 who were employed in December 2009 (henceforth

referred to as employee sample). For both samples the latest available registers were used.

The registers contain telephone numbers for many of the sampled individuals.

Whenever there was no information available on either of the frames, an extensive

telephone number research was conducted, resulting in 91.7 percent (UB II sample) and

68.2 percent (employee sample) coverage. All individuals selected into the sample

received a personalized advance letter announcing the survey. During fieldwork, some of

the telephone numbers turned out to be invalid. This resulted in effectively 75.8 percent

(UB II sample) and 53.5 percent (employee sample) cases with working numbers.

Of those cases approximately 26 percent agreed to participate in the survey. Overall

3,211 interviews were completed (UB II: 18.8 percent and employees: 16.3 percent RR1,

AAPOR 2011).

2.1.2. Experimental Design and Measurement of the Dependent Variable

Individuals who were initially selected into the sample were randomized in advance into

two experimental groups. To achieve approximately the same level of statistical precision
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in the RRT condition as in the direct questioning condition (DQ), individuals were

randomly assigned with a ratio of 2:1 (Warner 1965; Cohen 1988; Lensvelt-Mulders et al.

2005b). The unequal assignment to the experimental conditions is necessary due to the

additional random noise component in the RRT.

Based on the administrative data, regression analyses were conducted for the

gross sample, showing that randomization into experimental groups was successful.

This approach resulted in 1,145 completes in the DQ condition and 2,066 in the

RRT condition. Table 1 provides an overview of the assignments to the experimental

conditions.

Of the respondents originally assigned to the RRT, 13.2 percent refused the application

of the randomized response technique (DQ_RRT) and were subsequently asked to respond

to the relevant survey questions directly (n ¼ 274). Results from a multiple logistic

regression model, not presented here, modeling refusal to comply with the randomization

protocol (DQ_RRT) show that two variables in particular have a large, statistically

significant effect and predictive power: poor language skills and whether a respondent

refused to answer the question on household income both substantially increase the

probability of a refusal. Refusal is also higher in the UB II sample, among younger and

single respondents, among respondents who have never held a job before, and respondents

with a lower socioeconomic status. Further analyses indicate that both splits do not differ

with respect to gender, formal training, older age groups, a previous socially undesirable

response, composition of social networks, various attitudes towards undeclared work – the

focus of the original study – or region of residence. Given these results, all further

analyses will also be conducted separately.

The survey instrument was fully standardized: All survey participants received identical

instructions with respect to the voluntary nature of the survey, the survey topic, assurances

of confidentiality and anonymity, definitions or further explanations regarding receipt or

UB II if needed. The only differences are within the experimental splits.

Across the two samples, two different operationalizations were used: for the UB II

sample – known to have received benefits in June 2010 – participants were asked to

report any ‘benefit receipt ever’. In the employee sample participants were asked to

report receipt in ‘September 2010’. While these different operationalizations guarantee

that (aggregate) responses can be validated, another criterion was to keep the questions

as simple as possible in order to ensure understanding and correct recall (Tourangeau

et al. 2000; Groves et al. 2009; Manzoni et al. 2010). To ease recall in the employee

sample (and allow validation), the question relates to a defined period of receipt just

prior to data collection. Further, all question formats were kept as similar as possible to

commonly used questions in labor market surveys (cf. the PASS study as described by

Trappmann et al. 2010).

Table 1. Experimental conditions

Assigned condition N Realized condition N

DQ 1,145 DQ 1,145
RRT_assigned 2,066 RRT 1,792

DQ_RRT 274

Kirchner: Validating Sensitive Questions 37

Unauthenticated
Download Date | 3/24/15 9:05 AM



2.1.3. The RRT Implementation

Lensvelt-Mulders et al. (2005b) compared the efficiency of various RRT designs. The

authors demonstrate that one variant, the so-called forced-choice RRT variant (Boruch

1971), was shown to be among the statistically most efficient RRT designs, is usually well

understood (Landsheer et al. 1999; De Schrijver 2012) and shows higher rates of rule

compliance compared to other RRT designs (Böckenholt et al. 2009).

In the symmetric forced-choice design, respondents are instructed to reply according to

a set of rules: the randomization device determines whether the respondent is forced to

answer ‘Yes’ (with probability p1) – irrespective of their true status –, ‘No’ (with

probability p2) – irrespective of their true status –, or whether the sensitive question is to

be answered truthfully, that is ‘Yes’ or ‘No’ (with probability p3). The survey was

designed to minimize two respondent hazards: neither a positive nor a negative answer

should risk suspicion. The advantage of this so-called ‘symmetric’ variant of the forced-

choice RRT is that it is shown to reduce respondents incentive to cheat in the RRT

condition (i.e., provide a negative response when they should say ‘Yes’) and leads to

greater rule compliance compared to an asymmetric variant that protects only singular

responses (Ostapczuk et al. 2009). Regarding statistical efficiency, Lensvelt-Mulders

et al. (2005b) recommend that the probability of providing a forced ‘Yes’ should be

approximately the same as the expected prevalence of the sensitive item under

investigation (Clark and Desharnais 1998), while the probability to tell the truth should be

between 0.7 and 0.8.

Assuming that the probability distribution of the randomization procedure is known, the

population prevalence as well as standard errors (s.e.) and confidence intervals for the

forced-choice RRT can be estimated as follows (Fox and Tracy 1986): the observed

sampling distribution of ‘Yes’ responses F̂ is used as an estimator for the unknown

population parameter F. The overall proportion of positive responses (F) is the sum of the

proportion of ‘forced Yes’ responses ( p1), and the product of the (unknown) population

parameter p multiplied by the probability of having to respond truthfully ( p3):

F ¼ p1 þ p3*p. The prevalence estimate of the sensitive characteristic p̂RRT is then given

as (Lensvelt-Mulders et al. 2005b):

p̂RRT ¼
F̂ 2 p1

p3

ð1Þ

An estimate of the sampling variance of p̂RRT is given as:

Varðp̂RRT Þ ¼
F̂*ð1 2 F̂Þ

n*ð p3Þ
2

ð2Þ

where n is the sample size.

Regarding the administration of the forced-choice RRT over the telephone, the RRT

design as developed by Krumpal (2012) was implemented and refined based on results of

pretest interviews (cognitive pretest n ¼ 31; pretest with the fully programmed instrument

n ¼ 63). Krumpal (2012) demonstrates that those instructions are well understood by

respondents and elicit more undesirable responses yielding higher prevalence estimates of

xenophobia and anti-Semitism in Germany.
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More precisely, in the survey respondents in the RRT condition were asked first to

gather three coins, paper and pencil in order to note down the rules. Respondents were then

asked to flip the three coins prior to each question in the RRT section. Should a respondent

accidentally reveal the outcome of the coin flip, interviewers were trained to ask

respondents to flip the coin again without revealing the outcome. The exact rules

implemented to provide an answer were the following (for the entire instructions see

Appendix, translated from German):

“: : : please, answer as follows: 3 tails, please always respond with ‘Yes;’ 3 heads,

please always respond with ‘No;’ a mixture, that is a combination of heads and tails,

such as 2 heads and 1 tail, please respond truthfully.”

(Note to the reader: Interviewers were trained to leave enough time 1) for respondents to

note down the rules and 2) for respondents to toss the coins and possibly to consult their

notes.)

It follows from this that p1 ¼ 0:125 ‘forced Yes,’ p2 ¼ 0:125 ‘forced No,’ and p3 ¼

0:75 truthful response. The main interest of the original study was ‘undeclared work’ (see

Section 2), with an assumed prevalence of about 10 percent to 12 percent in Germany. The

probabilities of a forced ‘Yes’/‘No’ and ‘the truth’ were chosen accordingly. Regarding

the above mentioned recommendations, this design is not optimal with respect to the

investigation of UB II receipt.

To ensure respondent understanding of the technique as stressed in Landsheer et al.

(1999), a minimum of one ‘training’ example – in which the true answer had been

reported by the respondent earlier in the questionnaire – was provided to everyone in this

experimental condition so as to familiarize the respondents with the RRT (for the

implementation of the training example, see Appendix). If this ‘training example’ was

answered incorrectly, or the interviewer was under the impression that the technique

had not been fully understood, another standardized example was provided to the

respondent. Only when full understanding of the rules had been assured, did the main RRT

section begin.

2.1.4. Independent Variables and Operationalizations

A range of indicators explaining underreporting of UB II will be analyzed in the scope of

the second research question. Existing empirical evidence shows that underreporting of

UB II is more frequent among males, among people aged 25 and younger as well as

employed people (Kreuter et al. 2014). The authors also find a significant effect of recall

period and household size. Those respondents with a longer recall period and those living

in a larger household underreported more frequently. Household size in this particular

instance is not to be taken literally: rather it is an indicator capturing a higher propensity to

conduct the interview with someone less knowledgeable about the receipt of UB II, and

thus response error should be larger. Kreuter et al. (2010, 2014) also show that respondents

who are more reluctant to participate in a survey are slightly more likely to underreport

benefit receipt. The authors attribute this effect to a lower motivation of these respondents

while controlling for sample composition and recall error due to a longer recall period.

Both studies mentioned above only applied direct questioning techniques.
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Drawing on main insights of these studies, as well as on behavioral theories and the

response process (Tourangeau and Rasinski 1988), variables that capture subjective

costs, risks and utilities that are associated with accurate reporting of UB II will be

included in the models. It can be reasonably assumed that significant (negative) effects

regarding reporting accuracy in the model of the direct questioning split are observed

for those characteristics that are associated with higher subjective reporting costs. These

are higher if receipt of UB II is perceived as particularly sensitive, for example, when a

respondent is employed.

Table 2 presents an overview of all independent variables. Factors contributing to

perceived item sensitivity and hence associated reporting costs, comprise: employment

status, occupational status, and a respondent’s willingness to provide socially undesirable

answers. Further, the reluctance of the respondents to answer sensitive questions is

operationalized with an indicator variable, measuring item nonresponse for the item

household income. Equally important is a measure of how common the receipt of UB II is

in a respondent’s environment: admitting to receiving UB II could then be perceived as

less of a norm violation and reported more accurately. Ideally this indicator would be

measured at the neighborhood level, which is not possible in this particular case due to

data privacy issues. Thus, the recipient rate at the more aggregate municipal level is

included in all models.

According to the work of Böckenholt and van der Heijden (2007), the RRT works

especially well if the RRT instructions are clearly understood and the cognitive burden is

kept as low as possible. A second set of indicators thus relates to the survey process and to

the application of the RRT by the respondents. The first indicator captures whether a

respondent was reluctant to cooperate in the RRT condition (DQ_RRT) and was then

surveyed in the direct questioning mode. In order to capture understanding of the RRT,

two proxy indicators are used (Landsheer et al. 1999): first, interviewers were asked to rate

the language skills (German) of a respondent immediately following the telephone

interview. A second indicator pertaining to the understanding of the RRT instructions is

educational attainment (formal training). Response latency, that is, the speed at which a

respondent answers, is used as a measure for response quality.

All models control for gender (0 male, 1 female), age (below 25, 25–40, 41–57,

58 and above), which region of Germany a respondent resides in (0 West, 1 East) and

single-person household (0 multi-member household, 1 single-person household).

Including these controls seems appropriate given respondents refusing to stay in the

assigned RRT condition and the assumed differential underlying mechanisms in both

experimental groups.

2.2. Register Data

The analysis uses supplementary register data based on social security reports and reports

from the FEA itself as gold standard. Information relating to basic income receipt is a

by-product of the FEA activities, that is, process data generated from information provided

by the applicants during the application process. This information, such as household

composition or income, is used to evaluate entitlement to receive UB II. These

de-identified basic income receipt records are accessible to researchers at IAB.
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For the analyses, only one indicator in these records is of relevance: whether an

individual received UB II. As a general rule, all data relevant to payments and claims

(taxes, pensions, unemployment benefits etc.), that is, the primary use of the social security

system, are known to be of very good data quality (Jacobebbinghaus and Seth 2007). The

analyses thus rest on the crucial assumption that the true value of the respondents can be

Table 2. Description of variables used in the multivariate analyses

Indicator Description

Factors contributing to perceived reporting costs and item sensitivity

Employment status At the time of survey
0 Not employed (unemployed, parental leave,

student etc.)
1 Marginally employed with income up to 400e

2 Employed with labor income .400e

Occupational status International socioeconomic index of occupational status (ISEI)
(Ganzeboom et al. 1992). Coded based on ISCO88 of present or
last job (Hendrickx 2002)
0 No ISEI available, that is, never held a job

before (score ¼ .)
1 Low or medium ISEI of present or last job

(score 16–43)
2 High ISEI of present or last job (score .43)

Socially undesirable
response

Socially undesirable response regarding tax honesty.
Tax honesty is:
0 Absolutely worthwhile, worthwhile
1 Not worthwhile, absolutely not worthwhile

Reluctance Item nonresponse for household income
0 Substantive response
1 Missing response

Recipient rate Share of UB II in municipality

Survey process and application of RRT

RRT refusal
(DQ_RRT)

0 RRT condition
1 DQ_RRT condition

Language skills Scale from 1= very good to 6= nonexistent (recoded 0,1)
0 Good (,3)
1 Poor (.¼3)

Formal training 0 Secondary degree and below
1 Tertiary degree

Response latency Standardized response time in experimental section
(recoded according to quartiles)
0 Slow response (,Q25)
1 Mean response (Q252Q75)
2 Fast response (.Q75)
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captured with these data. The UB II receipt indicator is known to be both accurate and

complete and can serve as gold standard.

2.3. Combined Data

Since respondents were not asked for consent to link their survey data to the administrative

data, the two data sources cannot be merged at an individual level.

However, due to sampling on the dependent variable (known as reverse record check

studies; Groves 1989), each individual in the UB II sample should by default respond with

‘Yes’ to the ‘benefit receipt ever’ question. Overreporting is not possible by definition.

With the true aggregate prevalence being 100 percent, an indicator variable can be created

on the individual person level that captures whether an individual reported accurately

without linkage of the two data sources. This measure of reporting accuracy is a binary

variable that takes on the value 1 if the survey report matches the true value in the

administrative records, and 0 if the survey report is ‘No,’ that is, a mismatch between the

survey data and the administrative records. Item nonresponse is equally spread across all

experimental conditions (three out of 1,598 respondents). Those cases are excluded from

the analyses.

For the employee sample, the missing linkage consent question only allows an

assessment of the first research question. Since it is not possible to link the survey data to

the respective administrative records, it is impossible to construct a variable indicating

reporting accuracy at an individual level. However, it is possible to derive and compare

aggregate measures for respondents. According to the administrative data, the true

aggregate prevalence of ‘benefit receipt in September 2010’ for respondents of the

employee sample is 3.0 percent in the DQ condition and 4.2 percent for the RRT_assigned

condition. Only the original assignment (DQ or RRT_assigned) and the response indicator

can be used to obtain these true values. This is why RRT and DQ_RRT cannot be

separated and have identical values. In the employee subsample, overreporting could

theoretically be an issue. However, it seems unreasonable to assume that respondents,

aside from overreporting due to satisficing or acquiescence (Krosnick 1991), would

(consciously) overreport UB II receipt. Item nonresponse occurred once in the DQ

condition (out of 1,613 respondents).

Due to the above mentioned limitations in the employee sample, the second research

question can only be addressed using the UB II sample.

2.4. Statistical Analyses

The response bias is used to assess the impact of measurement error from the two

alternative techniques of data collection. The bias of a statistic is simply the difference

between the statistic’s expectation and the true population value. The estimator of

the response bias (Bj) in the respective experimental condition j is thus (adapted from

Biemer 2010, 49):

Bj ¼ �yj;svy 2 �yj;adm ð3Þ

which is the difference of the means of accurate reporting in the sample survey

measurements (�yj;svy) and the gold standard measurements (�yj;adm). This approach will then
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allow for a comparison of the overall response bias of the RRT and the DQ in both

subsamples using one-sided unpaired t-test assuming unequal variances.

Subsequent to analyzing the overall bias for both samples (research question 1), logistic

regression models will be used to model accurate reporting by experimental condition as a

function of covariates for the UB II sample (research question 2). Again, the dependent

variable Yij represents an individual’s (i ) response behavior (0 underreporting, 1 accurate

reporting) in the experimental condition j. If the assumptions of privacy protection in the

RRT condition hold, predictors related to perceived item sensitivity in the DQ model

should be more positively related to accurate reporting. While for the direct condition a

logistic regression model is appropriate, the RRT requires a logistic regression with an

adapted likelihood function that accounts for the additional noise introduced by the RRT

procedure, such as rrlogit (Jann 2011).

3. Empirical Results

Table 3 shows the prevalence estimates in percent for all experimental groups across both

subsamples (�yj;svy), the resulting response bias estimates (Bj in %pts) as well as the difference

in biases (BDQ 2 Bj in %pts). Estimates presented in column ‘RRT_assigned,’ are based

on the logic of ‘intention-to-treat’ analysis (Angrist et al. 1996). They provide a more

conservative estimate of the average treatment effect of assignment. The last two columns

take into account whether respondents actually received treatment – that is the RRT – or

refused its application: 18 percent of the UB II respondents and 9 percent of the employee

sample did not follow the randomization protocol. Since the exact questions asked in the

survey differ across the two subsamples, response bias estimates are not comparable across

subsamples and should be interpreted individually. The estimated response bias pointing

in the expected direction is boldfaced, indicating a statistically significant amount of

underreporting.

Replicating results from prior studies (Kreuter et al. 2010, 2014), receipt of benefit is

underreported in both DQ conditions: for the UB II sample benefit receipt is underreported

by 13.0 percentage points. While receipt of benefits is also underreported by 0.9

percentage points in the employed sample, this result is statistically nonsignificant.

In absolute terms, the bias is larger in the UB II sample; in relative terms, standardized on

the value of true prevalence, it is much larger in the employed sample (29.3% compared to

13.0%). However, these differences could be confounded by the fact that the question of

receipt ‘ever,’ in the UB II sample, as opposed to ‘September,’ in the employee sample,

might be perceived as less difficult or less sensitive by the respondents.

3.1. Reduction of Response Bias by Means of RRT?

Assuming that bias is solely due to item sensitivity and that the RRT can alleviate this bias,

the RRT survey data estimates in Table 3 – granted that the RRT is understood and trusted

– should not diverge significantly from the gold standard.

Contrary to the initial expectations, the response bias in the RRT_assigned condition

differs significantly from zero. In the UB II sample, receipt of welfare benefits is

underreported by 12.7 percentage points and, in the employee sample, by 1.9 percentage

points. As for the DQ condition, the relative bias is larger in the employee sample (45.7%)
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compared to the UB II sample (12.7%). Conducting separate analyses for those

respondents who complied with the randomization protocol and those who did not,

response bias for the RRT is larger for the former group in both samples (UB II sample:

14.6%pts vs. 9.4%pts; employee sample: 3.8%pts vs. 0.1%pts). Respondents who refused

to apply the RRT are the ones who show the lowest levels of underreporting in both

subsamples across all experimental conditions and thus seem to be the more accurate

respondents (also in relative terms: 9.4% and 2.3%).

Furthermore, the RRT estimates should be less biased compared to those in the DQ

condition (BDQ 2 Bj in %pts), resulting in a negative difference. The difference in

response bias estimates in the UB II sample is statistically nonsignificant across all

conditions: the response bias is 0.97 times smaller in the RRT_assigned condition

compared to the DQ condition, 1.13 times higher for RRT and 0.73 times smaller for

DQ_RRT. In the employee sample, the differences are nonsignificant as well: the response

bias is 2.12 times higher in the RRT_assigned condition compared to direct questioning

and 0.12 times smaller for DQ_RRT. Contrary to the expectations, it is significantly larger

in the RRT condition (4.35, p ¼ 0.03).

To summarize some of the results for the initial research question: 1) the particular

forced-choice telephone implementation of the RRT cannot reduce bias in the estimated

prevalence of basic income support in Germany, while 2) the RRT performs significantly

worse if the item under investigation is of a low prevalence rate, as in the case of the

employee sample. Furthermore, due to the random noise in the RRT condition, variance

estimates are inflated by a factor of 1:�7 or, put differently, the effective sample size is

reduced accordingly. All other things being equal, this leads to an increased mean squared

error (MSE) in the RRT condition. The MSE estimate in the UB II DQ condition is 0.13

and 0.02 in the employee sample. Assuming identical sample sizes in both conditions,

namely those of the respective DQ split, the MSE in the UB II RRT condition would then

be 0.28 and 0.19 in the employee sample. Since the actual sample size in the RRT splits is

larger, MSE estimates are 0.20 in the UB II sample and 0.11 in the employee sample.

One can only speculate about the reasons for the poor performance of the RRT in this

particular study. One reason might be that the initial assumption – that unemployment

benefit receipt is sensitive – is false. In that case, one would not expect to see the RRT

producing estimates closer to the truth compared to direct questioning. The second

argument might be that respondents do not apply the randomization procedure correctly,

that is, that either they do not flip coins at all or they do not adhere to the RRT instructions

(Clark and Desharnais 1998). In the first instance this could mean that a face-to-face

implementation, with an interviewer supervising the randomization procedure, could

perform better. The second issue is trust in the method: despite understanding the method,

it is also crucial that respondents trust the privacy protection provided by the RRT

(Holbrook and Krosnick 2010; Coutts and Jann 2011). While it can be reasonably assumed

that unintentional noncompliance with the rules, that is, respondents accidentally

providing a wrong answer, should not occur if the method is understood, nevertheless trust

is essential. Respondents might consciously decide to edit their answers and ignore the

RRT instructions if they lack trust: they might respond ‘No’ even if the randomization

device prompted them to answer ‘Yes’ (cheating). Or, if prompted to answer truthfully,

respondents might edit their answer and report a ‘No’ (even if the truth is ‘Yes’), resulting
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in underreporting. These so-called ‘cheaters’ and ‘under reporters’ lead to the fact that the

RRT estimates are biased (see also Boeije and Lensvelt-Mulders 2002; Böckenholt et al.

2009; Coutts and Jann 2011; Ostapczuk et al. 2011). Specific to our study, there is a

unique, indirect method of assessing the amount of cheating and underreporting relying

on a few assumptions: 1) overreporting (incl. false positives in the employee sample)

does not occur, 2) both effects are homogeneous across samples. Equation Fsample ¼

p1*ð1 2 cÞ þ p3*ð1 2 uÞ*p introducing a cheating as well as an underreporting parameter

is then identifiable. Estimates of cheating in the RRT condition of this study amount

to 18.4 percent and underreporting of 11.5 percent. These results also underline the

utility and necessity of designs that allow for an estimation of and correction for

cheating (Clark and Desharnais 1998; Böckenholt et al. 2009; Van den Hout et al. 2010;

Ostapczuk et al. 2011; De Jong et al. 2012). These designs typically allow the

identification and estimation of a cheating parameter by assigning two different

misclassification probabilities to different RRT subsamples. The particular design of this

study was chosen due to a successful prior implementation in the study conducted by

Krumpal (2012), considerations of a loss in statistical efficiency and the proposed

indirect estimation strategy. A third reason for the poor performance of the RRT could

be the mode of data collection via telephone itself. Respondents might find it easier to

‘cheat’ on the phone than in a face-to-face mode (De Leeuw and van der Zouwen 1988;

Aquilino 1994).

This result is particularly relevant for future studies due to the cost implications: the

increased costs in the RRT condition are due to – all other things being equal – a larger

sample size, longer interview durations (the RRT section was on average six minutes longer

than DQ; see also Wolter and Preisendörfer 2013), statistically more complex analyses,

more intensive interviewer training and, most important, a higher respondent burden.

Given the empirical evidence, the additional costs of a forced-choice RRT data collection

for welfare receipt are not justified. Thus, in terms of bias versus efficiency, these results

clearly favor direct questioning to collect data on welfare benefit receipt in Germany.

3.2. Is Response Bias Subgroup Specific?

Contrary to the expectations in both experimental conditions, the results for research

question 1 indicate a tremendous amount of misreporting.

The following section will analyze response error between subgroups while controlling

for a differential sample composition across both experimental conditions. Since

individual-level data is available only for the UB II sample, further analyses are limited

to this sample and inferences can only be drawn with respect to this specific population.

The dependent variable, ‘accurate reporting,’ will be modeled separately as a function of

several individual characteristics for respondents in the UB II sample for each

experimental split. In order to account for potential nonlinear relationships, all variables

enter the regression equation categorically.

Table 4 displays the average marginal effects (AME) from logistic regression models

(Stata version 12.1, rrlogit, Jann 2011), modeling accurate reporting as a function of the

covariates mentioned above, as well as the difference in AMEs (DQ 2 RRT_assigned).

The AME is the average of discrete or partial changes over all observations. It yields a
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straightforward interpretation of estimation results and effect sizes, and allows a

comparison between models (Bartus 2005; Mood 2010). Subsequently, only AMEs will

be reported.

Two models are presented in Table 4: Model 1 analyzes accurate reporting in the direct

questioning condition and serves as a baseline for examining reporting accuracy. Model 2

replicates the same model in the RRT condition. I expect to see more accurate reporting in

the RRT condition, especially for those variables related to perceived item sensitivity.

Thus all (negative) effects related to item sensitivity that are found in the direct split

should become more positively (or nonsignificantly) related to accurate reporting. This

second model also presents insights regarding the question of which variables related to

the survey process contribute to more accurate reporting.

Turning to the DQ Model 1, those variables related to perceived item sensitivity are of

particular interest. Unconditional on other covariates, as expected, respondents with no

current employment are on average 11.8 percentage points more likely than respondents

with an income of 400 Euro and above to report receipt of UB II. Marginally employed

respondents do not differ systematically from the reference category. Regarding

occupational status respondents with a high (present or past) status are expected to report

receipt of UB II less often than the other categories. Contrary to the initial expectations,

respondents with a high ISEI have a slight tendency to report more accurately compared to

the reference category (no job), while respondents with a low or medium status report

receipt significantly more accurately (6.9%pts) than those who have never held a job

before. Regarding the difference between respondents with a high ISEI and those with a

low or medium ISEI, no significant difference is observed. The item ‘socially undesirable

response’ regarding tax honesty significantly explains accurate reporting, but in a

surprising way: respondents with an honest, but more socially undesirable attitude towards

tax dishonesty are on average 4.5 percentage points more likely to underreport the receipt

of basic income support than those respondents displaying a more desirable attitude

towards tax honesty. At first, this finding seems counterintuitive: responding in a socially

undesirable manner in one instance would result in a higher propensity to admit another

undesirable characteristic. One potential explanation could be that, given that ‘tax

dishonesty’ is acceptable, misreporting on other characteristics is considered acceptable

as well. Reluctance contributes significantly to the explanation of underreporting of

UB II (11.3%pts). Regarding the share of UB II recipients at the municipality level, there

is no significant effect, supporting the hypothesis regarding the wrong level of

measurement.

Those characteristics relating to the survey process contribute less to the explanation of

accurate reporting. Poor language skills are the only significant predictor contributing to

underreporting of UB II (5.7%pts). With respect to the controls, younger respondents,

aged 24 and below, significantly underreport receipt (13.7%pts). In line with expectations,

the indicator ‘single-person household’ significantly improves reporting accuracy

(9.2%pts). Both results support the argument that proxy reports with less knowledgeable

persons on receipt of UB II are less accurate, since younger respondents are more likely to

still live with their parents who apply for UB II for the entire household.

Turning to Model 2––the RRT model––the results are strikingly similar, both in

direction and magnitude. Contrary to the expectations, variables related to perceived item
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sensitivity exert approximately the same influence as in the DQ model with one exception:

socially undesirable response. Respondents stating that tax honesty is (absolutely) not

worthwhile report on average 15.8 percent more accurately in the RRT condition. This

difference between both models is statistically significant, indicating that the RRT reduces

social desirability concerns for those respondents (p , 0.01). Given this evidence, the

above explanation for this finding seems implausible. A different explanation might help

to solve the puzzle: in Germany, tax dishonesty is largely associated with undeclared

work/income. Receipt of UB II is based on accurate reporting of all forms of income and

misreporting of income to the authorities is heavily pursued. Stating that tax honesty is

(absolutely) not worthwhile in the direct questioning condition might be considered

indirect evidence for potential concealing of income when applying for UB II and is thus a

highly sensitive question itself when confirming receipt of UB II. This would explain the

negative relationship. This same question is potentially perceived as less intrusive in the

RRT condition and hence respondents more openly state their opinion. The positive

relationship in Model 2 is thus internally consistent.

To summarize, contrary to expectation, the RRT does not elicit more accurate reports

for respondents for whom reports of UB II can be assumed to be particularly sensitive,

with one exception. This indicates that the same misreporting mechanisms are at work in

both experimental conditions.

Similar to Model 1, those characteristics relating to the survey process and the

application of the RRT overall contribute less to the explanation of accurate reporting.

Respondents who refused the application of the RRT report more accurately than those

respondents in the RRT condition (4.9%pts). Anecdotal evidence from interviewer

observations suggests that those respondents either distrust the RRT or claim that they

‘have nothing to hide’ and want to be questioned directly. The effect size of lack of

language skills is negative and roughly the same as in Model 1; however, it just fails to

be statistically significant (p ¼ 0.101). It can be assumed that respondents who do not

accurately understand what is asked of them in either condition (particularly so in the

RRT) will not trust the method and therefore report (a ‘self-protective’ or

‘nonincriminating’) ‘No’ (Böckenholt et al. 2009; Coutts and Jann 2011). Thus the

result is as expected for both models. Remember that while a tertiary degree

contributes to accurate reporting (2.8%pts) in Model 1, in Model 2 this effect is larger

in comparison to Model 1, but not compared to the reference category (7.5%pts). Due

to the small number of people holding a tertiary degree, confidence intervals are rather

large for this estimate. Further regression analyses were conducted but are not

presented here: they account for the fact that if language skills are poor, neither

educational degree will make a difference in the reporting accuracy. Assuming good

language skills (essentially modeling an interaction), the results show a larger effect of

university degree in Model 2. This suggests that the RRT reduces underreporting for

these respondents: however, it remains unclear whether this effect is due to a better

understanding of the RRT compared to the reference category (Poor German Skills and

No Tertiary Degree) or the RRT guaranteeing anonymity and reducing item sensitivity

for the more highly-educated group. Response latency, that is, the speed at which a

respondent answers, is used as a measure for response quality. Surveying in the RRT

condition by definition takes longer than a comparable direct question, since
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respondents have to follow the RRT protocol. In theory, irrespective of the

experimental condition, a longer answering process could indicate more editing of the

true response and thus a poorer data quality (Holtgraves 2004). On the other hand, it

could also be associated with higher-quality information and processing in the RRT

condition (Wolter 2012). Results for response latency exhibit no clear pattern across

models and are nonsignificant: in Model 2, a slower response indicates on average

greater accuracy (4.2%pts; 0.4%pts more underreporting for fast respondents; this

difference is statistically nonsignificant), while in Model 1, both fast and slow reporting

is associated with greater accuracy compared to the reference category (3.8%pts and

1.1%pts).

With respect to the controls, effects are similar to those of Model 1, with the exception

of women on average reporting more accurately in Model 2 (4.9%pts). The difference

between both models is statistically significant (p , 0.10).

To summarize the results, results from previous studies (Kreuter et al. 2014) can be

replicated in Model 1, that is, especially for characteristics relating to item sensitivity

(employment status, occupational status, socially undesirable response, reluctance) and

structural characteristics (age, single-person household). Contrary to the initial

expectations, the RRT cannot resolve social desirability concerns for these items; as

expected, structural influences persist. The hypotheses relating to the survey process and

the application of the RRT cannot be confirmed with these results.

Analyzing DQ, RRT and DQ_RRT in one joint model while controlling for covariates

shows that while RRT and DQ_RRT result in more accurate responses, these effects are

statistically nonsignificant. A fully interacted model (all covariates and the RRT indicator)

yields the following significant interaction effects: more accurate reporting by respondents

with a socially undesirable response and those with a tertiary degree, as well as

respondents taking longer to respond under RRT.

4. Discussion and Conclusion

The initial research question addressed the performance of a forced-choice telephone

implementation of the RRT for the estimation of welfare receipt compared to direct

questioning. The results show that this particular RRT design does not reduce

underreporting in the data collection on welfare benefit receipt in a telephone survey.

The RRT performs worse in the employee sample, where the overall prevalence is close

to zero.

Insights into who underreports receipt of UB II were the main focus of the second

research question. Inferences are limited to the population of UB II recipients in Germany.

Reporting accuracy is significantly higher in both methods for respondents who perceive

reporting of UB II as less of a norm violation, that is, respondents who are not employed.

Respondents who admit to tax dishonesty report more accurately in the RRT model, but

less accurately in the DQ model, as do respondents who are unwilling to provide

information on other items such as income. Thus, there is a tendency for underreporting

whenever receipt of welfare benefits is perceived as more sensitive in both models. If the

RRT were to resolve the concerns of social desirability, differential effects would have

been observed across both methods for those items capturing sensitivity. The results do not
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support this argument: differences between models are statistically significant only for

those respondents having given another socially undesirable response. Furthermore, it was

expected that those items fostering understanding of the RRT would contribute to a higher

reporting accuracy. While most effects point in the expected direction, they are

statistically nonsignificant.

One can only speculate about the potential reasons for the failure of the RRT in this

study. One argument discussed above relates to the potential lack of sensitivity of the item

under study. If underreporting were not caused by perceived sensitivity, then the RRT

would not be expected to decrease bias. Studies regarding the perception of welfare receipt

would not support this argument (Bullock 2006). Other arguments explaining the poor

performance of the RRT relate to ‘cheating’ and ‘noncompliance’ with the instructions of

the RRT (Clark and Desharnais 1998; Böckenholt et al. 2009; De Jong et al. 2012). For

one, it remains unclear whether respondents are really implementing the randomization

procedure while on the telephone (Holbrook and Krosnick 2010). In that instance, a face-

to-face mode might seem more appropriate. A second concern – which is more in line

with the results – is that respondents ‘forced’ by the randomization device to provide a

(false) positive answer might decide not to comply with the RRT rules (and reply ‘No’

instead of ‘Yes’) or underreport if asked to provide a truthful response (Böckenholt and

van der Heijden 2007; Coutts and Jann 2011). This concern cannot be ruled out even in the

face-to-face mode. However, it highlights the importance of RRT designs allowing for an

estimation of underreporting and cheating, as prevalence estimates can then be corrected.

The last argument pertains to the telephone mode itself: if the benefits of noncompliance

are large and social control is weak, persons are less willing to comply (Böckenholt and

van der Heijden 2007).

Overall, the finding that the (forced-choice variant of the) RRT still contains response

bias has been confirmed by other recent studies (Holbrook and Krosnick 2010; Coutts and

Jann 2011; Wolter and Preisendörfer 2013; Höglinger et al. 2014), but it is worth

reiterating that the RRT does not outperform direct questioning (Lensvelt-Mulders et al.

2005). On the contrary, yielding approximately the same bias, mean squared error

increased due to an inflated variance. Furthermore, there is a tremendous amount of visible

refusal to follow the randomization protocol in the RRT condition as well as a large share

of covert misreporting. Using this implementation of the RRT, the main implication is that

the additional burden imposed on respondents in combination with additional surveying

costs, for example in terms of sample size and duration, are not justified. Given that

respondent burden is associated with a decreased probability of future survey participation

and an increase in breakoffs, these results are particularly important. Overall, 95 out of 229

respondents broke off the interview during the RRT introduction or first item within the

experimental section, while most of the 46 breakoffs in the DQ condition occurred either

before or after the experimental condition, and none while asking about welfare benefits or

undeclared work.

The evidence in this study also supports the notion that this particular RRT design

performs slightly better in certain populations: those respondents with good language

skills, those more highly educated, and those who take enough time to respond in the RRT

condition, that is, the correct application of the randomization process being observed in

some way. Furthermore, language skills and respondent reluctance are significant
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predictors of whether respondents comply with the randomization protocol. When the

research focus is on populations with a lower educational background, the results may thus

be very different. The results and the tremendous amount of underreporting do not support

the use of this implementation of the RRT in large-scale population surveys. Other

techniques, such as the crosswise or triangular technique, a different variant of the RRT

(Yu et al. 2008), might be a preferable method. These methods do not require a

randomization device, are less of a cognitive burden for respondents, are easier to

implement over the telephone, provide less incentives to misreport and might thus be a

viable alternative to direct questioning (Jann et al. 2012; Korndörfer et al. 2014; Höglinger

et al. 2014).

Appendix: RRT Introduction and Training Example

“I will now introduce you to a technique, that will allow you to keep your personal

experiences anonymous by means of a coin flip. Even if this might sound strange to you,

I kindly ask you to help us to try this new method. This method is scientifically approved

and is fun. Would you please get a paper, a pencil, and three coins?

You will be able to answer all of the following questions either with ‘Yes’ or ‘No.’

Before answering each question, I would kindly ask you to flip the three coins. Please do

not tell me the outcome of this coin flip. According to the outcome, please answer as

follows:

. 3 tails; please always respond with ‘Yes’

. 3 heads; please always respond with ‘No’

. a mixture; that is, a combination of heads and tails, such as 2 heads and 1 tail, please

respond truthfully

As you can see chance decides whether you actually respond to the question or provide

a surrogate answer. Thus, your privacy is always protected. I, as the interviewer, will never

know the result of your coin toss. Thus, I can never know, why you respond with ‘Yes’ or

‘No.’ Do you have any further questions regarding the technique?

Let us walk through one example together.

If you flip 3x heads, and I ask you if you are 18 years or older, what would you reply?

(Int: Pause; let the respondent reply first. ‘No,’ according to the rule)

If you flip 3x tails, and I ask you if you are 18 years or older, what would you reply?

(Int: Pause; let the respondent reply first. ‘Yes,’ according to the rule)

If you have a mixed result, for example, flip 2x heads and 1x tail, and I ask you if you are

18 years or older, what would you reply? (Int: Pause; let the respondent reply first.

The response has to be ‘Yes’ as part of the requirements of the sampling design)

Do you have any further questions?”

(Note to the reader: If there were further questions, the rules were repeated and a new

example provided before asking one question on UB II receipt followed by two questions

on undeclared work.) (Translated from German)
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Linear Regression Diagnostics in Cluster Samples

Jianzhu Li1 and Richard Valliant2

An extensive set of diagnostics for linear regression models has been developed to handle
nonsurvey data. The models and the sampling plans used for finite populations often entail
stratification, clustering, and survey weights, which renders many of the standard diagnostics
inappropriate. In this article we adapt some influence diagnostics that have been formulated
for ordinary or weighted least squares for use with stratified, clustered survey data. The
statistics considered here include DFBETAS, DFFITS, and Cook’s D. The differences in the
performance of ordinary least squares and survey-weighted diagnostics are compared using
complex survey data where the values of weights, response variables, and covariates vary
substantially.

Key words: Cook’s D; DFBETAS; DFFITS; influence; model fitting; outlier; residuals.

1. Introduction

Linear regression models and estimators are often applied to analyze complex survey

data using the pseudo maximum likelihood (PML) method (e.g., Binder 1983; Skinner

et al. 1989).

A sample is considered to be informative when an unweighted model fitted to the

sample data is different from the model fitted to the full population (Chambers and Skinner

2003). In such a case, using survey weights in PML estimation accounts for the

informativeness. Using the sample weights in the regression estimator not only allows

the analysts to account for the design features which govern the data collection process,

but also provides a limited type of robustness to model misspecification (Pfeffermann

and Holmes 1985; DuMouchel and Duncan 1983; Kott 1991). The sandwich estimator,

the Taylor Series linearization estimator (Binder 1983; Fuller 2002), or some type of

replication estimator (Wolter 2007) is often employed to obtain both design- and model-

consistent variance estimators for the regression parameters. The analyses in this article

cover the case in which survey weights are used in regression analysis. If the design is

actually noninformative, the diagnostics developed here still apply even though the

weights could, in principle, be omitted from model estimation.

Limited attention has been given to diagnosing the adequacy of working models and,

more specifically, to detecting outlying and influential observations for regressions using
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complex survey data. Different threads of research cover locating and trimming extreme

sample weights (Potter 1988, 1990), controlling the effect of outliers on the estimation

of descriptive population statistics, and constructing outlier-robust estimation techniques

(Chambers et al. 1993; Chambers 1996; Zaslavsky et al. 2001). Henry and Valliant (2012)

review much of this literature. Diagnostics for regression models fitted from survey data

are a more recent development. Korn and Graubard (1999) and Elliott (2007) introduced

techniques for the evaluation of the quality of regressions on complex survey data. Li and

Valliant (2009, 2011a, 2011b) examined leverages and methods of identifying influential

single observations and groups of observations in single-stage samples. Liao and Valliant

(2012a, 2012b) looked at condition indexes and variance inflation factors for linear

regressions. In this article we will extend the work of Li and Valliant (2011a) for single-

stage samples to samples that use stratification and clustering. We adapt the standard

diagnostics – DFBETAS, DFFFITS, and Cook’s D – to linear regression models fitted to

clustered survey data.

Section 2 specifies the sample design we study, the model that will be used, and

a variance estimator that is useful when developing diagnostics. Section 3 presents some

diagnostics for identifying single observations that may be influential in fitting a model.

Residuals, DFBETAS, DFFITS, and Cook’s D are adapted for models fit using stratified,

clustered data. In the fourth section, the new diagnostics are illustrated using a data set

taken from a large U.S. household survey. Section 5 forms the conclusion.

2. Model Specification and Variance Estimation

To formulate regression diagnostics for clustered survey data, models will be used.

Suppose the population contains h ¼ 1; : : : ;H strata, i ¼ 1; : : : ;Nh clusters in stratum

h, and k ¼ 1; : : : ;Mi units in cluster hi. A two-stage stratified sample of units is selected

with nh clusters or primary sampling units (PSUs) sampled at the first stage in stratum

h with replacement (although without-replacement is more common in practice, a with-

replacement formulation has the advantage of producing simpler design-based variance

formulas that are more informative for the analyses in this article). The total number of

sample clusters is n ¼
PH

h¼1nh. Let mhi be the number of sampled units in the (hi )th

cluster, m ¼
PH

h¼1

P

i[sh
mhi, with sh being the sample of clusters in stratum h, and whik be

the sample weight of the kth unit in the (hi )th cluster. The average number of sample

units per sample cluster is �m ¼ m=n. Suppose that xhik is a p-vector of explanatory

variables for unit k in cluster hi and that a variable Yhik collected in the survey follows the

linear model:

Yhik ¼ xT
hikbþ 1hik

CovMð1hik; 1h 0i 0k 0 Þ ¼

s2 h ¼ h 0; i ¼ i 0; k ¼ k 0

s2r h ¼ h 0; i ¼ i 0; k – k 0

0 otherwise

8

>

>

<

>

>

:

ð1Þ

This model posits that all units have a common variance and the intracluster correlation,

r, is the same for all clusters. Units in different clusters are uncorrelated. In practice, r is
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usually positive and can be estimated using analysis of variance (ANOVA) or related

methods. The survey-weighted (SW) estimator of b can be written as

b̂SW ¼
X

H

h¼1 i[sh

X

k[shi

X

A21xhikwhikYhik ¼
X

H

h¼1 i[sh

X

A21XT
hiWhiYhi

with shi being the sample of units from cluster hi, and

Xhi ¼ the mhi £ p matrix of the xhik for the mhi sample units in cluster hi;

Whi¼ the mhi £ mhi diagonal matrix of survey weights for sample units in sample

cluster hi;

Yhi ¼ the mhi-vector of Yhik’s for sample units in cluster hi, and

A ¼
X

H

h¼1 i[sh

X

XT
hiWhiXhi:

For later use we also define XT
h ¼ ðX

T
h1; : : : ;X

T
hnh
Þ, XT ¼ ðXT

1 ; : : : ;X
T
HÞ, and

Wh ¼ blkdiag Whið Þi[sh
. Under (1) the model variance of b̂SW is

varM b̂SW

� �

¼
X

H

h¼1 i[sh

X

A21XT
hiWhi varMðYhiÞWhiXhiA

21 ð2Þ

¼
X

H

h¼1 i[sh

X

A21XT
hiWhi ð1 2 rÞs2Imhi

þ rs21mhi
1T

mhi

� �

WhiXhiA
21

where Imhi
is the mhi £ mhi identity matrix and 1mhi

is a vector of mhi 1s. To test the

significance of b̂SW or its components, the sandwich estimator in Binder (1983) or the

linearization estimator in Fuller (2002) is typically used. Both of these have design-based

and model-based justifications. In fact, the sandwich estimator is approximately model

unbiased under a model more general than (1), in which the errors are correlated within

each cluster but the particular form of the correlation is unspecified (e.g., see Valliant et al.

2000, chap. 9). However, to motivate cutoff values for identifying extremes based on the

diagnostics in Section 3, the form of the variance in (2) is useful. Estimates of the compo-

nents of (2) are needed, and a workable approach is to use purely model-based estimators.

To that end, define b̂OLS ¼
PH

h¼1

P

i[sh
A21

OLSXT
hiYhi with AOLS ¼

PH
h¼1

P

i[sh
XT

hiXhi to be

the ordinary least squares (OLS) estimator of b, and ehik ¼ Yhik 2 xT
hikb̂OLS to be

the residual calculated from the OLS estimator. Using these residuals, define

P̂ ¼
1

n

X
H

h¼1 i[sh

X 1

mhi 2 1k[shi

X

ehik 2 �ehið Þ2

Q̂ ¼
X

H

h¼1 i[sh

X

mhi �ehi 2 �ehð Þ2
.

n 2 1ð Þ

D̂ ¼ m 2
h

X

i[sh

X

m2
hi

.

m

0

@

1

A

,

n 2 1ð Þ;
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where �ehi ¼
P

k[shi
ehik=mhi and �eh ¼

P

i[sh

P

k[shi
ehik=

P

i[sh
mhi. Using P̂, Q̂, and D̂, we

can formulate estimators as:
bð1 2 rÞs2 ¼ P̂

ð3Þ

drs2rs2 ¼ ðQ̂ 2 P̂Þ=D̂

:

These are similar to the estimators in Valliant et al. (2000, sec. 8.3.1) for a common-

mean model. Showing that they are model-unbiased for rs2 and 1 2 r
� �

s2 is

straightforward. Another alternative is to use ANOVA or restricted maximum-likelihood

methods in, for instance, SASw proc varcomp or proc mixed or Stataw xtmixed

or the lmer function in the R package lme4 (Bates et al. 2012).

When drs2rs2 andbð1 2 rÞs2 are available, the estimated variance of b̂ under Model (1) can

be constructed as

vMðb̂SW Þ ¼
h

X

sh

X

A21XT
hiWhi
b

ð1 2 rÞs2Imhi
þdrs2rs21mhi

1T
mhi

� �

WhiXhiA
21 ð4Þ

This variance estimator is highly dependent on the working model and is not robust

to departures from that model. Because of its nonrobustness, a sandwich or replication

estimator is preferred for actually estimating the variance of b̂SW . However, (4) does have

some advantages in determining cutoffs for diagnostics, as described subsequently.

There are alternatives to the estimators of rs2 and 1 2 r
� �

s2 in (3). Pfeffermann et al.

(1998) proposed the probability-weighted iterative generalized least squares (PWIGLS)

estimator to obtain consistent estimates of the population variance parameters s2
U and rU ,

i.e., the parameters that would be estimated from a census. The PWIGLS estimator, which

assumes that the sampling probabilities for both stages phi and pkjhi, or equivalently their

inverses, whi and wkjhi, are known, is adapted from the standard iterative generalized least

squares procedure by analogy with PML. Alternative inflation-type estimators using the

two-level sample weights have also been considered (Longford 1995; Graubard and Korn

1996). However, Korn and Graubard (2003) later showed that these estimators can be

severely biased when the sampling is informative. They proposed a new set of estimators

for variance components that would be approximately unbiased regardless of the sampling

design. The limitation of these estimators is that they require knowledge of the second-

order inclusion probabilities of the observations. In many surveys, analysts will not know

the value of whi, wkjhi, or the joint inclusion probabilities. Consequently, we use the

estimators in (3) which are always feasible.

3. Identifying Single Influential Observations

The diagnostic tools presented here are designed to measure the discrepancy in estimated

regression coefficients and fitted values, between fitting linear models with and without

potentially influential points.

3.1. Residuals

Residuals, which can be used to filter points with outlying Y values, usually are

standardized to have unit model variance. For clustered sampling and its corresponding
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model (1), we can divide ehik by ŝ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P̂þ Q̂ 2 P̂
� �

D̂21

q

; see (3). Generally, the

standardized residuals are referred to the standard normal distribution to identify extreme

points. If the ehik are not normal, the Gauss inequality (Pukelsheim 1994) is useful for

setting a cutoff value.

Gauss Inequality: If the distribution of a random variable X has a single mode at m0,

then P X 2 m0j j . rf g # 4t2=9r 2 for all r $
ffiffiffiffiffiffiffiffi

4=3
p

t, where t2 ¼ E X 2 m0

� �2
h i

.

Suppose that under Model (1), in addition to having a mean of 0, the residuals have a

mode of zero. Based on the Gauss Inequality with r ¼ 2s, the absolute value of a residual

has a probability of about 90% of being less than twice its standard deviation, and with

r ¼ 3s, it has a probability of about 95% of being less than three times its standard

deviation. If we rescale the residuals by a consistent estimate ŝ of s, either r=ŝ ¼ 2 or 3

can be used to identify outlying residuals, depending on an analyst’s preference.

3.2. DFBETAS

The standard DFBETAS statistic (Belsley et al. 1980) measures the change in the estimate

of b when a single unit is removed from the sample. The statistic is also standardized so

that it can be referred to a standard normal distribution to determine which values are

extreme enough to deserve scrutiny. First, note that (2) can be written as

varM b̂SW

� �

¼ s2
X

H

h¼1 sh

X

ChiRhiC
T
hi ð5Þ

where Rhi ¼ ð1 2 rÞImhi
þ r1mhi

1T
mhi

h i

and Chi ¼ A21XT
hiWhi with ( jk)th element

cj;hik ( j ¼ 1; : : : ; p; k ¼ 1; : : : ;mhi). The correlation r could be estimated as

r̂ ¼ 1þ P̂D̂= Q̂ 2 P̂
� �� �

or by some other model-based alternative. The variance

estimator is then

vMðb̂SWjÞ ¼ s2

h

X

sh

X
�

cj;hi1: : :cj;himhi

�

1 r̂

. .
.

r̂ 1

0

B

B

B

@

1

C

C

C

A

�

cj;hi1: : :cj;himhi

�T

¼ s2

h

X

sh

X X
mhi

k¼1

c2
j;hik þ r̂

X
mhi

k–k 0

cj;hikcj;hik 0

 !

:

To measure the difference in each estimated coefficient after the (hik)th unit is deleted,

we define b̂SW hikð Þ as the parameter estimate after deleting unit k in cluster hi. The

difference between the full sample estimate and the delete-one estimate, b̂SW hikð Þ, can be

found as

DFBETAhik ¼ b̂SW 2 b̂SW hikð Þ ¼
A21xhikehikwhik

1 2 ~hhik;hik

;

where ~hhik;hik ¼ xT
hikA21xhikwhik is the leverage of the (hik)th unit, which is the

kth diagonal element of the matrix Hhii ¼ XhiA
21XT

hiWhi (see, e.g., Miller 1974;

Li and Valliant: Diagnostics in Cluster Samples 65

Unauthenticated
Download Date | 3/24/15 9:06 AM



Valliant et al. 2000, sec. 9.5). The DFBETAS statistic, which is standardized, is

constructed as

DFBETAShik;j ¼
cj;hikehik= 1 2 ~hhik;hik

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var Mðb̂SWjÞ

q

ð6Þ

¼
cj;hik

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sh

X Xmi

k¼1
c2

j;hik þ r
Xmi

k–l
cj;hikcj;hil

� �
r ·

ehik

s
·

1

1 2 ~hhik;hik

:

Note that for actual calculations, a more robust sandwich or replication estimator of

var M b̂SWj

� �

would be used in the denominator of (6). Using the diagonal element of (5) in

the denominator of DFBETAShik;j allows us to motivate a heuristic cutoff for identifying

extremes.

In order to define a cutoff, some simplifications are needed. If the population and sample

sizes from each cluster are bounded by �M and �m, then whik ¼ O N=n
� �

. If the xs are

bounded, Chi ¼ O n21
� �

elementwise and the first term of (6) has order n21=2. Under the

same conditions, ~hhik;hik ¼ O n21
� �

, and a rough cutoff after applying the Gauss inequality

to ehik would be 2=
ffiffiffi

n
p

or 3=
ffiffiffi

n
p

.

A slightly more fine-tuned cutoff is obtained as follows. Following the developments in

Scott and Holt (1982) as extended by Liao and Valliant (2012b), the model variance of

b̂SW can be written as

varM b̂SW

� �

¼ s2 XT WX
� �21

G

where G ¼
PH

h¼1

P

i[sh
XT

hiWhiRhiWhiXhi

h i

XT WX
� �21

. The matrix G is a generalized

design effect that measures the factor by which the model variance differs from that of

weighted least squares when all units are uncorrelated. Under Model (1), we have

i[sh

X

XT
hiWhiRhiWhiXhi ¼ s2 1 2 r

� �

XT
h W2

hXh þ r
i[sh

X

mhiX
T
BhiW

2
hiXBhi

2

4

3

5:

where XBhi ¼ m21
hi 1mhi

1T
mhi

Xhi with 1mhi
being a vector of mhi 1s. If the sample is self-

weighting so that whik ; w, then under Model (1) G can be written as

G ¼ ws2
h

Ip þ ðM 2 IpÞr
i

where M ¼
P

i[sh
mhiX

T
BhiXBhi

� �

ðXT XÞ21 and Ip is the p £ p identity matrix. If we

assume that the sample size within every cluster is mhi ¼ �m and that the vector of

covariates for every element in cluster hi is the same, xhik ¼ �xhi, with some algebra it
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follows that

i[sh

X

mhiX
T
BhiXBhi ¼ �m

h

X

sh

X

�xhi �x
T
hi

XT X ¼
h

X

sh

X

�xhi �x
T
hi:

Using these results, M reduces to �mIp. In these special circumstances, the model

variance of the survey-weighted least squares estimator is

varMðb̂SW Þ ¼ s2ðXT XÞ21 Ip þ r £ diagð �m 2 1ÞIp

� �

:

The model variance of the jth coefficient of b̂SW , which is needed for DFBETAShik;j,

is then

var Mðb̂SWjÞ ¼ s2ðXT XÞ
21

jj ½1þ ð �m 2 1Þr�

where ðXT XÞ
21
jj denotes the jth diagonal element of ðXT XÞ21. Assuming the xs are

all bounded, the order of magnitude of each element of ðXT XÞ21 is n21. Thus

varM b̂SWj

� �

¼ O n21
� �

1þ �m 2 1ð Þr
� �

. Using cj;hik ¼ O n21
� �

, the first term in (6) is

cj;hik=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var Mðb̂jÞ

q

< O nð Þ 1þ �m 2 1ð Þr
� �	 
21=2

. As a result, a somewhat more refined

cutoff value for DFBETASik; j is 2=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n 1þ �m 2 1ð Þr
� �

q

or 3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n 1þ �m 2 1ð Þr
� �

q

.

3.3. DFFITS

Multiplying the DFBETA statistic by the xT
hik vector, we obtain the measure of change in

the (hik)th fitted values due to the deletion of the (hik)th observation,

DFFIThik ¼ Ŷhik 2 ŶhikðhikÞ ¼
~hhik;hikehik

1 2 ~hhik;hik

:

The variance of the predicted value is

varM Ŷhik

� �

¼ xT
hikvarM b̂SW

� �

xhik

¼ s2

i 0[s

X X

mhi 0

k 0¼1

~h
2

hik;hi 0k 0 þ r
X

mhi 0

k00–k 0

~hhik;hi 0k 0
~hhik;hi 0k00

 !

:

The DFFITS statistic is formulated as

DFFITShik ¼
~hhik;hikehik= 1 2 ~hhik;hik

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var M Ŷhik

� �

q

We can make approximations analogous to the ones used for DFBETAS in order to

justify a cutoff for DFFITS. Based on (7) for the special case of mhi ¼ �m and xhik ¼ �xhi, we

have vM Ŷik

� �

¼ xT
ik XT X
� �21

Ip þ diag �m 2 1ð Þr
� �

xik. Each element of XT X is the sum of

m elements, and, if each x is bounded, is O mð Þ. The variance var M Ŷik

� �

is a sum of
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p elements; thus vM Ŷik

� �

¼ O p=m
� �

1þ �m 2 1ð Þr
� �

. Since the average leverage is p=m, a

rough value on
~hhik;hik= 12~hhik;hikð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var M Ŷhikð Þ
p is

p=m
12p=m

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p
m

1þ �m 2 1ð Þr
� �

q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p= n �m 1þ �m 2 1ð Þr
� �	 


q

,

assuming that the number of sample units, m, is much larger than the number of

regressors, p. Thus a heuristic cutoff for the DFFITS statistic is k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p=n �m 1þ r̂ �m 2 1ð Þ
� �

q

with k being 2 or 3.

3.4. Modified Cook’s Distance

Under the working Model (1), a quadratic statistic that measures the effect on the entire

b̂SW vector of dropping the kth element in cluster hi can be constructed as

EDhik ¼ b̂SW 2 b̂SW hikð Þ
� �T

var b̂SW

� �� �21
b̂SW 2 b̂SW hikð Þ
� �

where b̂SW hikð Þ is the parameter estimate after deleting unit k in cluster hi and var b̂SW

� �

is

any of the variance estimators discussed in Section 1. To determine a heuristic cutoff value

for EDik, we use the model variance varM b̂SW

� �

under (1) and write the statistic as

EDhik ¼
ehik

s

� �2 1

1 2 ~hhik;hik

� �2
whikxT

hik XT WRWX
� �21

xhikwhik

where the matrix R is block diagonal with 1 on the diagonal and r off the diagonal in

each block (cluster); the dimension of block hi is mhi £ mhi. If the number of units within

each sampled PSU, mhi, is bounded, whikxT
hik XTWRWX
� �21

xhikwhik ¼ O n21
� �

, and

using similar reasoning to that employed in Subsections 3.1 and 3.2, we arrive at a

rough value for EDhik of p n �m 1þ r̂ �m 2 1ð Þ
� �� �21

. Therefore, in the clustered sampling

case we can compare
ffiffiffiffiffiffiffiffiffiffiffi

EDhik

p
with the cutoff value 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p=n �m 1þ r̂ �m 2 1ð Þ
� �

q

or

3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p=n �m 1þ r̂ �m 2 1ð Þ
� �

q

. A more convenient form is found by standardizing EDhik and

taking its square root. Based on the classic Cook’s Distance, we term this the Modified

Cook’s distance:

MDhik ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n �m 1þ r̂ �m 2 1ð Þ
� �	 


EDhik=p

q

and compare MDhik to 2 or 3.

Table 1. Quantiles of variables in NHANES regression of systolic blood pressure on age, BMI, and blood lead

Quantiles

Variables 0% 25% 50% 75% 100%

Systolic BP 82 102 108 114 146
Age 20 22 24 27 29
BMI 14.42 22.84 26.43 31.62 61.68
Log(Leadþ1) 0.18 0.47 0.64 0.83 3.75
Survey Weight 698.39 3,576.69 11,467.06 31,094.18 103,831.17
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4. Case Study: NHANES

In this section, we examine a regression of systolic blood pressure on the logarithm of

blood lead level, age, and body mass index using a subset from the National Health and

Nutrition Examination Survey (NHANES) 1999-2002. The subset used in this study has a

sample size of 810, consisting of Mexican-American females aged 20 to 29. This sample

does not have very skewed Y and X values, but involves clustering and stratification in the

sampling design with a set of large and greatly varying sample weights. There are n ¼ 57

PSUs nested in H ¼ 28 strata, all but one of the strata having 2 PSUs. The average cluster

size �m is 14.21 persons. When applied to a clustered data set, the variance estimators in the

survey-weighted diagnostic statistics need to take the design into account and the cutoffs
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Fig. 1. Bubble plots of systolic blood pressure versus three auxiliary variables for NHANES data. The areas of

the bubbles are proportional to sample weights
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Fig. 2. OLS and SW residuals versus three auxiliary variables for NHANES data. Horizontal reference lines

are drawn at zero

Li and Valliant: Diagnostics in Cluster Samples 69

Unauthenticated
Download Date | 3/24/15 9:06 AM



for some of the statistics contain an estimate of r, which in Model (1) describes the

correlation between the observations within the same cluster. The illustrative calculations

in this study do not account for the fact that Mexican-American females are a domain

within the full population whose sample size is random. This will tend to make SW

variance estimates smaller than they would be if the domain feature was accounted for.

Table 1 gives the quantile values of the variables and sample weights used in the

regression. Besides demonstrating the skewness and large range of sample weights, the

table also shows that the distributions of BMI and the logarithm of the blood lead are

skewed to the right. Since the minimum of the originally measured blood lead level is as

small as 1, we added 1 to blood lead level before taking the logarithm to generate positive

transformed values. (Adding 1 is often done to avoid taking the log of zero; this step was

not strictly necessary here.) Note that using the untransformed value of blood lead would

have resulted in more extreme X values. However, this type of modeling has previously

been done using the log transformation (see Korn and Graubard 1999), and we follow that

precedent here. Figures 1 and 2 respectively display plots of systolic blood pressure and

residuals versus the three auxiliary variables. Table 2 reports the parameter estimates of

the regressions with and without weights. The SW estimators produced slightly larger

intercept and slightly smaller slope of BMI than the OLS ones. Both methods agree that

Table 2. OLS and SW parameter estimates from NHANES regression

OLS Estimation SW Estimation

Independent Variables Coefficient SE t Coefficient SE t

Intercept 94.91*** 3.11 30.55 99.79*** 4.72 21.16
Age 0.02 0.11 0.14 20.15 0.17 20.87
BMI 0.45*** 0.05 9.23 0.44*** 0.07 5.88
Log(Leadþ1) 1.03 0.99 1.04 0.89 1.28 0.70

*** Significant at level 0.001
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at 2p=n �m. In right-hand panel, A,B ¼ points identified by SW but not OLS. C,D ¼ points identified by OLS

but not SW
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age and blood lead do not have significant effects in determining the systolic blood

pressure. Therefore, in the following diagnostic analysis, we will only focus on the

changes in the estimated coefficient of BMI.

For comparison, we applied both the OLS and the new SW diagnostic statistics,

including leverages, residuals, DFBETAS, DFFITS, and modified Cook’s distance, to the

regression estimation. Since the sample weights were not separately provided at cluster

level and at unit level, the parameters r and s2 in Model (1) were estimated using purely

model-based estimators. Utilizing the VARCOMP procedure in SAS, we obtained r̂ ¼

0:033 and ŝ2 ¼ 82:09. The design effect was estimated as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r̂ �m 2 1ð Þ
p

¼ 1:2. For the
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SW diagnostics, a strict criterion, 2, was used to construct cutoffs. For example, the cutoff

of DFBETAS is 2

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n �m 1þ r̂ �m 2 1ð Þ
� �

q

. The solid reference lines in the subsequent

figures were drawn at the cutoff values of 2; dotted reference lines using the looser

criterion of 3 are also drawn in the same graphs.

Figures 3 through 5 display the comparisons between the OLS and the SW diagnostic

statistics. The range of the weights in the NHANES data set is extremely wide, with a

minimum of 698.39 and a maximum of 103,831.17. Hence the SW diagnostics tend to

identify more influential observations with large weights, whereas the OLS diagnostics

tend to detect more points with small weights. The leverage plot (Figures 3), DFBETAS

plot (Figure 4), and the modified Cook’s distance plot (Figure 5) clearly show that the

“identified by SW only” areas contain many big bubbles, but the “identified by OLS only”

areas are filled with small dots. The residual plot is an exception in which the OLS and the

SW residuals are very similar. This is mainly because none of the Y and X values in the

data set are extremely outlying.

Table 3 numerically reports the weight discrepancies between the observations uniquely

identified by either OLS or SW diagnostics. The leverage and modified Cook’s distance

are more sensitive to extreme sample weights compared to other diagnostic statistics.

They tend to detect more influential points for survey data than the OLS approaches.

Analysts may want to consider raising the cutoff values for these statistics in order not to

overidentify influential points.

Table 3. Number of outliers identified and associated weight ranges for NHANES data

Outliers identified
by OLS only

Outliers identified
by SW only

Diagnostic statistics Counts Weight range Counts Weight range

Leverage 24 (875.5, 13,085.8) 85 (16,929.6, 103,831.2)
Residual 1 (2,730.1, 2,730.1) 8 (1,791.1, 36,955.3)
DFBETAS(BMI) 25 (1,773.5, 2,3677.5) 12 (32,451.1, 103,831.2)
DFFITS 21 (994.9, 17,366.9) 28 (2,9617.1, 103,831.2)
Modified Cook’s D 21 (994.9, 17,366.9) 35 (21,194.0 103,831.2)

Table 4. Estimated slopes of BMI from full sample and reduced samples by different diagnostic approaches

for NHANES data

OLS estimation SW estimation

BMI SE t BMI SE t

Full sample 0.45*** 0.05 9.23 0.44*** 0.07 5.88
Leverages 0.39*** 0.06 6.86 0.43*** 0.08 5.23
Residuals 0.47*** 0.04 10.50 0.47*** 0.06 8.19
DFBETAS (BMI) 0.49*** 0.05 9.51 0.46*** 0.05 8.83
DFFITS 0.47*** 0.05 9.76 0.45*** 0.05 8.51
Modified Cook’s D 0.47*** 0.05 9.76 0.44*** 0.05 8.74

*** Significant at level 0.001
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The parameter estimates after outliers were removed are listed in Table 4. The

difference between the OLS and SW estimates and the two diagnostic schemes is trivial.

The removal of observations with large DFBETAS of BMI causes the largest change in

the estimated slope of BMI. The SW estimates seem to be less affected by the removal of

influential points than the OLS ones. Unlike the SMHO data analyzed in Li and Valliant

(2011a), the NHANES data set does not contain many obviously extreme points, and

outlying Y values can be large or small relative to other points. Hence the deletion of the

identified outliers does not move the regression line dramatically.

5. Conclusion

By incorporating survey weights and design features, we constructed survey-weighted

diagnostic statistics for clustered samples that are extensions of the conventional OLS

diagnostics. Survey-weighted diagnostics may identify different points than OLS

diagnostics as influential. An observation with moderate Y and x values may not be

identified as influential by OLS approaches, but may be recognized as influential by SW

methods if it is assigned an extreme sample weight. The diagnostics can serve as a guide to

which points may be unusual. However, a diligent analyst should examine these points in

detail to decide whether they are data entry errors, legitimate values that do not follow a

core model, or can be explained in some other way, such as having extreme weights.

The techniques based on single-case deletion presented here may not function

effectively when some outliers mask the effects of others. The modified forward search

method (Atkinson and Riani 2000, 2004; Li and Valliant 2011b) is a partial solution to this

problem since it can successfully identify an influential group of points whose members

are not influential when examined singly.

A final caveat to the use of the diagnostics studied here is that some points may appear

to be influential because the regression model itself is misspecified. Deleting them would

be a mistake if the ability is lost to recognize that the model should be respecified, for

example, as quadratic. Thus good practice will require using a combination of residuals

and the other diagnostics studied here.
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Ratio Edits Based on Statistical Tolerance Intervals

Derek S. Young1 and Thomas Mathew2

The role of statistical tolerance intervals for developing ratio edit tolerances in a parametric
setup is investigated. The performance of the methodology is assessed for the normal and
Weibull distributions. The numerical results show that in terms of Type I and Type II errors,
statistical tolerance intervals exhibit better performance compared to other ratio edit
procedures available in the literature. The methodology is illustrated using 2010 and 2011
data from the Annual Survey of Manufacturers.

Key words: Outliers; resistant; robust; tolerance limits; trimming; Winsorization.

1. Introduction

Ratio edit tolerances are bounds used for identifying errors in the data obtained by

Economic Census Programs so that they can be flagged for further review. The tolerances

represent upper and lower bounds on the ratio of two highly correlated items and are used

for outlier detection; that is, to identify units that are inconsistent with the rest of the data.

Some texts dedicated to the general topic of outlier detection include Barnett and Lewis

(1994), Rousseeuw and Leroy (2003), and Aggarwal (2013). A number of outlier detection

methods are also available in the literature and can be used for developing ratio edit

tolerances; we refer to Thompson and Sigman (1999) and Rais (2008) for a review and

comparison of these methods as they apply to the ratio edit problem. Thompson and

Sigman (1999) compared different methods for generating ratio edit tolerances, which

focused on “Type I” and “Type II” errors. A Type I error flags a ratio value as inconsistent

or wrong when it is not so. A Type II error flags an inconsistent ratio as consistent or

correct. Thompson and Sigman (1999) recommended a stepwise approach for developing

ratio edit tolerances, while Thompson and Adeshiyan (2003) discussed the effects of ratio

edit and imputation procedures on data quality for the 1997 Economic Census. Both

articles also emphasized the importance of incorporating subject-matter expertise when

developing the ratio edits.
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The issue of outliers or large data values in surveys has been addressed in the literature.

Tambay (1988) presents an empirical study comparing various methodologies for

identifying level outliers and/or trend outliers in subannual economic surveys. Latouche

and Berthelot (1992) focus on respondent follow-ups to units that may have an important

effect on statistical estimates. The authors present and compare three score functions as a

way to identify suspicious units according to their potential effect on the estimates. Kokic

and Bell (1994) discuss the setting where a number of unusually large observations fall

in the survey sample, which may grossly overestimate population totals. They proceed to

specify a cutoff criterion so that an optimal level can be found for Winsorizing the data. As

discussed in Rivest and Hidiroglou (2004), Winsorization is widely used to curb the effect

of outliers when computing survey estimates. Winsorized estimates have a downward bias

and smaller variance relative to their non-Winsorized analogues. When aggregating

survey estimates, these effects result in larger biases and less precision than standard

aggregated estimates. Hence, Rivest and Hidiroglou (2004) propose using a “corrected”

Winsorized estimate.

While not investigated here, we note a few other novel outlier detection methods that

could be investigated for performing ratio edits. Hido et al. (2011) present an approach to

identify outliers in a test dataset based on a training dataset comprised solely of inliers,

which is accomplished by using the ratio of the two dataset densities as an outlier score.

Yuen and Mu (2012) use a Bayesian linear regression setup to compute probabilities that

an observation is an outlier. Finally, Chawla and Gionis (2013) present a generalization to

the k-means algorithm as a way to simultaneously cluster and discover outliers in a dataset.

The purpose of our investigation is to examine the role of statistical tolerance intervals

in the process of developing ratio edit tolerances. A statistical tolerance interval provides

bounds that will capture a specified proportion or more of a sampled population with a

given confidence level; we refer to the book by Krishnamoorthy and Mathew (2009) for a

detailed discussion of the topic. Since ratio edit tolerances provide a range for the

acceptable ratios, a statistical tolerance interval can do the same provided that such an

interval is constructed using the good ratios; that is, using the data after deleting the ratios

that are inconsistent or problematic. An advantage of using a statistical tolerance interval

is that such an interval, by construction, controls the Type I error at a specified level,

similar to what is done in hypothesis testing. The Type II error performance can then be

studied and compared with other ratio edit tolerance intervals available in the literature, as

described in Thompson and Sigman (1999).

Our approach consists of computing statistical tolerance intervals based on the “good”

part of the data; that is, after trimming the data so that potentially bad ratios are excluded

from the tolerance interval computation. We have no clear guidance on the percentage of

trimming to be done, which should perhaps be done using the input of a subject-matter

expert. In the case of a nearly symmetric distribution, we recommend trimming both tails

of the distribution, unless there is reason to believe that the contamination is only in one

tail. We report numerical results for a two-sided tolerance interval for the case of a normal

distribution, computed after trimming both tails. Type I and Type II error probabilities are

reported and compared with the ratio edit tolerances available in the literature. We also

report results for a one-sided upper statistical tolerance limit for the case of a Weibull

distribution, computed after trimming is done only in the right tail. The overall conclusion
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is that the statistical tolerance interval approach has a considerable edge over the available

ratio edit tolerances in terms of controlling Type I and Type II error probabilities.

Furthermore, for several standard parametric distributions (including the normal and

Weibull distributions considered in our work), analytic expressions or accurate

approximations are available for the limits that define a statistical tolerance interval.

In other words, they are easy to compute and we refer to Krishnamoorthy and Mathew

(2009) for further details.

Before describing the methodology for computing a statistical tolerance interval, we

want to make a brief comment on the terminology used in this article and in the literature.

As already noted, ratio edit tolerances are thresholds used for identifying ratio edit failures

and are determined through a wide range of possible outlier detection methods; however,

they are not defined or determined using the same criteria that define a statistical tolerance

interval. On the other hand, statistical tolerance limits are bounds that capture at least a

specified proportion of the sampled population with a given confidence level. Since both

notions are traditionally referred to as “tolerance limits,” we will make it clear through the

context which type of “tolerance” is being discussed.

We begin our discussion with a review of outlier detection methods that are used for

ratio edits and then investigate the role of statistical tolerance intervals for the same.

2. Outlier Detection Methods for Ratio Edits

There are numerous procedures for outlier detection in the literature; for example, see

the texts by Iglewicz and Hoaglin (1993), Barnett and Lewis (1994), and Rousseeuw and

Leroy (2003). The focus of this study is not to provide an exhaustive comparison of those

procedures, but rather to compare our approach with the standard methods used in setting

ratio edit tolerances. In this section, we discuss three common approaches that have been

employed by the U.S. Census Bureau.

2.1. Robust Control Limits

Shewhart (1939) provided the first thorough treatment of control charts as a way

to monitor a quality characteristic of a process over time. Control charts (also called

Shewhart charts) are a simple, yet powerful way to visualize variability in a process. They

can be used to identify shifts in a process or when a process goes out of control, where this

latter setting is essentially an outlier detection problem. The outliers are identified by

placing control limits on the data. Let mT and sT denote the mean and standard deviation,

respectively, of a statistic of interest T ; T(X) for the process being monitored. Then

lower and upper control limits are given by mX 2 LsX and mX þ LsX, respectively. Here,

L controls how far one will allow the process to vary from the mean before determining

that it has gone “out of control.” Typically, we set L ¼ 3, which is the 3s-limit rule of

thumb often used for outlier detection. A more contemporary treatment of control chart

methodology can be found in Montgomery (2013).

While ratio data is usually not time ordered (even though the ratios themselves may be

constructed using the same variable measured at two different time points), we can still

apply a similar type of control limit methodology. As discussed in Thompson and Sigman

(1999), we can use robust estimates of the population mean and standard deviation to
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construct control limits, which in turn will be the ratio edit tolerances. The robust estimates

are based on trimming and Winsorizing, which we now describe in more detail for any

general univariate setting.

Suppose we have observed data x1, : : : , xn and let xð1Þ # xð2Þ # : : : # xðnÞ denote the

ordered data. The (symmetric) a-trimmed mean for the data is given by

�xa ¼
1

n 2 2 dane

X
n2dane

i¼daneþ1

xði Þ; ð1Þ

where d�e is the ceiling function and 0 , a , 1. As noted in Tukey and McLaughlin

(1963), the Winsorized variance is a consistent estimator of the variance of (1). The

Winsorized variance is given by

s2
Wa
¼

1

n 2 2 dane

X
n2dane

i¼daneþ1

ðxði Þ 2 �xWa
Þ2; ð2Þ

where

�xWa
¼

1

n

X
n2dane

i¼daneþ1

xði Þ þ dane xðdaneþ1Þ þ xðn2dane Þ

� �

 !

ð3Þ

is the Winsorized mean. It is easy to modify the above formulas to accommodate

asymmetric trimming and Winsorizing, which includes one-sided trimming and

Winsorizing as special cases. Finally, the interval based on robust control limits is

given by

ð�xa 2 LsWa
; �xa þ LsWa

Þ: ð4Þ

For ratio data, Thompson and Sigman (1999) use L ¼ 2 to set a more liberal rule and

L ¼ 3 to set a more conservative rule regarding the number of cases flagged for review.

Many robust measures of location and scale could be investigated to construct analogues

to the robust control limits in Equation (4). For example, one might simply consider the

median or an M-estimator for a robust estimate of location, while the median absolute

deviation or Gini’s mean difference could be used for a robust estimate of scale. These may

result in more informative limits for a particular application. However, our focus is on

comparing some of the more common methods used in setting ratio edit tolerances (e.g.,

Equation (4)) with the tolerance interval approach that we discuss in Section 3.

2.2 Fence-Based Methods

In exploratory data analysis, the interquartile range (IQR) can be used to identify potential

outliers in a univariate dataset. The IQR is a resistant measure of dispersion defined as

Q3 2 Q1, where Q1 and Q3 are the first and third quartiles, respectively. As discussed in

Hoaglin et al. (1986), the resistant rule flags values as outliers if they fall outside the

interval

ðQ1 2 kIQR;Q3 þ kIQRÞ; ð5Þ
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for some non-negative constant k. Thompson and Sigman (1999) studied the use of

Equation (5) as a way to set ratio edit tolerances and referred to the above rule as resistant

fences. They referred to the specific rules of setting the values of k equal to 1.5, 2.0, and 3.0

as inner, middle, and outer fences, respectively. Note that the inner-fences rule is almost

always employed when identifying univariate outliers on a boxplot.

Thompson (1999) explored a variation of resistant fences for asymmetric distributions.

Asymmetric fences are elongated in the direction of the skewness of the distribution.

Denoting the median by ~x, the asymmetric-fences method replaces the IQR in Equation (5)

with distances from ~x. Specifically, the asymmetric-fences rule flags values as outliers if

they fall outside the interval

ðQ1 2 k *ð~x 2 Q1Þ;Q3 þ k *ðQ3 2 ~xÞÞ: ð6Þ

For asymmetric fences, Thompson (1999) refers to values of k* equal to 3.0, 4.0, and 6.0

as inner, middle, and outer fences. Note that these rules are just twice the value of k used

for the resistant-fences rule.

2.3 Hidiroglou-Berthelot Method

The methodology introduced by Hidiroglou and Berthelot (1986) is a ratio edit procedure

that uses a centering transformation of the ratios followed by a magnitude transformation.

Here is a brief description of the procedure.

Let ðx1; y1Þ; : : : ; ðxn; ynÞ be observations of the variables of interest and ri ¼ xi=yi,

i ¼ 1, : : : , n denote the n ratios to be analyzed. Moreover, let ~r denote the median of the

ratios. Define

si ¼
ðri=~rÞ2 1; if ri $ ~r

1 2 ð~r=riÞ; if ri , ~r

(

ð7Þ

and

ei ¼ si £ ðmax{xi; yi}Þ
U; ð8Þ

where 0 # U # 1. As noted by Hidiroglou and Berthelot (1986), the quantity U “provides

control on the importance associated with the magnitude of the data”; see also Thompson

(2007). The values U ¼ 0.30 and U ¼ 0.50 are recommended in Belcher (2003), Sigman

(2002), and Thompson (2007).

Next, let eQ1
, ~e and eQ3

denote, respectively, the first quartile, the median, and the third

quartile of the ei’s. Now define dQ1
¼ max{~e 2 eQ1

; jA~ej} and dQ3
¼ max{eQ3

2 ~e; jA~ej},

which involve a constant A. The value A ¼ 0.05 is recommended in Hidiroglou and

Berthelot (1986). Ratios outside the interval

ð~e 2 CdQ1
; ~eþ CdQ3

Þ ð9Þ

are flagged as outliers, where C will determine the width of the interval. Various values of

C have been assessed in the literature; see Sigman (2002) and Thompson (2007). For our

study, we use C [ {4, 10, 15} since these provide a good representation of values found in
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the literature. We note that an appropriate choice of U, A, and C is necessary before the

procedure can be implemented.

The Hidiroglou-Berthelot method and the fence-based methods were both applied to

microlevel ratio editing for the Annual Survey of Government Finances in Cornett et al.

(2006). The authors found that the middle-fences rule and the Hidiroglou-Berthelot

method provided better results for their application, which they explain is partly influenced

by how the edit cells were formed. These methods (including some multivariate methods)

were also investigated for macroediting using survey estimates from the U.S. Census

Bureau’s Annual Capital Expenditures Survey in Thompson (2007). That paper found that

the Hidiroglou-Berthelot method performed the best, since it is designed to develop

flexible limits when the ratios are “highly volatile.” Thompson (2007) also underscores

how it is difficult to develop a “one method fits all” approach to ratio editing, especially at

the macrolevel. Thus it is important to emphasize that these methods, including the

approach we present, are all possible tools for setting ratio edit tolerances and final

determination should be done in coordination with a content-matter expert.

3. Statistical Tolerance Limits

By definition, a P/g tolerance interval captures a specified proportion P (called the content

of the tolerance interval) or more of a population with a given confidence level g.

A tolerance interval is computed using a random sample and the confidence level g reflects

the sampling variability. More formally, suppose a tolerance interval is to be computed

for the distribution of a random variable X and let X ¼ (X1, X2, : : : , Xn) denote a random

sample of size n. A P/g two-sided tolerance interval, say (L(X), U(X)), computed using

the random sample X, satisfies

PXðPX½LðXÞ # X # UðXÞjX� $ PÞ ¼ g: ð10Þ

The above condition states that with confidence level g, the interval (L(X), U(X)) contains

a proportion P or more of the distribution of X. As already noted, the confidence level g

reflects the sampling variability in the random sample X. The quantities L(X) and U(X) are

referred to as the tolerance limits. A one-sided tolerance interval, having only an upper or

lower limit, can be similarly defined.

In this article, we use a two-sided tolerance interval for a normal distribution and a one-

sided upper tolerance limit for a Weibull distribution. We shall now give expressions for

the corresponding approximate tolerance limits. For a univariate normal distribution with

unknown mean and unknown variance, let �X and S 2 denote the sample mean and sample

variance based on a sample of size n. Then a two-sided tolerance interval for the normal

distribution is given by �X ^ kS, where the quantity k, referred to as a tolerance factor, has

the approximate expression (see chap. 2 in Krishnamoorthy and Mathew 2009)

k ¼
ðn 2 1Þx2

1;Pð1=nÞ

x2
n21;12g

 !1=2

: ð11Þ

Here, x2
1;Pð1=nÞ denotes the 100Pth percentile of a noncentral chi-square distribution with

1 degree of freedom (df) and noncentrality parameter 1/n, while x2
n21;12g denotes

the 100ð1 2 gÞth percentile of a central chi-square distribution with (n 2 1) df.
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Now consider a random variable X following a Weibull distribution with scale

parameter u and shape parameter b, whose density is given by

f XðxÞ ¼
b

ub
xb21exp 2

x

u

� �b
� �

: ð12Þ

Let û and b̂ denote the maximum likelihood estimates of u and b, respectively, based on

a random sample of size n. An approximate P/g upper tolerance limit for the Weibull

distribution is given by

exp { ln ðûÞ2
tn21;12g 2

ffiffiffi

n
p

ln { 2 ln ð1 2 PÞ}
� �

b̂
ffiffiffiffiffiffiffiffiffiffiffi

n 2 1
p }; ð13Þ

where tn21;12g 2
ffiffiffi

n
p

ln { 2 ln ð1 2 PÞ}
� �

is the 100(1 2 g)th percentile of a non-central t

distribution with (n 2 1) df and non-centrality parameter 2
ffiffiffi

n
p

ln { 2 ln ð1 2 PÞ}. The above

approximation is due to Bain and Engelhardt (1981).

3.1 Statistical Tolerance Limits for Ratio Edits

If the data are roughly symmetric, an upper and lower tolerance bound may be needed

to identify extremes in both tails of the data. However, ratio data are often right skewed.

Thus, Thompson and Sigman (1999) suggest first omitting extreme observations of the

untransformed data followed by a modified power transformation of the remaining data to

obtain approximate symmetry.

There is some additional flexibility and insight gained by using statistical tolerance limits as

an alternative to traditional ratio edit tolerance procedures. For example, we typically do not

need to be concerned about transforming the data to near symmetry since approximate

tolerance intervals have been developed for a wide range of distributions; see, for example,

Krishnamoorthy and Mathew (2009). Also, the content and confidence levels of a tolerance

interval allow us to reflect the uncertainty of what we are trying to capture with these intervals.

Such uncertainty is not directly quantified by the traditional ratio edit tolerance procedures.

For the tolerance-limit approach, we first temporarily trim the data based on a user-

specified trimming level. The assumption is that the remaining data behave similarly to

the “true” uncontaminated distribution. The trimmed dataset is then used to calculate

statistical tolerance limits, which can extend beyond the extremes of the trimmed data.

Thus, some of the initially trimmed data may be retained as “good” data if they fall within

the statistical tolerance limits, or the statistical tolerance limits may indicate that further

data should be classified as ratio edit failures.

Another benefit to using statistical tolerance intervals is that the limits can never be negative

for distributions with nonnegative support, regardless of the confidence and content levels

specified. However, robust control limits and fence-based limits can yield negative lower

bounds. While one can simply truncate the lower limits from these methods at zero, we do not

have to specify this additional assumption when using statistical tolerance intervals.

4. Numerical Study

We now compare the performance of statistical tolerance limits with the traditional outlier

procedures for determining ratio edits. All simulations in this section and calculations
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for the example in the next section are performed using the R programming language

(R Development Core Team 2013). Moreover, statistical tolerance limits are calculated

using the R add-on package tolerance (Young 2010).

We compare the performance of the statistical tolerance limits with the ratio edit

tolerances in two ways. First, we compute the average width of each procedure to

comment on the relative conservatism of each procedure. Next, we compute the proportion

of misclassified ratios with respect to each procedure’s limits. We are interested in the

proportion of false hits and misses, which are basically Type I and Type II error rates,

respectively. Specifically, let X be a ratio. Then

Type I Error Rate ¼ Pr{X flagged as “bad”jX is “good”} ð14Þ

Type II Error Rate ¼ Pr{X flagged as “good”jX is “bad”} ð15Þ

Note that in the literature on outliers, the Type I and Type II errors defined above are

rates of swamping and masking, respectively; we refer to Barnett and Lewis (1994) for

further discussion on swamping and masking effects. We also note that some researchers

may prefer to switch the definitions of Type I and Type II errors given above, unlike in a

hypothesis-testing situation where Type I and Type II errors have universally accepted

definitions. We chose the definitions given in (14) and (15) since they have already been

used in the literature; cf. sec. 4.1 of Thompson and Sigman (1999).

In the case of a heavily skewed distribution, the region of outliers will typically be in

the direction of the skewness. Therefore, instead of exploring simulated data where

transformations could get the data close to symmetry, we will explore using one-sided

trimming on the raw data in the direction of the skewness followed by a robust one-sided

limit.

Our simulations assess the efficacy of one-sided tolerance limits and two-sided

tolerance intervals for determining ratio edits. For the one-sided setting, we use a two-

component mixture of Weibull distributions to simulate contamination in the upper tail

of the data. For the two-sided setting, we use a three-component mixture of normals to

simulate contamination in both tails of the data. It should be noted that mixture

distributions (e.g., the contaminated normal model) have been used in the literature to

assess the performance of editing procedures for survey data; see Ghosh-Dastidar and

Schafer (2006). For each set of simulations, three scenarios were considered: well-

separated components (i.e., a big gap between the “good” ratios and the “bad” ratios),

moderate overlapping, and heavy overlapping.

Let Wei(u, b) be the Weibull distribution with scale parameter u and shape parameter b.

Let N(m,s 2) be the normal distribution with mean m and variance s 2. The distributions

we use for the one-sided contaminated simulations are:

. (Well Separated): 0.95*Wei(1,15) þ 0.05*Wei(50,100)

. (Moderate Overlapping): 0.95*Wei(1,15) þ 0.05*Wei(20,60)

. (Heavy Overlapping): 0.95*Wei(1,15) þ 0.05*Wei(5,40)

The distributions we use for the two-sided contaminated simulations are:

. (Well Separated): 0.90*N(1000,
ffiffiffiffiffi

50
p

) þ 0.05*N(500,
ffiffiffiffiffi

50
p

) þ 0.05*N(1500,
ffiffiffiffiffi

50
p

)
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. (Moderate Overlapping): 0.90*N(1000,
ffiffiffiffiffi

50
p

) þ 0.05*N(750,
ffiffiffiffiffi

50
p

) þ 0.05*N

(1250,
ffiffiffiffiffi

50
p

)

. (Heavy Overlapping): 0.90*N(1000,
ffiffiffiffiffi

50
p

) þ 0.05*N(900,
ffiffiffiffiffi

50
p

) þ 0.05*N(1100,
ffiffiffiffiffi

50
p

)

The following outlines the general simulation performed for our study:

1. Simulate n ratios, X1, : : : , Xn, from one of the contaminated models discussed above.

Denote this sequence of ratios by X.

2. Apply the traditional methods (i.e., the methods in Section 2) to X and calculate the

ratio edit tolerances based on these approaches.

3. Use trimming at the a [ {0.01, 0.02, : : : , 0.10, 0.15} levels on X. Call these

trimmed datasets Xa.

4. Using Xa, compute a normal statistical tolerance interval if contamination is

assumed in both tails, or a one-sided upper Weibull statistical tolerance limit if

contamination is assumed only in the right tail.

5. For each method and with respect to X, calculate the proportion of good ratios falling

outside of the tolerance limits (Type I error), and the proportion of bad ratios falling

within the tolerance limits (Type II error).

6. Calculate the width of the statistical tolerance interval and the intervals determined

by the traditional methods. For the one-sided setting, the one-sided upper tolerance

limit will be taken as the width since an absolute lower limit of 0 is assumed for the

data.

7. Repeat the above B times. For each method, average the Type I error rates, Type II

error rates, and interval widths to get Monte Carlo estimates of each quantity.

For our simulations, we generate n [ {300, 1000} ratios B ¼ 10,000 times and compute

P/g tolerance intervals at the 90/90 and 95/95 levels. Recall from Section 3 that P is the

content of the tolerance interval and g is its confidence level. For the methods discussed

in Section 2, we specify values for the constants (which we refer to as “Factors” in the

summary tables) based on the references cited within.

Tables 1–3 give the simulation results for the three contamination structures considered

for n ¼ 1,000. The general results are similar for n ¼ 300, which are reported in

Tables 6–8 in the Appendix. We only report the results for a subset of the trimming levels

used, but the trend in the average widths and errors as a changes is apparent. When the

contamination structure is well separated or moderately overlaps with respect to the

“good” data and a trimming level is selected close to the amount of contamination (5% for

our simulations), then the statistical tolerance interval approach performs the best, namely

meaning that the Type I error comes close to the nominal (1 2 g) level. Note the results in

bold in the tables, which pertain to the temporary trimming done at the true percentage of

contamination. Regardless of the contamination structure, this approach does a good job of

controlling the Type I errors as long as the level of trimming does not heavily exceed the

content level P of the tolerance interval.

For the robust control limits, larger values of L yield smaller Type I errors, but larger

Type II errors. Using L [ {2.0, 2.5, 3.0, 3.5}, we see there is generally a wide spread in the

Type I and Type II errors. Again, we note that Thompson and Sigman (1999) use L ¼ 2 for

a more liberal rule and L ¼ 3 for a more conservative rule regarding the number of cases
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flagged for review. While the overall simulation results for n ¼ 300 and n ¼ 1,000 were

similar, we note that the sample size does affect the errors for the robust control limits; that

is, for larger n, the Type I error rates increase, while the Type II error rates decrease.

The fence-based methods are typically more conservative with respect to the statistical

tolerance interval approach. As the contamination structure mixes more with the good

data, we note that the Type II errors for the fence-based methods increase significantly

with respect to the Type II errors for the tolerance intervals. We also note that the

summaries are very similar for the two fence-based methods under the two-sided setting.

This is expected given the symmetry of the generated data.

For most of the common values of the Hidiroglou-Berthelot method, we see that their

performance is comparable to the statistical tolerance interval approach (at the 90/90 and

95/95 levels) under the well-separated case. The exceptions are when (U, C) ¼ (0.3, 10)

and (U, C) ¼ (0.3, 15). Again, as the contamination structure mixes more with the good

data, we note that the Type II errors increase significantly with respect to the Type II errors

for the tolerance intervals.

Overall, the simulation results show that as more of the contaminated data mixes with

the good data, masking becomes more prevalent. This results in intervals that do not (or

cannot) exclude the contaminated data, which in turn increases the Type II errors for all

procedures. When assessing the methods of Section 2, we simply used common levels

found in the literature. Different results would obviously be obtained by adjusting the user-

specified constants. But for a given set of data, the intuition may not always be apparent

as to the trade-off in terms of the types of errors. However, the intuition with the values

specified in the tolerance interval approach (i.e., a, P, and g) are all clear. Informative

choices of these levels will help control both types of errors, thus suggesting the utility of

statistical tolerance intervals as a way to set ratio edit tolerances.

5. Annual Survey of Manufacturers

The Annual Survey of Manufacturers (ASM) collects data for the years between the

Economic Census, which is conducted in the years ending in 2 and 7. The annual survey

data are estimates derived from a statistically selected sample from all manufacturing

establishments with one or more paid employees. The collection mode for this survey

is through paper and internet reporting. Examples of statistics that the ASM reports for

different manufacturing sectors include employment, payroll, operating expenses,value of

shipments, and inventories.

In order to make the results of this example accessible and reproducible for the reader,

our analysis uses the Statistics for Industry Group and Industries file for the years 2010

and 2011. The data can be accessed from the U.S. Census Bureau’s website for the ASM

found at http://www.census.gov/manufacturing/asm/index.html. The

statistics are reported at various North American Industry Classification System (NAICS)

levels. We use the lowest level reported, which is the six-digit NAICS industry grouping.

We note that since this is officially published data, it has already gone through the U.S.

Census Bureau’s editing process. Our intent is to highlight the implementation of the

statistical tolerance interval approach on this edited macrodata, which would typically be

followed by a subject-matter expert’s analysis of the flagged values.
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We study six ratios for this example. Many of the variables comprising the ratios are

reported in U.S. dollars, such as payroll, materials, and inventories. For all such quantities,

the values are reported in $1,000 on the summary file. The ratios we study, as well as the

abbreviations we use, are:

. PR/NE: annual payroll/number of employees;

. MU/TS: materials used/total value of shipments;

. ME/MB: materials and supplies at end of the year/materials and supplies at

beginning of the year;

. WH/WA: all production worker’s hours (in 1,000 hours)/production worker’s

average per year (i.e., the number of employees on payroll on certain days of the

month specified by the ASM);

. IE/IB: total inventories at the end of the year/total inventories at the beginning of the

year; and

. WE/WB: work-in-process inventories at the end of the year/work-in-process

inventories at the beginning of the year.

The total number of industries for each dataset is 321. However, some ratios are not

calculated since one or both of the values for an industry are withheld due to estimates not

meeting publication or disclosure standards set by the U.S. Census Bureau.

We first determine whether a normal or Weibull distribution is most appropriate for

each 5% trimmed ratio dataset. While we only explore these two distributions, there are no

restrictions on which parametric distributions to investigate – especially if knowledge is

available from a subject-matter expert. Regardless, we first use the Kolmogorov-Smirnov

test to assess whether data from corresponding years follow the same distribution. Four of

the ratios (PR/NE, MU/TS, ME/MB, and IE/IB) yield p-values well over 0.15, while the

other two ratios (WH/WA and WE/WB) have p-values below 0.05.

For the four ratios that have statistically similar distributions between the two years, we

temporarily pool each pair of ratio datasets. We use the Shapiro-Wilk test for normality

and the chi-square goodness-of-fit for testing the Weibull assumption. We then select the

distribution of which corresponding test had the higher p-value. While these are two

different tests, this is merely a simple approach to decide upon a distribution.

For the two ratios that are significantly different, we proceed similarly with testing the

normality or the Weibull assumption. However, we keep each year’s data separate and run

the tests on these datasets. We then choose the distribution of which the test yielded the

higher p-value between the two datasets for a given ratio.

After determining to proceed with the Weibull or normal assumption, we then compute

one-sided tolerance limits or two-sided tolerance intervals, respectively. We consider

the 90/90 and 95/95 levels with an initial trimming of 5%. We also perform a relative

comparison between the 2010 and 2011 ratios. Specifically, we compare the proportions of

how an industry is classified (i.e., as being “good” or an “outlier”) from 2010 and 2011.

These quantities give us an indication of how stable the classifications are from 2010 to

2011 with respect to the calculated limits.

For the PR/NE ratios, we also calculate the other limits discussed in this article. We

found that the Weibull distribution is appropriate for both the 2010 and 2011 data. Thus,

we calculate 90/90 and 95/95 one-sided upper Weibull tolerance limits. The results are
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reported in Table 4. We see that the resistant fences provide fairly conservative limits.

As such, the proportion of points classified as “good” to “good” is close to or at 1 and this

conservatism is likely not desirable. As the histograms in Figure 1 show, there are clearly

a few ratios above the value of 90 that may be candidates for editing. The robust control

limits and the tolerance interval procedures would flag these values for possible editing,

whereas the other approaches produce fairly conservative limits. Given the ability to better

control Type I and Type II errors with the statistical tolerance intervals, their use here

gives this approach a significant edge over the other procedures.

Scatterplots of the payroll versus the number of employees for each year are given in

Figure 2. As can be seen, each year shows a strong correlation (which is approximately

þ0.93 for each year). Values flagged using the 90/90 and 95/95 tolerance limits are color

coded accordingly. One thing to note is that as the correlation strengthens, the resulting

tolerance limits will be “tighter” around the data.

Results for the other five ratios are similar to those reported for the PR/NE ratios. Hence,

we only focus on the tolerance interval results. Table 5 gives the one-sided tolerance limit

or two-sided tolerance interval results depending on the distributional assumption made.

For the 90/90 limits, approximately 70% to 85% of the data stay within the limits across

years, while for the 95/95 limits, these same percentages range from approximately 80% to

90%. These percentages give an indication of those industries that have essentially

remained stable between 2010 and 2011. If one wants to develop certain summary

statistics between the two years, then those industries that fell outside of the limits in one

or both years could be candidates for editing. Moreover, they could be indicative of

changes that occurred within that particular industry.

6. Discussion

The criterion used in developing a statistical tolerance interval indicates that it is a natural

choice for computing bounds that can be used to perform ratio edits; that is, in order to flag

ratios that are inconsistent or problematic. In our work, we have demonstrated this in the

2011 PR/NE ratio

D
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ty

0.000
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0.010
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Fig. 1. Histograms of the PR/NE ratios for (a) 2010 and (b) 2011. The dashed line represents the 5% trimming

threshold and the solid line is the Weibull density curve fit to the trimmed data
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case of the normal distribution (where the problematic ratios can appear in either tail of the

distribution) and in the case of the Weibull distribution (where the problematic ratios appear

only in the right tail). A comparison with other ratio edit procedures shows that the statistical

tolerance-interval approach has a significant edge over the existing procedures in terms of

controlling Type I and Type II errors. The approach also depends on an initial level

of trimming. As noted in Section 1, there is no clear guidance on choosing a percentage of

trimming to perform, so one should seek input from a subject-matter expert. Our approach

can certainly be adopted for other distributions; see Krishnamoorthy and Mathew (2009) for

details on the development of tolerance intervals for a variety of distributions.

We also acknowledge that the ratio editing process is often complex and includes numerous

rules that are typically dependent on the type of survey. Moreover, ratio editing at the

microlevel and macrolevel often use different approaches, with the latter setting not as well

studied in the literature. We illustrated the statistical tolerance interval approach on ASM

data at the macrolevel, but the approach is applicable to the microlevel setting. We are not

suggesting a panacea for setting ratio edit tolerances in all survey settings; however, we are

suggesting that statistical tolerance intervals can be useful in informing ratio editing processes.

We note that both of the variables used in the computation of a ratio can have values that

are outliers, and yet the ratio will not be flagged as an outlier. This can obviously happen

when values of both variables are too small or too large, so that the outlyingness gets

cancelled when we take the ratio. A simple example is if a small business reports 400 trillion

dollars in payroll for ten million employees, then the PR/NE ratio would be consistent with

those displayed in Figure 1. In view of this, it is essential to have outlier detection methods

that are applicable to bivariate data, or to multivariate data when data are available on several

variables. A Mahalanobis distance based outlier detection method (cf. Franklin et al. (2000)

and Thompson (2007)) may not adequately flag the outliers, since the outlyingness of a single

variable (or a few variables) may be cancelled out by the magnitudes of the other variables.

We believe a rectangular tolerance region that provides simultaneous tolerance intervals on

each variable is required. Such a tolerance region is currently under investigation.

2010 number of employees
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Fig. 2. Scatterplots of the payroll (in $1,000) versus the number of employees for (a) 2010 and (b) 2011. The

triangles are values greater than the 95/95 upper tolerance limit, while the plusses and triangles are values

greater than the 90/90 upper tolerance limit
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On Estimating Quantiles Using Auxiliary Information

Yves G. Berger1 and Juan F. Muñoz2

We propose a transformation-based approach for estimating quantiles using auxiliary
information. The proposed estimators can be easily implemented using a regression estimator.
We show that the proposed estimators are consistent and asymptotically unbiased. The main
advantage of the proposed estimators is their simplicity. Despite the fact the proposed
estimators are not necessarily more efficient than their competitors, they offer a good
compromise between accuracy and simplicity. They can be used under single and multistage
sampling designs with unequal selection probabilities. A simulation study supports our
finding and shows that the proposed estimators are robust and of an acceptable accuracy
compared to alternative estimators, which can be more computationally intensive.

Key words: Distribution function; inclusion probabilities; regression estimator; sample
survey.

1. Introduction

Estimation of quantiles is of considerable interest when measuring income distribution and

poverty lines (e.g. Osier 2009; Verma and Betti 2011; Eurostat 2003; Berger and Skinner

2003). For instance, the median is regarded as a more appropriate measure of location than the

mean when variables of interest, such as income, expenditure, and so on, have highly skewed

distributions, because the median is less sensitive to outliers than the mean. For this reason, the

median is also used by most household wealth surveys, such as the Household Finance and

Consumption Survey (HFCS) carried out by the European Central Bank among the Eurozone

countries. In addition, quantile estimation has many practical applications, for example, when

measuring poverty (e.g. Osier 2009; Eurostat 2012; Eurostat 2003).

In sample surveys, auxiliary information is often used at the estimation stage to improve

the estimation of target parameters. The use of auxiliary information has been studied

extensively for estimation of means and totals. However, it has no obvious extensions to

the estimation of quantiles. In this article, we propose a transformation-based approach for

estimating quantiles, which takes into account of the auxiliary information.

We consider a finite population U ¼ {1; : : : ; i; : : : ;N} containing N units. Let

y1; : : : ; yN denote the values of a variable of interest, y, and x1; : : : ; xN denote the values

of an auxiliary variable, x. Our proposed approach can be easily extended to several

auxiliary variables. A sample s of size n is selected randomly from U according to

q Statistics Sweden
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a sampling design. We consider a design-based approach where the yi and xi are fixed

(nonrandom) quantities and the sampling distribution is specified by the sampling design.

The aim is to estimate the population quantile

Ya ¼ F 21ðaÞ; ð1Þ

where F 21(�) is the inverse of the population distribution function

FðtÞ ¼
1

N i[U

X

dð yi # tÞ

and 0 , a , 1. The function d(�) takes the value 1 if its argument is true and 0 otherwise.

Throughout this article, we define the inverse of any function Gð�Þ by

G21ðaÞ ¼ inf {t : GðtÞ $ a}.

A customary estimator for Ya is obtained by substituting F(t) by its estimator into (1).

For example, the ‘Hájek type’ estimator of Ya is defined by

bYYp;a ¼ bFF
21

p ðaÞ; ð2Þ

where bFFpðtÞ is the Hájek (1971) estimator defined by

bFFpðtÞ ¼
1

bNN i[s

X 1

pi

dð yi # tÞ ð3Þ

with bNN ¼
P

i[s p
21
i , where pi denotes the first-order inclusion probability of unit i.

A wide range of estimators exists for the distribution function Fð�Þ, some of which use

auxiliary information (see Section 2).

The proposed approach consists in inverting the distribution function at baa reg rather than

at a. The quantity baa reg, defined in (19), takes the auxiliary information into account. The

proposed estimators can be justified by using a transformation of the variable of interest.

The proposed estimators depend on the first-order inclusion probabilities. The proposed

estimators can be calculated even if we only know the auxiliary variables for the sampled

units, as long as the population quantile of the auxiliary variable is known.

In Section 2, we define estimators of the distribution function that can be found in

the literature, and which can be used to estimate a quantile. In Section 3, we introduce

the proposed estimators for a quantile. In Section 4, we give regularity conditions under

which the proposed estimators are consistent. In Section 5, we compare the

proposed estimators with alternative estimators via simulation. We also investigate the

empirical properties of a bootstrap variance estimator. This article concludes with some

discussions in Section 6.

2. Estimators of Quantiles

An exhaustive review of estimators of the distribution function and quantiles can be found

in Dorfman (2009).
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By substituting the design weights in (3) with calibration weights, we obtain the

following naı̈ve estimator

bFFwðtÞ ¼
1

bNNw i[s

X

widð yi # tÞ; ð4Þ

where bNNw ¼
P

i[s wi. The wi denote the regression weights calibrated with respect to the

population total of the auxiliary variable. The estimator of Ya based on these calibration

weights is given by bYYw;a ¼ bFF
21

w ðaÞ.

The model-based estimator of the distribution function suggested by Chambers and

Dunstan (1986) is based on the following heteroscedastic regression model

yi ¼ bxi þ n ðxiÞui; ð5Þ

where b is an unknown parameter, n ðxiÞ is a known function of x and the ui are

independent and identically distributed random variables with zero mean. The distribution

function estimator proposed by Chambers and Dunstan (1986) is

bFFcdðtÞ ¼
i[s

X

dð yi # tÞ þ
1

nj[U2s

X

i[s

X

d uni #
t 2 bnxj

n ðxjÞ

� �

2

4

3

5; ð6Þ

with

bn ¼
i[s

X x2
i

n2ðxiÞ

2

4

3

5

21

i[s

X yixi

n2ðxiÞ
; uni ¼

yi 2 bnxi

nðxiÞ
:

The Chambers and Dunstan (1986) estimator of Ya is given by bYYcd;a ¼ bFF
21

cd ðaÞ.

Rao et al. (1990) proposed the following estimator

bFF
†

rkmðtÞ ¼
1

N i[s

X

p21
i dð yi # tÞ þ

i[U

X

bGiGiðtÞ2
i[s

X

p21
i
bGGicðtÞ

0

@

1

A

8

<

:

9

=

;

with

bGGiðtÞ ¼
1

bNN j[s

X 1

pj

d buuj #
t 2 bRRxi

x
1=2
i

 !

;

bGGicðtÞ ¼
j[s

X pi

pij

0

@

1

A

21

j[s

X pi

pij

d buuj #
t 2 bRRxi

x
1=2
i

 !

2

4

3

5;

buuj ¼
yj 2 bRRxj

x
1=2
j

; bRR ¼
i[s

X xi

pi

2

4

3

5

21

i[s

X yi

pi

;
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where pij denotes the joint inclusion probability for the units i and j. Since the estimator
bFF

†

rkmðtÞ is not always a monotone nondecreasing function, Rao et al. (1990) proposed to use

the following estimator

bFFrkmðtÞ ¼ max eFFrkmð yði ÞÞ : yði Þ # t
� �

; ð7Þ

where the yði Þ’s are the order statistics of the sample yi; i [ sf g and eFFrkmð yði ÞÞ is defined by

the following recursive formula

eFFrkmð yði ÞÞ ¼ max eFFrkmð yði21ÞÞ; bFF
†

rkmð yði ÞÞ
n o

;

with eFFrkmð yð1ÞÞ ¼ bFF
†

rkmð yð1ÞÞ. The Rao et al. (1990) estimator of Ya is given by

bYYrkm;a ¼ bFF
21
rkmðaÞ.

Silva and Skinner (1995) proposed the following estimator based on poststratification

bFFpsðtÞ ¼
1

N

X
G

g¼1

Ng

bNNg i[s

X 1

pi

dð yi # tÞdði [ UgÞ; ð8Þ

where U1; : : : ;UG are G poststrata partitioning the population, Ng is the size of Ug and

bNNg ¼
P

i[sg
p21

i , with g ¼ 1; : : : ;G. The estimator of Ya is given by bYYps;a ¼ bFF
21

ps ðaÞ.

When the population quantile Xa of an auxiliary variable is known, Rao et al. (1990)

proposed the following ratio estimator of Ya

bYYr;a ¼
bYYp;a

bXXp;a

Xa; ð9Þ

where bYYp;a and bXXp;a are respectively the Hájek estimators of Ya and Xa (see (2)). Rao et al.

(1990) also proposed a difference estimator and showed that bYYr;a has a smaller mean

square error than the difference estimator.

Harms and Duchesne (2006) proposed an estimator of the distribution function based on

a calibration constraint specified by the quantile of an auxiliary variable. This estimator is

denoted by bYYcal;a.

Note that the estimators bYYcd;a, bYYrkm;a and bYYps;a assume that the auxiliary variable is

known for all the units of the population, whereas estimators bYYr;a and bYYcal;a only require

the knowledge of Xa.

3. Proposed Estimators for a Quantile

The proposed estimators are based upon the following idea, which can be illustrated for a

median: if the distribution of the variable of interest is such that the mean equals the

median, the median could be estimated by using an estimator for the mean. We propose to

transform the variable of interest in such a way that the median equals the mean for the

transformed variable. If the transformation is monotone increasing, the median of

the variable of interest can be estimated by inverting the estimate for the mean of the

transformed variable. This method can also be extended to the estimation of any quantile.

The proposed estimators are given by (18) and (20) in Subsection 3.3. In order to justify
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this approach, it is necessary to transform the variable (Subsection 3.1) and to use a

regression estimator (Subsection 3.2).

3.1. A Transformation of the Variables

We propose to transform the variable of interest such that the distribution of the

transformed variable is approximately symmetric. Consider the midpoint distribution

function F +ð�Þ (Nygård and Sandström 1985) defined by

F +ð yÞ ¼
1

2
½Fð y2Þ þ Fð yÞ�: ð10Þ

The quantity Fð y2Þ is the left-hand limit, that is, Fð y2Þ ¼ limt!y 2 FðtÞ. Alternatively,

F +ð yÞ ¼ N 21
P

i[U ½dð yi , yÞ þ 0:5dð yi ¼ yÞ�. Note that 0 , F +ð yiÞ , 1 for all i [ U.

If the population quantile Ya is the parameter of interest, we consider the following

transformed values

y*
a;i ¼ Cð yiÞ þ zk; ð11Þ

where Cð yiÞ ¼ f21ðF +ð yiÞÞ and f21ð�Þ is the inverse of the cumulative distribution

function fð�Þ of a normal N(0, 1); that is,

fð yÞ ¼
1

ð2pÞ1=2

ðy

21

exp
2t 2

2

� �

dt:

The quantity zk ¼ f21ðkÞ is the k-th quantile of a normal N(0, 1) distribution, with

k ¼ ðdaNe 2 0:5Þ=N. Note that k can be approximated by a for large populations, as

k ! a when N ! 1. The quantity a is the level of the quantile Ya considered.

In the definition of Cð yiÞ, we use (10) instead of F(t) because the function f21ð�Þ is not

defined on 0 and 1. Note that the transformation Cð yiÞ does not depend on the choice of a.

This function maps the quantiles of the distribution of y with the quantile of the standardised

normal distribution N(0, 1). Note that Cð yiÞ can be estimated with or without auxiliary

variables.

The following Lemma gives the relationship between the population quantile Ya and the

following population mean of the transformed variable

Y
*
a ¼

1

N i[U

X

y*
a;i:

Lemma 1 We have that Ya ¼ C21ðY
*
aÞ, where the function C21ð�Þ is the inverse of

function Cð�Þ defined in (11)

The proof is given in Appendix A.

The transformed values in (11) depend on population values, which would need to be

estimated. We propose to estimate y*
a;i by its substitution estimator given by

byy*
a;i ¼

bCCð yiÞ þ zk;

Berger and Muñoz: Estimating Quantiles Using Auxiliary Information 105

Unauthenticated
Download Date | 3/24/15 9:23 AM



where bCCð yiÞ ¼ f21ðbFF +ð yiÞÞ. The function bFF +ð�Þ is the empirical midpoint estimator of the

distribution function (10). This estimator is given by

bFF+ð yÞ ¼
1

2
½bFFð y2Þ þ bFFð yÞ�; ð12Þ

where bFFð�Þ is a consistent estimator of Fð�Þ. In this article, we propose to use the Hájek-type

estimator (3) in (12). However, we could use (6), (7) or (8) instead of (3). This may give a

more efficient estimator.

The auxiliary variable may be transformed in the same way. When the values xi are

known for the entire population, we propose to use the following transformation.

x*
a;i ¼ CxðxiÞ þ zk; ð13Þ

where CxðxiÞ ¼f21ðF+
xðxiÞÞ, F+

xðxÞ ¼ ½Fxðx
2Þ þ FxðxÞ�=2 and FxðtÞ ¼N 21

P

i[U dðxi # tÞ:

Note that the values of x*
a;i cannot be calculated if we only know the sampled values of the

auxiliary variable, as the function Fxð�Þ is unknown in this situation. If this is the case, we

propose the transformation

bxx*
a;i ¼

bCCxðxiÞ þ zk; ð14Þ

where bCCxðxiÞ ¼ f21ðbFF
+

xðxiÞÞ and bFF
+

xðxÞ ¼ ½
bFFxðx

2Þ þ bFFxðxÞ�=2. The function bFFxð�Þ may be

any estimator of the distribution function FxðtÞ. In this article, we propose to use the Hájek

(1971) estimator of Fxð�Þ (see (3)).

3.2. The Regression Estimator

We propose to estimate Y
*
a using a regression estimator (e.g. Cassel et al. 1976, 1977),

which uses the auxiliary information. This estimator is defined by

�y*
reg;a ¼ �y*

a þ
bbbx X

*
a 2 �x*

a

� �

; ð15Þ

where �y*
a ¼ N 21

P

i[s p
21
i byy

*
a;i, X

*
a ¼ N 21

P

i[U x*
a;i, �x

*
a ¼ N 21

P

i[s p
21
i x*

a;i, with

bbbx ¼
i[s

X 1

piq
2
i

x*
a;i 2 �x*

a

� 	2

2

4

3

5

21

i[s

X 1

piq
2
i

x*
a;i 2 �x*

a

� 	

byy*
a;i 2 �y*

a

� 	

: ð16Þ

Note that the regression estimator �y*
reg;a assumes that the auxiliary variable is known for

the entire population. When we only know the values of the auxiliary variable for the

sampled units, we propose to use the following regression estimator instead of (15):

�y*
regS;a ¼ �y*

a þ
~bx
bXX

*

a 2 bxx*
a

� �

; ð17Þ

where bxx*
a ¼ N 21

P

i[s p
21
i bxx

*
a;i and bbbx is given by (16) after substituting x*

a;i by bxx*
a;i.

The control mean in (17) can be obtained as

bXX
*

a ¼
bCCxðXaÞ�

This implicitly assumes that we know Xa. The Estimator (9) and the estimator proposed by

Harms and Duchesne (2006) are also based on this assumption.
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We can observe that the estimators �y*
reg;a and �y*

regS;a are based upon a single auxiliary

variable. The proposed regression estimators can be easily extended to several auxiliary

variables (e.g. Särndal et al. 1992, 225). For this purpose, the various auxiliary variables

may be transformed by using the transformations (13) or (14) suggested for the variable x.

3.3. The Proposed Estimators

Based on Lemma 1, we propose to estimate the quantile Ya by

bYYreg;a ¼ bCC
21 y*

reg;a

� �

: ð18Þ

As bCC21ð yÞ ¼ bFF+21ðfð yÞÞ, an alternative expression for the proposed estimator is

bYYreg;a ¼ bFF
+21ðbaaregÞ; ð19Þ

where baareg ¼ f y*
reg;a

� �

. This estimator consists in inverting a midpoint distribution

function bFF+ð�Þ at the value baareg, which is adjusted to take into account the auxiliary

variable. Note that if we invert the midpoint distribution function (12) at the value a and if

we use the estimator (3), we obtain an estimator which is approximately equal to the

Hájek-type estimator (2) when bFF+ð�Þ is given by (3).

When we only know the values of the auxiliary variable for the sampled units and when

the population quantile Xa is known, we propose to use a different estimator given by

bYYregS;a ¼ bCC
21 y*

regS;a

� �

¼ bFF+21ðbaa regSÞ; ð20Þ

where baa regS ¼ f y*
regS;a

� �

and y*
regS;a is defined by (17).

The proposed estimators are not affected by outliers, because byy*
a;i and x*

a;i are implicitly

based upon the ranks of y and x (see (11)). Note that bYYreg;a ¼ Xa when yi ¼ xi. The

efficiency of the proposed estimators depends on the correlation between y*
i and x*

i rather

than the correlation between yi and xi.

It is worth investigating some properties of the Estimator (19) under equal probability

sampling (pi ¼ n=N). In this case, it can be shown that

y*
reg;a � zk 2 bbbx

1

n i[s

X

CxðxiÞ:

Thus, �y*
reg;a increases monotonically whena increases, because zk is a monotone function of

a, and bbbx and CxðxiÞ do not depend on a. Hence, bYYreg;a1
# bYYreg;a2

when a1 # a2. This is a

desirable property of an estimator of a quantile. Provided that bbbx . 0, we have that baareg . a

when
P

i[s CxðxiÞ is negative; that is, when the sample contains small xi values. In this case,

the estimate based on a (e.g. (2) with (3)) is likely to have a negative error. By using a level

baa reg larger that a, we should reduce this error. Furthermore, as the adjustment,

bbbxn21
P

i[s CxðxiÞ, does not depend on a, the proposed estimators are likely to be good for

some a, but not for any a. The simulation study in Section 5 investigates this features.

The rescaled bootstrap variance estimator (Rao et al. 1992) can be used to estimate the

variance of the proposed estimators. A confidence interval for the point estimator can be
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also computed using the rescaled bootstrap confidence interval (the histogram approach).

In Subsection 5.1, we evaluate the empirical performance of this variance estimator and

this confidence interval.

4. Design Consistency

Consider the following regularity conditions:

jbYYa 2 Yaj ¼ Opðn
21=2Þ; ð21Þ

�y*
reg;a 2 Y

*
a

















 ¼ Opðn
21=2Þ� ð22Þ

Conditions (21) and (22) mean that bYYa and �y*
reg;a are

ffiffiffi

n
p

-consistent. Isaki and Fuller (1982)

and Robinson and Särndal (1983) gave conditions under which (22) holds. Francisco and

Fuller (1991) established the consistency of bYYa. Furthermore, the fact that the y*
a;i can be

considered as values generated from a normal distribution speaks in favour of (22).

As bFF+21ð�Þ is a nondifferentiable function, we need to assume that this function

converges to a differentiable function in order to prove the consistency. We assume that

there exists a quantile function Qð�Þ which is twice differentiable, and such that

jej,oðn 21=2Þ

sup jbFF+21ðaþ eÞ2 bFF+21ðaÞ2 Qðaþ eÞ þ QðaÞj ¼ opð1Þ: ð23Þ

This condition can be justified by Bahadur (1966) Lemma (see also Serfling 1980, Lemma

E, p. 97).

Theorem 1 Under assumptions (21), (22) and (23), the proposed estimator bYYreg;a is
ffiffiffi

n
p

-consistent, as jbYYreg;a 2 Yaj ¼ Opðn
21=2Þ.

The proof of Theorem 1 is given in the Appendix B. In addition, bYYreg;a is asymptotically

unbiased when jbYYreg;a 2 Yaj is uniformly bounded, as in this situation, the convergence in

probability of bYYreg;a to Ya implies that the expectation of bYYreg;a converges to Ya (Lehmann

1999, 53).

It can be shown that the second estimator (20) is also consistent by assuming that (22)

holds for �y*
regS;a.

5. Simulation

In this section, the proposed estimators bYYreg;a and bYYregS;a (see (18) and (20)) are compared

numerically with alternative estimators described in Section 2. The alternative estimators

considered are: bYYp;a (see (2)), bYYw;a (see (4)), bYYcd;a (Chambers and Dunstan 1986), bYYrkm;a

(Rao et al. 1990), bYYps;a (Silva and Skinner 1995), bYYr;a (see (9)) and bYYcal;a (Harms and

Duchesne 2006).

The proposed Estimators (19) and (20) are based on the midpoint distribution function

(12), which could be based on any estimator of Fð�Þ. For example, we can use the

Estimators (3), (6), (7) or (8). The Estimators (6), (7) and (8) use auxiliary information and

are therefore expected to be more accurate than (3). In our simulation study, we considered

the worst-case scenario when the proposed estimators are based upon the Hájek-‘type’
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distribution function bFFpðtÞ defined by (3). In terms of simplicity, the proposed estimators

should be obviously based upon (3).

The simulation study is based on several populations which are briefly described as follows.

The sugar population consists of N ¼ 338 sugar cane farms where y denotes the gross value of

canes and x is the total cane harvested. The sugar population was used by Chambers and

Dunstan (1986), Rao et al. (1990) and Silva and Skinner (1995). The population of

municipalities (Särndal et al. 1992, 652) consists of N ¼ 284 municipalities, where the

variable of interest is the population size of the municipalities in 1985. We considered two

auxiliary variables: (i) the number of conservative seats in municipal council (population

MUN-1); and (ii) the total number of seats in municipal council (population MUN-2). We

considered the Hansen et al. (1983) population (population HMT), which is N ¼ 14,000 units

generated from a bivariate gamma population (see also Rao et al. 1990). Finally, the last

population is based on a random subset of N ¼ 2,000 individuals from the 2012 Spanish

Statistics on Income and Living Conditions (ES-SILC) Survey (Eurostat 2012). The ES-SILC

provides information on income, poverty, social inclusion and living conditions for a sample

of households and individuals. We considered the equivalised net income as the variable of

interest and the tax on income contributions as the auxiliary variable. A brief descriptive

analysis of the various populations is given in Table 1.

For each simulation, 1,000 samples were selected to compute the empirical relative bias

RB ¼ ðE½bYYa�2 YaÞ=Ya and the empirical relative root mean square error RRMSE ¼

MSE½bYYa�
1=2=Ya of an estimator bYYa, where E½�� and MSE½�� denote respectively the

empirical expectation and mean squared error. Simple random sampling and stratified

random sampling were used to select the samples. The population quantiles Y0.05, Y0.25,

Y0.5, Y0.75, and Y0.95 are the parameters of interest.

Table 2 reports the empirical relative bias (RB) under simple random sampling. The

RBs of the proposed estimators are of a reasonable range compared with the RBs of the

alternative estimators, which can be larger than 10 percent in some cases. With the MUN-1

and MUN-2 populations, some estimators of Y0.25 can have a large positive RB. Note that

the proposed estimators tend to have large RB when the skewness of y is large and a is

small or large. With a ¼ 0.05 or 0.95, the proposed estimators and the alternative

estimators can have large positive RB, especially when a ¼ 0.95. For example, this is the

case of the estimator bYYcal;a for the Sugar, MUN-1 and MUN-2 populations and when

a ¼ 0.95. The simulation results indicate that the estimator bYYcal;a can be severely biased.

The estimators bYYw;a and bYYp;a have similar RBs. Studies from the existing literature

Table 1. Descriptive statistics of the variables of interest of the populations considered: r is the population

correlation coefficient between y and x, r * is the population correlation coefficient between y * and x *, and gy and

gx are respectively the population skewness coefficients of y and x.

Pop. Y0.05 Y0.25 Y0.5 Y0.75 Y0.95 r r* gy gx

Sugar 34886 57585 80009 117159 204745 0.89 0.84 2.4 2.3
MUN-1 6 10 16 31 84 0.61 0.70 8.2 1.2
MUN-2 6 10 16 31 84 0.69 0.87 8.2 1.4
ES-SILC 13368 17970 22000 27700 42524 0.69 0.62 1.8 3.1
HMT 0.55 1.25 2.23 3.86 7.53 0.76 0.78 2.0 1.4
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(Dorfman 2009) indicate that the Chambers and Dunstan estimator, bYYcd;a, can have a large

bias. This estimator is based on a superpopulation model. Dorfman (2009) indicates that

when the superpopulation model holds, this estimator tends to be very accurate. When the

super population model does not hold, the estimator has an inevitable bias. This is the

reason why we observe a large RBs for this estimator in Table 2. The large RB corresponds

to situations when the superpopulation model does not hold.

The efficiency of the estimators is measured by the empirical relative root mean square

errors (RRMSE) which are reported in Table 3. We observe that the proposed estimators

perform well in all situations expect when a ¼ 0.95. However, we observe that the

alternative estimators also have large RRMSE in this situation. Note that the proposed

estimators are based upon the Hájek distribution function (3). We notice a clear

Table 3. RRMSE (%) of estimators of Ya under simple random sampling.

Population a bYYp;a
bYYw;a

bYYcd;a
bYYps;a

bYYrkm;a
bYYreg;a

bYYr;a
bYYcal;a

bYYregS;a

Sugar 0.05 17.7 17.7 15.0 18.2 16.4 18.1 16.6 17.8 18.6
(n ¼ 30) 0.25 11.6 12.5 6.6 9.7 9.2 9.3 10.7 9.4 9.4

0.50 12.0 11.2 9.8 9.6 9.3 9.4 10.6 10.4 10.5
0.75 14.3 13.1 15.3 10.9 10.3 11.4 11.2 12.6 12.5
0.95 26.0 22.1 54.9 27.8 31.7 42.6 17.8 35.3 51.3

Sugar 0.05 13.8 13.1 12.9 12.5 12.2 12.1 14.0 12.6 12.9
(n ¼ 60) 0.25 8.2 8.0 4.6 6.2 6.2 6.3 7.7 6.2 6.4

0.50 8.3 7.6 6.0 6.5 6.1 6.2 7.3 7.0 7.1
0.75 8.9 7.7 7.3 6.4 5.9 6.6 7.0 6.9 6.8
0.95 12.4 12.0 29.0 14.3 13.7 18.2 12.9 27.1 28.1

MUN-1 0.05 19.5 19.5 33.3 17.8 19.1 18.3 25.9 18.2 18.7
(n ¼ 50) 0.25 12.2 12.1 13.3 14.0 12.0 14.0 18.7 15.8 18.4

0.50 14.8 15.5 34.7 15.2 13.3 13.3 14.1 14.4 13.0
0.75 17.1 15.3 29.5 14.9 12.4 17.8 14.0 14.4 13.5
0.95 29.6 29.4 55.7 33.8 38.7 52.7 29.2 92.4 92.2

MUN-2 0.05 18.6 18.6 21.4 22.5 18.2 17.3 18.2 19.4 16.8
(n ¼ 50) 0.25 12.7 12.7 23.8 23.0 11.1 13.8 12.9 25.7 19.1

0.50 14.4 14.9 22.5 26.1 12.3 11.9 12.4 12.6 11.0
0.75 16.7 16.3 15.4 26.0 13.2 12.1 13.1 32.6 15.3
0.95 28.0 28.0 26.7 77.9 28.0 58.4 23.7 76.9 83.7

HMT 0.05 11.7 11.5 55.1 11.3 12.1 11.4 19.6 11.8 12.7
(n ¼ 200) 0.25 8.0 7.6 6.0 6.5 6.2 6.5 7.7 8.0 6.9

0.50 7.5 6.8 11.2 5.9 5.8 5.9 6.4 7.5 6.3
0.75 7.2 6.3 11.9 5.7 5.5 5.7 6.4 7.2 6.1
0.95 9.9 9.1 11.9 9.6 8.9 9.9 9.3 9.9 11.0

ES-SILC 0.05 8.3 8.1 11.4 7.8 7.8 7.9 8.4 8.1 9.1
(n ¼ 100) 0.25 3.7 3.6 4.4 3.4 3.3 3.4 3.9 3.6 3.6

0.50 4.0 3.8 2.7 3.3 3.3 3.3 3.8 3.6 3.6
0.75 4.7 4.2 6.1 4.0 3.6 3.8 4.7 4.1 4.1
0.95 10.6 10.1 18.7 10.4 10.2 11.3 11.0 10.5 12.8
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improvement between the proposed estimators and the Hájek estimator (2), because the

RRMSEs of the proposed estimators are usually smaller than the RRMSEs of the Hájek

estimator bYYp;a. In other words, there is a clear improvement when using baareg instead of a,

except when a ¼ 0.95 and 0.25 with the MUN-1 and MUN-2 populations. The proposed

estimators can be more efficient than the alternative estimators, especially when a ¼ 0.50

and 0.75. We also observe that bYYreg;a is generally more efficient than bYYregS;a.

We also conducted another series of simulations using stratified simple random

sampling. The conclusions derived from this simulation study are similar. The results of

this simulation study are not presented in this article.

We now investigate the conditional relative biases of the proposed estimator bYYreg;a

given the sample means of the auxiliary variable. For this purpose, the 1,000 selected

samples were ordered according to the mean of the auxiliary variable. Then this ranking

was used to create 20 groups of 50 observations each. Conditional relative biases were

then obtained by calculating the RB for each of the 20 groups.

Figure 1 displays the conditional relative biases of the estimators of the first quartile under

simple random sampling from the Sugar population. We observe that the Hájek-type

estimator clearly exhibits the worst conditional performance with a linear trend as the group

mean of x increases. The conditional RB of the proposed estimator and the Rao et al. (1990)

estimator does not seem to be correlated with the group mean of x. The Rao et al. (1990)

estimator has a bias which is slightly smaller than the bias of the proposed estimator. Figure 2

displays the conditional relative biases of the estimators of the median under simple random

sampling from the MUN-1 population. The conditional relative bias of the proposed estimator

and the Rao et al. (1990) estimator does not seem to be correlated with the group mean of x.
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Fig. 1. Conditional relative biases (%) of estimates of Y0.25 under simple random sampling from the sugar

population when n ¼ 30.
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The proposed estimator is biased and bYYrkm;a is approximately unbiased. This explains

why bYYrkm;a shows under- and overestimation in Figures 1 and 2, otherwise bYYrkm;a would

not be approximately unbiased. We observe an overestimation for all groups of mean for

the proposed estimator, because this estimator has a small non-negligible bias.

The proposed transformation-based approach seems to perform well for estimating

the central quantiles. In particular, results derived from simulation studies indicate that the

proposed estimators have a good performance for the median. In this situation, the proposed

estimators clearly outperform the Hájek estimator, especially when the conditional bias is

taken into consideration. In addition, the proposed estimators perform well if they are

compared to the various existing methods. For instance, although the proposed estimators

can be slightly biased, they seem more efficient than the simpler alternatives bYYr;a (the ratio

estimator) and bYYcal;a (Harms and Duchesne 2006). The values of RRMSE of the proposed

estimators are comparable to the values of RRMSE of the more sophisticated estimator
bYYrkm;a (Rao et al. 1990). These conclusions hold also in the situation where only population

quantiles of the auxiliary variable are known. However, the proposed estimators can have

large biases for the tail quantiles, specially when a ¼ 0.95. In this situation, the Hájek

estimator appears more robust compared to all the more complex approaches.

5.1. Variance Estimation and Confidence Intervals

We propose to estimate the variance of the proposed point estimators using the rescaled

bootstrap variance estimator (Rao et al. 1992). Rao and Wu (1988) showed that the

rescaled bootstrap variance estimator is a consistent estimator for the variance when the
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Fig. 2. Conditional relative biases (%) of estimates of Y0.5 under simple random sampling from the MUN-1

population when n ¼ 200.
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sampling fraction is small. A confidence interval can be computed using the rescaled

bootstrap confidence interval (the histogram approach). In this section, we evaluate the

empirical performance of this variance estimator and this confidence interval. A set of

10,000 independent simple random samples were selected.

We used the ES-SILC and HMT populations defined in Section 5. In addition, we used

artificial populations with variables of interest generated from log-normal distributions.

Auxiliary variables correlated with the variable of interest are randomly generated. We

consider the following correlation coefficients: 0.5, 0.7 and 0.9. The sample size

considered is n ¼ 200. The sampling fractions considered are n=N ¼ 0:01; 0:014 and 0.05.

In Table 4, we have the empirical relative biases of the rescaled bootstrap variance

estimator. We observe larger relative biases when the sampling fraction is 0.05. The bias

does not seem to be affected by the correlation or the level a. In Table 5, we have the

Table 4. Empirical relative bias (%) of the rescaled bootstrap variance estimators under simple random

sampling when n ¼ 200. The column r gives the correlation between the auxiliary variable and the variable of

interest.

a ¼ 0.25 a ¼ 0.50 a ¼ 0.75

Population r
n

N
bYYreg;a

bYYregS;a
bYYreg;a

bYYregS;a
bYYreg;a

bYYregS;a

ES-SILC 0.69 0.01 8.0 7.3 12.6 9.5 18.0 18.9
0.05 13.3 11.7 24.4 23.8 14.8 11.9

Log-Normal 0.50 0.01 13.1 11.0 5.6 5.4 6.1 0.6
0.05 23.0 17.6 18.4 16.8 12.9 10.5

0.70 0.01 2.1 6.7 14.4 12.0 8.4 6.5
0.05 17.5 10.5 15.1 13.3 14.2 18.2

0.90 0.01 4.4 10.7 3.4 8.1 17.8 12.6
0.05 22.4 20.6 17.4 19.8 28.9 24.5

HMT 0.76 0.014 8.0 16.9 7.4 4.1 7.5 9.5

Table 5. Coverage rates (%) of the 95 percent rescaled bootstrap confidence interval (the histogram approach)

under simple random sampling when n ¼ 200.The column r gives the correlation between the auxiliary variable

and the variable of interest.

a ¼ 0.25 a ¼ 0.50 a ¼ 0.75

Population r
n

N
bYYreg;a

bYYregS;a
bYYreg;a

bYYregS;a
bYYreg;a

bYYregS;a

ES-SILC 0.69 0.01 94.6 94.7 93.8 93.7 94.5 93.9
0.05 94.6 94.9 95.8 95.9 95.1 95.2

Log-Normal 0.50 0.01 96.0 95.7 94.7 94.4 93.7 93.4
0.05 96.2 96.4 95.7 95.6 96.3 96.4

0.70 0.01 95.7 96.4 96.9 96.1 95.3 94.7
0.05 97.2 97.1 96.2 94.9 95.2 95.5

0.90 0.01 95.4 96.0 94.2 94.9 96.4 95.7
0.05 95.7 95.5 96.0 96.4 95.3 95.8

HMT 0.76 0.014 93.3 94.8 94.3 93.5 94.6 94.3
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observed coverage rates of the 95 percent rescaled bootstrap confidence interval. All the

coverages observed are close to the nominal level of 95 percent. Based on this limited

simulation study, it seems preferable to consider bootstrap confidence intervals rather than

bootstrap variance, when measuring the accuracy of the proposed estimators.

6. Discussion

The proposed estimators are based on a regression estimator of the population mean,

which is a technique widely used with survey data. The proposed approach can be applied

to many standard surveys. It can be implemented with multistage sampling designs, as the

proposed estimators are based upon first-order inclusion probabilities and a regression

estimator. Alternative estimators proposed by Chambers and Dunstan (1986) and Rao et al.

(1990) can be slightly more accurate than the proposed estimators. However, in order to

compute these alternative estimators, it is necessary to know the auxiliary variable for the

entire population. The Rao et al. (1990) estimator also requires the joint inclusion

probabilities, which can be unknown. The proposed estimators are computationally

simpler because they are free of joint inclusion probabilities, they are based on a regression

estimator and they can be computed when the auxiliary variable is unknown for the

nonsampled units. When the joint inclusion probabilities are known, the accuracy of the

proposed estimators can also be improved by inverting the Rao et al. (1990) estimator of

the distribution function (or any other estimators) rather than the Hájek-type estimator of

the distribution function.

We have considered a regression estimator to take the auxiliary information into

account. Other type of estimators based upon auxiliary information (Huang and Fuller

1978:, Deville and Särndal 1992) can also be used instead of a regression estimator.

The proposed estimators can also be generalised to several auxiliary variables, since a

regression estimator can be easily extended to accommodate this situation. In this article,

the auxiliary variables are used to calibrate toward a population mean. This approach can

be extended to calibration towards more complex population quantities such as means,

quantiles, or variances (e.g. Owen 1991, Chaudhuri et al. 2008, Lesage 2011).

Chen and Wu (2002) proposed a pseudoempirical likelihood approach for estimating

quantiles with auxiliary variables. Berger and De la Riva Torres (2015) proposed an

empirical-likelihood approach for estimating quantiles with auxiliary variables. Empirical

(and pseudoempirical) likelihood approaches are well suited for the estimation of quantiles

with auxiliary variables, especially for the calculation of confidence intervals. It would be

interesting to investigate how an empirical-likelihood approach could be used to derived

confidence intervals for the proposed approach.

Appendix A: Proof of Lemma 1

We have that

Y
*
a ¼

1

N i[U

X

y*
a;i ¼

1

N i[U

X

f21ðF +ð yiÞÞ þ zk; ð24Þ

F +ð yiÞ ¼ Ri; ð25Þ
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where Ri ¼ N 21ðrankð yiÞ2 0:5Þ and rankð yiÞ is the rank of observation yi in the

population and f21ð�Þ is the quantile function of a N(0, 1) distribution. By substituting (25)

into (24), we have that

Y
*
a ¼

1

N i[U

X

f21ðRiÞ þ zk ¼
1

N
ðS,0:5 þ S.0:5 þ S0:5Þ þ zk ð26Þ

with

S,0:5 ¼
i[U

X

f21ðRiÞdðRi , 0:5Þ;

S.0:5 ¼
i[U

X

f21ðRiÞdðRi . 0:5Þ;

S0:5 ¼
i[U

X

f21ðRiÞdðRi ¼ 0:5Þ:

It is clear that S0:5 ¼ 0. Consider a unit i such that rankð yiÞ , ðN þ 1Þ=2. This implies that

Ri , 0:5. Thus

S,0:5 ¼
r,ðNþ1Þ=2

X

f21ððr 2 0:5Þ=NÞ; ð27Þ

S.0:5 ¼
r,ðNþ1Þ=2

X

f21ððN 2 r þ 1 2 0:5Þ=NÞ

¼
r,ðNþ1Þ=2

X

f21ð1 2 ðr 2 0:5Þ=NÞ: ð28Þ

Substituting (27) and (28) into (26), we obtain

Y
*
a ¼

1

N
r,ðNþ1Þ=2

X

f21ððr 2 0:5Þ=NÞ þ f21ð1 2 ðr 2 0:5Þ=NÞ
� �

þ zk: ð29Þ

As the normal distribution is symmetric, we have that f21ð pÞ ¼ 2f21ð1 2 pÞ. Hence the

sum in (29) equal zero. This implies that

Y
*
a ¼ zk: ð30Þ

As F +ðYaÞ ¼ N 21ðrankðYaÞ2 0:5Þ, rankðYaÞ ¼ daNe, and k ¼ N 21ðdaNe 2 0:5Þ, we have

that

F +ðYaÞ ¼ k: ð31Þ

We also have that

F +ðYaÞ ¼ fðf21ðF +ðYaÞÞÞ ¼ fðCðYaÞÞ: ð32Þ

Equations (31) and (32) imply that

fðCðYaÞÞ ¼ k: ð33Þ
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As zk is the kth quantile of a normal N(0, 1) distribution, we have that fðzkÞ ¼ k, which

combined with (33) gives

fðzkÞ ¼ fðCðYaÞÞ�

The last expression implies

zk ¼ CðYaÞ; ð34Þ

as fð�Þ is a bijective function. Combining (30) with (34), we have that CðYaÞ ¼ Y
*
a.

The Lemma follows.

Appendix B: Proof of Theorem 1

As fð�Þ is twice differentiable, a first-order Taylor expansion implies that

f �y*
reg;a

� �

2 f Y
*
a

� �

¼ �y*
reg;a 2 Y

*
a

� �

f Y
*
a

� �

þ Op �y*
reg;a 2 Y

*
a



















2
� �

; ð35Þ

where f ð yÞ is the density of a N(0, 1) distribution. Equation (30) implies that

f Y
*
a

� �

¼ fðzkÞ ¼ k. Thus, as k ! a as N ! 1, limN!1f Y
*
a

� �

¼ a and we have that

fð�y*
reg;aÞ2 a ¼ �y*

reg;a 2 Y
*
a

� �

f Y
*
a

� �

þ Opðn
21Þ; ð36Þ

because �y*
reg;a 2 Y

*
a ¼ Opðn

21=2Þ.

As Q(a) is twice differentiable, a first-order Taylor expansion implies that

Q f �y*
reg;a

� �� �

2 QðaÞ ¼ f �y*
reg;a

� �

2 a
� �

Q 0ðaÞ þ Op f �y*
reg;a

� �

2 a


















2
� �

;

where Q0ðaÞ ¼ ›QðaÞ=›a. Assumption (22) and (36) imply that

Q f �y*
reg;a

� �� �

2 QðaÞ ¼ �y*
reg;a 2 Y

*
a

� �

f Y
*
a

� �

Q 0ðaÞ þ Opðn
21Þ; ð37Þ

as f Y
*
a

� �

is bounded. Using assumption (23), Equation (37) implies that

bFF+21 f �y*
reg;a

� �� �

2 bFF+21ðaÞ ¼ �y*
reg;a 2 Y

*
a

� �

f Y
*
a

� �

Q 0ðaÞ þ Opðn
21Þ: ð38Þ

As bFF+21 f �y*
reg;a

� �� �

¼ bYYreg;a and bFF+21ðaÞ ¼ bYYa, equation (38) becomes

bYYreg;a ¼ bYYa þ �y*
reg;a 2 Y

*
a

� �

f Y
*
a

� �

Q 0ðaÞ þ Opðn
21Þ

which implies

bYYreg;a 2 Ya ¼ bYYa 2 Ya þ �y*
reg;a 2 Y

*
a

� �

f Y
*
a

� �

Q 0ðaÞ þ Opðn
21Þ:

Thus, the last expression combined with the conditions (21) and (22) implies that

jbYYreg;a 2 Yaj ¼ Opðn
21=2Þ.
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Statistical Disclosure Limitation in
the Presence of Edit Rules

Hang J. Kim1, Alan F. Karr2, and Jerome P. Reiter3

We compare two general strategies for performing statistical disclosure limitation (SDL)
for continuous microdata subject to edit rules. In the first, existing SDL methods are applied,
and any constraint-violating values they produce are replaced using a constraint-preserving
imputation procedure. In the second, the SDL methods are modified to prevent them from
generating violations. We present a simulation study, based on data from the Colombian
Annual Manufacturing Survey, that evaluates the performance of the two strategies as applied
to several SDL methods. The results suggest that differences in risk-utility profiles across
SDL methods dwarf differences between the two general strategies. Among the SDL
strategies, variants of microaggregation and partially synthetic data offer the most attractive
risk-utility profiles.

Key words: Confidentiality; imputation; survey; synthetic data.

1. Introduction

Public-use microdata offer many benefits, for example, enabling researchers and policy

makers to perform in-depth statistical analyses, students to learn skills in data analysis, and

citizens to understand their society. However, public-use microdata also carry disclosure

risks: intruders who intend to misuse the information may be able to identify respondents or

learn values of sensitive attributes from the public data. Statistical agencies recognize this

risk and typically alter the microdata prior to release using one or more statistical disclosure

limitation (SDL) techniques. Ideally, the SDL reduces disclosure risk to an acceptable level

with low impact on data utility (Willenborg and De Waal 2001; Hundepool et al. 2012).

As collected, microdata often include implausible or impossible values, for example

arising from multiple forms of survey error (Groves 1989) such as reporting and

measurement error. Agencies prefer not to release such faulty values and so undertake a

process usually referred to as “edit and imputation” (De Waal et al. 2011). Agencies

identify faulty values via prespecified constraints, called edit rules or simply edits.
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Examples of edit rules for continuous microdata, such as data from economic censuses or

surveys, include range restrictions (V1 # a), ratio constraints (V1 # bV2), and balance

constraints (V1 þ V2 ¼ V3). When a record fails a set of edits, agencies typically select

some fields to replace with imputed values so that all constraints are satisfied (Fellegi and

Holt 1976).

To date, assessment of disclosure risks and subsequent SDL have been largely

disconnected from edit and imputation in practice. Typically editing is performed by one

organizational unit, which then transfers the data to another unit that performs SDL.

Interaction between the editing and SDL processes is minimal, and sometimes is entirely

absent. Indeed, those performing the SDL may not even be aware of constraints that the

edited data must respect.

The extant literature offers two general strategies for integrating SDL and editing. The

first approach is to apply existing SDL methods and then remove any resulting edit

violations; this is illustrated in Shlomo and De Waal (2005; 2008). Essentially, edit

violations engendered by SDL are treated in the same way as those resulting from

measurement error. The second approach is to use an SDL method that does not produce

edit violations; this is illustrated in Torra (2008). Many SDL methods as typically applied

do not guarantee edit preservation; however, as we illustrate, some SDL methods can be

modified to do so. To our knowledge, these two general strategies have not been compared

in terms of impacts on data quality and disclosure risk.

In this article, we make such comparisons by implementing the strategies for several

SDL procedures for continuous microdata. We apply the procedures to continuous

microdata from the 1991 Colombian Annual Manufacturing Survey. The results of the

simulation suggest that, when both strategies are feasible, there is little difference in the

risk-utility profiles of edit-after-SDL (first approach) and edit-preserving SDL (second

approach) procedures. Indeed, the differences in the profiles across approaches are

swamped by differences among SDL methods. We also discuss the relative merits of the

SDL techniques, although we view the evidence from the simulations as more suggestive

than complete.

The remainder of the article is organized as follows. In Section 2, we describe several

SDL methods and corresponding approaches to generate masked values satisfying edits. In

Section 3, we present results of the simulation study and compare the suggested methods

under a risk-utility framework. In Section 4, we conclude with a discussion of future

research questions.

2. SDL Methods in the Presence of Edit Rules

As in Reiter (2005), let yil be the collected value of variable l for unit i, for l ¼ 0, : : : , p

and i [ D, where D denotes the collected data for the n sampled units. Let yi0 be the

unique unit identifier, which, if it is informative, must be excluded from the final released

data. Suppose that yi ¼ {yi1, : : : ,yip} satisfies all constraints or has been corrected to do so

prior to SDL. For each i [ D, let yi be partitioned as ðyA
i ; y

U
i Þ, where yA

i is a vector of

variables available to intruders in external data files, and yU
i is a vector of variables

unavailable to intruders except in the released data file, Drel. To prevent disclosure, the

agency uses SDL to alter the values of yA
i before releasing Drel. Let ~yA

i denote the masked

Journal of Official Statistics122

Unauthenticated
Download Date | 3/24/15 9:23 AM



values of yA
i , so that Drel after SDL comprises ~yi ¼ ð~y

A
i ; y

U
i Þ for all n records on the file.

For simplicity, we assume that the intruder knows yA
i without any measurement error.

In general, it is challenging for agencies to determine which variables comprise yA
i and

which comprise yU
i . When this distinction is unclear, arguably the agency should treat all

variables as needing disclosure treatment.

2.1. Summary of Selected SDL Methods

In this section, we review the set of SDL methods for continuous microdata that we

employ in our simulation, which includes rank swapping, adding noise, variants of

microaggregation, and partially synthetic data. We describe each method briefly and refer

readers to Hundepool et al. (2012) for further details. Of course, there are more variations

on these methods, as well as additional SDL methods. We do not claim that these are a

subset of best or most appropriate methods for the data at hand; however, they do serve to

help us evaluate the two general strategies for SDL with editing.

Rank swapping (Moore 1996) is a special form of data swapping under which some

attribute values are switched between pairs of similar records. Rank swapping is

implemented as follows. For each variable l in yA
i , we sort {y1l, : : : ,ynl} by its magnitude;

let {y(1)l, : : : ,y(n)l} denote the ordered values. Let 0 , tswap , 100 be a prespecified

parameter. Two cases y(i )l and y( j )l are randomly selected, and then swapped only if

ji 2 jj , ntswap/100. As tswap increases, the intensity of data protection increases but, in

general, the data utility decreases.

Adding noise (Kim 1986; Sullivan and Fuller 1990; Tendick 1991) introduces random

errors to selected values deemed at high risk of disclosure; for example, set ~yA
i ¼ yA

i þ 1i.

A straightforward implementation is to draw random noise from a normal distribution,

1i , Nð0; tnoiseS
A
Þ, where SA is the sample covariance of {yA

1 ; : : : ; y
A
n }. The agency

sets the parameter tnoise to control the intensity of perturbation. To increase data

utility, Shlomo and de Waal (2008) suggest perturbing data within control strata, in

which the agency (i) defines Q subgroups of records {Dq :q ¼ 1, : : : ,Q}, for example,

by grouping records into quintiles of some variable, (ii) generates random noise 1i ,

N
�

mq

�

1 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 2 t2
cnoise

p �

=tcnoise;Sq

�

where mq and Sq are the sample mean and the

sample covariance of records {yA
j : j [ Dq} and 0 , tcnoise # 1 is the parameter to control

the amount of random noise, and (iii) replaces yA
i with ~yA

i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 2 t2
cnoise

p

yA
i þ tcnoise1i.

We refer to this variation as controlled adding noise.

Microaggregation (Defays and Nanopoulos 1993; Domingo-Ferrer and Mateo-Sanz

2002) replaces original values with group averages. Using a clustering algorithm, the

original records yi are partitioned into clusters Gg, each with a fixed size. For each i [ Gg,

we replace yA
i with the group mean ~yA

mic;i ¼
P

k[Gg
yA

k =tmic, where tmic ¼ jGgj, the

cardinality of Gg. Larger cluster sizes result in greater data perturbation. To construct

clusters, one can project data onto a single dimension, for example, using the first principal

component or the sum of z-scores (Fayyoumi and Oommen 2010). Alternatively, one

can find the clusters using a heuristic based on Euclidean distances between records.

For example, in multivariate fixed-size microaggregation (Domingo-Ferrer and
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Mateo-Sanz 2002), the algorithm starts with finding the two records yr and ys farthest

apart. The first cluster contains yr and the tmmic 2 1 records closest to yr, and the second

cluster contains ys and the tmmic 2 1 records closest to ys. The third and fourth clusters are

formed in a similar fashion starting from the two farthest-apart records among the

remaining n 2 2tmmic records. This repeats until fewer than 2tmmic records do not belong

to the clusters. These remaining records form a new cluster.

Oganian and Karr (2006) suggest microaggregation with adding noise, which blends the

clustering and perturbative effects of the two previous techniques. We set ~yA
i ¼ ~yA

mic;i þ di,

where ~yA
mic;i is masked by microaggregation and di , Nð0;S*Þ. Oganian and Karr (2006)

suggest using S* ¼ S
A

2 ~S
A

mic (if this matrix is positive definite, and otherwise a positive

definite approximation to it), where ~S
A

mic denotes the sample covariance of

{~yA
mic;1; : : : ; ~y

A
mic;n}. A variant of the method is using controlled noise with microaggrega-

tion (Shlomo and De Waal 2008): (i) define five subgroups by quintiles Dq where

q ¼ 1, : : : , 5, (ii) partition records i [ Dq into cluster Gq;g with size of tcmic, (iii) replace yA
i

with the group mean ~yA
cmic;i ¼

P

k[Gq;g
yA

k =tcmic, and (iv) produce final masked records by

adding random noise, ~yA
cmicn;i ¼ ~yA

cmic;i þ di where di , Nð0;S*Þ and S* is the difference

between the sample variance of {yA
j : j [ Dq} and the sample variance of {~yA

cmic;j : j [ Dq}.

We refer to this method as controlled microaggregation with adding noise. We note that

the original paper of Shlomo and de Waal (2008) presents microaggregation for data with

balance constraints; our version does not use the balance constraints.

Partially synthetic data (Rubin 1993; Little 1993; Reiter 2003) comprise the original

n records with sensitive values replaced by multiple imputations. The imputations are

generated from models estimated from the original data. The multiple copies enable data

analyses to reflect imputation uncertainty appropriately. The additional data sets also offer

more information for intruders to attempt identifications; see Reiter and Mitra (2009) and

Drechsler and Reiter (2008) for further discussion of this issue.

2.2. Approaches to SDL in the Presence of Edit Rules

Both edit-after-SDL and edit-preserving SDL have potentially appealing features. Edit-

after-SDL allows agencies to use existing SDL procedures and established edit-imputation

procedures, including handling balance edits, without worrying about combining them. This

may facilitate production operations when all edits are done in one step. On the other hand,

edit-preserving SDL can reduce an agency’s workload, since the masked data automatically

satisfy the constraints. We now describe how one can implement these two strategies for the

SDL methods outlined in Subsection 1. We note that, in some settings, it may be possible

to use edit-preserving SDL for some constraints and edit-after-SDL for other constraints

(e.g., Shlomo and De Waal 2008); we do not consider such mixed strategies here.

2.2.1. Approach I: Edit-After-SDL

In this approach, an agency first applies an SDL method to the collected data. Any post-SDL

records that violate the constraints are deleted or “repaired” ex post facto. The agency treats

any SDL-generated edit violations as if they were faulty values. This involves an error
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localization step, for example, using the methods of Fellegi and Holt (1976), followed by

replacing the localized errors with imputations that respect constraints. For example, one

could use sequential regression imputation (Van Buuren and Oudshoorn 1999;

Raghunathan et al. 2001), imputation from joint distributions (Geweke 1991; Tempelman

2007; Coutinho et al. 2011; Kim et al. 2014b), or in some settings hot-deck imputation

(Bankier et al. 1994; Shlomo and De Waal 2005; Coutinho and De Waal 2012; Coutinho

et al. 2013). As examples of this strategy, Shlomo and De Waal (2008) apply several SDL

methods and correct edit-failing records via an edit-imputation procedure based on linear

programming; and Cano and Torra (2011) propose adding random noise followed by

swapping the noise values of edit-failing records until all records pass edit constraints. We

note that neither of these approaches is theoretically guaranteed to preserve all edits.

To implement edit-after-SDL, we propose to use a model-based imputation method

which guarantees that all edit-corrections result in records that lie in the feasible region, for

example, the restricted support of yi that satisfies all inequality constraints. Specifically, we

adopt the multivariate imputation method proposed by Kim et al. (2014b), which is based on

mixtures of multivariate normal distributions and is therefore flexible enough to describe

complex distributional features. Let Y represent the feasible region. Using K . 1 mixture

components – see Kim et al. (2014b) for discussion of setting K – we assume that

f ðyijQ1; : : : ;QKÞ /
X

K

k¼1

wkNðyijmk;VkÞIðyi [ YÞ: ð1Þ

Here, for each of the K mixture components, wk is the probability (or weight) of the

component, ðmk;VkÞ is the component mean vector and covariance matrix, and

Qk ¼ ðwk;mk;VkÞ. After performing SDL, we identify each record with ~yi � Y, blank its

~yA
i , and replace ~yA

i with values generated from the posterior predictive distribution,

f ðyA
i jD;YÞ. We refer readers to the Appendix for the specifications of the prior distributions

and details of Markov chain Monte Carlo (MCMC) steps. We note that the imputation

engine of Kim et al. (2014b) does not automatically extend to handle balance constraints,

although it can be modified to do so (Kim et al. 2014a). We also note that agencies can ensure

only integer values are released by rounding each imputed value to the nearest integer

(we did not do this in our simulation).

2.2.2. Approach II: Edit-Preserving SDL

It is possible to modify some SDL techniques to ensure the masked data satisfy all

constraints. A general strategy is to draw candidate masked values repeatedly until they

satisfy all edit rules. This rejection sampling approach can be readily applied for SDL

methods based on randomization, particularly when edit rules are based on sets of linear

inequalities. For example, an agency that adds noise to variables can generate 1i (or d i )

repeatedly until the drawn ~yi satisfies the edit rules. We note that rejection sampling

approaches can have various negative impacts on data quality. For example, the

distribution of the random noise for points near the boundary of the feasible region is not

likely to be symmetric, which could result in bias. We also note that balance edits can be

difficult to satisfy with rejection sampling.
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For SDL methods not entailing randomization, rejection sampling is difficult to

implement. Rejection sampling is not possible for typical implementations of

microaggregation, since no randomization is involved in microaggregation, except

possibly in clustering heuristics. Rejection sampling is generally inappropriate for

partially synthetic data, since the model itself should account explicitly for the constrained

support (the feasible region). Instead, we use the imputation engine of Kim et al. (2014b),

heretofore used exclusively for missing data, as a synthesizer that guarantees the released

synthetic values satisfy all edit constraints.

3. Simulation Study

We use a subset of 6,521 establishments from the 1991 Colombian Annual Manufacturing

Survey data comprising seven numerical variables: number of skilled employees (SL),

number of unskilled employees (UL), wages for skilled employees (SW), wages for

unskilled employees (UW), value added (VA), material used in products (MU), and capital

(CP). We assume that these records are error-free. As edit rules, we introduce linear

constraints typical of those used to edit business survey data (Winkler and Draper 1996;

Thompson et al. 2001; Hedlin 2003). Table 1 displays the range restrictions, and Table 2

displays the ratio constraints. The introduced constraints are data derived and

hypothetical; they are not actual constraints derived from the domain knowledge of

economic experts.

To simplify presentation, we mask only three of the seven variables – number of skilled

employees, number of unskilled employees, and capital – and leave the remaining

variables unaltered. We work with the natural logarithms of all variables. While not

necessary, this improves computation in the mixture model used for imputations, as the

model needs a smaller number of mixture components. Additionally, log transformations

are often useful in statistical inference models with skewed economic data (Petrin and

White 2011). To avoid new notation, we let yi and ỹi represent the vectors of natural

logarithms of the seven variables in D and Drel, respectively. Thus, yA
i comprises the three

log-transformed values ð yiSL; yiUL; yiCPÞ.

We use the SDL procedures outlined in Section 2 on the log-transformed values yi, using

multiple values of the disclosure parameters when possible. These include adding

noise (Noise) with tnoise [ {0.16, 0.25, 0.36, 0.49}, rank swapping (Swap) with

tswap [ {1, 5, 10}, microaggregation based on principal components clustering (Mic)

Table 1. Description of variables in the 1991 Colombian Annual Manufacturing Survey with data-derived

range restrictions

Variable Label Range restriction

Skilled labor SL 0.9–400
Unskilled labor UL 0.9–1,000
Wages paid to skilled labor SW 300–3,000,000
Wages paid to unskilled labor UW 600–4,000,000
Real value added VA 50–1,000,000
Real material used in products MU 10–1,000,000
Capital CP 5–1,000,000
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with tmic [ {2, 3, 5}, microaggregation based on principal components clustering

followed by adding noise (MicN), and multivariate fixed-size microaggregation (MMic)

with tmmic [ {3, 10, 15, 30}. We also examined variable-size microaggregation (Solanas

and Martnez-Balleste 2006; Domingo-Ferrer et al. 2008); the results were essentially

indistinguishable from MMic with tmmic ¼ 3 and thus are not reported here. We also use

two methods of Shlomo and de Waal (2008), including controlled adding noise (cNoise)

with tcnoise [ {0.10, 0.30, 0.50} and controlled microaggregation with adding noise

based on principal components clustering/subgrouping (cMicN) with tcmic [ {2, 3, 5}.

We generate partially synthetic data (Synt) by replacing all of yA
i with draws from the

model of Kim et al. (2014b). For partially synthetic data, we use only a single draw of the

parameters from a converged Markov chain to generate one realization of Drel; in practice,

we recommend using multiple draws and releasing multiple data sets to enable variance

estimation, provided that doing so does not increase risks unacceptably.

For procedures involving randomness, we generate 20 masked data sets from different

random seeds. For the microaggregation procedures (Mic and MMic), we use only one

masked data set since these methods are deterministic. As evident in Table 3 and

illustrated in Figure 1, all the perturbative SDL methods except MMic3 and MMic10

result in edit violations when applied without edit-preserving modifications. Adding noise

with the larger values of tnoise pushes many yi outside the boundary of Y, resulting in the

largest number of edit violations. Rank swapping also produces many edit violations, even

with the fairly tight swapping range of tswap ¼ 10. Microaggregation and multivariate

Table 2. Data-derived ratio edits (V1=V2 # b) for the 1991 Colombian Manufacturing Survey

V2

V1 SL UL SW UW VA MU CP

SL 1 20 0.01 0.01 0.1 0.3 2
UL 50 1 0.1 0.005 0.3 5 5
SW 20000 100000 1 50 300 500 1000
UW 66666.7 10000 100 1 200 5000 5000
VA 10000 20000 10 10 1 200 700
MU 50000 100000 33.3 100 100 1 1000
CP 20000 10000 10 16.7 100 100 1

Table 3. Numbers of records that violate edit rules across the 20 replications (or single realizations for Mic

and MMic) after implementing perturbative SDL methods

Method Mean % % Mean % Method Mean %

Noise16 157.8 2.5 Mic3N 84.1 1.3 Mic2 4.0 0.1
Noise25 255.4 4.0 Mic5N 116.2 1.8 Mic3 5.0 0.1
Noise36 406.2 6.3 cMic2N 54.8 0.8 Mic5 15.0 0.2
Noise49 614.8 9.6 cMic3N 83.1 1.2 MMic3 0.0 0.0
cNoise10 7.6 0.1 cMic5N 116.1 1.8 MMic10 0.0 0.0
cNoise30 27.9 0.4 Swap01 5.6 0.1 MMic15 1.0 0.02
cNoise50 48.1 0.7 Swap05 45.1 0.7 MMic30 2.0 0.03
Mic2N 53.5 0.8 Swap10 134.2 2.1
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fixed-size microaggregation result in only a few masked records that violate the

constraints. This is because microaggregation generally moves values away from

boundaries and hence towards the feasible region. In fact, if we had applied micro-

aggregation to all variables in yi, the resulting records always would be inside Y due to its

convexity. Since we replace only each yA
i , we cannot guarantee that ~yi [ Y . As a general

conclusion, we note that the number of edit violations increases with the amount of

perturbation for every class of SDL methods.

We next seek to correct any edit violations using the two general strategies. For edit-

after-SDL, we replace all values of yA
i of edit-failing records with draws from the

imputation model outlined in Subsection 2.2.1. For edit-preserving SDL, we use the

rejection sampling scheme of Subsection 2.2.2 for all methods involving randomness. For

rank swapping with tswap ¼ 10, we did not obtain a Drel without edit violations even after

1,000 independent replications of swapping. Each Drel had at least 99 out of 6,521 records
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Fig. 1. Illustrative example of how SDL can result in violations of linear constraints. Top-left panel shows

pre-SDL data for the log(SL) and log(SW). The variables SL, UL, and CP are masked by adding noise with

tnoise ¼ 0.16 (Noise16, top-right panel), rank swapping with tswap ¼ 10 (Swap10, bottom-left panel), and

microaggregation of tmic ¼ 3 with adding noise (Mic3N, bottom-right panel). Solid circles indicate records that

satisfy edit rules and “ £ ” indicate records that violate constraints, i.e., ~y i � Y
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that violated the constraints, suggesting that waiting for a constraint-preserving, rank-

swapped data set for this procedure in this simulation design is hopeless.

As measures of disclosure risk, we use the percentage of linked criterion of

Domingo-Ferrer, Mateo-Sanz, and Torra (2001). First, we compute the distances

di;j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l

X

ðyA
il 2 ~yA

jlÞ
2

s

; ;i; j ¼ 1; : : : ; n;

where l [ (SL, UL, CP). For each i, we find the record j that achieves the minimum value

of di,j. When yi0 ¼ yj0, that is, the record in Drel can be linked correctly to D based on

matching the available variables, we let tð1Þi ¼ 1 and otherwise let tð1Þi ¼ 0. We then define

one risk measure as PL1 ¼
Pn

i¼1 tð1Þi =n £ 100. Similarly, we let tð2Þi ¼ 1 when the correct

link for record i in D has either the smallest or second smallest value among all the di,j,

and tð2Þi ¼ 0 otherwise. We define a second risk measure as PL2 ¼
Pn

i¼1 tð2Þi =n £ 100, the

percentage of records for which the correct link is among the two closest matches.

Finally, we define a third risk measure, PL3, as the percentage of records for which the

correct link is among the three closest matches.

We use two measures of data utility: an approximate Kullback-Leibler (KL) divergence

(Kullback and Leibler 1951) of Drel from D, and the propensity score (Uprop) utility

measure suggested by Woo et al. (2009). For KL, we use a closed-form expression based

on a normality assumption,

KL ¼
1

2
tr ðS

rel
Þ21S

n o

þ �yrel 2 �y
� �T

ðS
rel
Þ21 �yrel 2 �y
� �

2 p 2 log
jS

rel
j

jSj

 !" #

; ð2Þ

where �y and S are the sample mean and the sample covariance of {y1; : : : ; yn} in D, and

�yrel and Srel are the corresponding statistics of {~y1; : : : ; ~yn} in D rel. For Uprop, we first

concatenate Drel and D, and add an indicator variable whose values equal one for all

records in Drel and equal zero for all records in D. Using the concatenated data, we

estimate the logistic regression of the indicator variable on all seven variables (after log

transformations), including main effects and all interactions up to third order; that is, we fit

log
pi

1 2 pi

� �

¼ b0 þ
X

7

a¼1

balogYia þ
a;b

X

bablogYialogYib

þ
a;b;c

X

babclogYialogYiblogYic:

For i ¼ 1, : : : , 2n, we compute the set of predicted probabilities p̂i. The utility measure is

Uprop ¼
1

2n

X
2n

i¼1

p̂i 2
1

2

� �2

:

Values of Uprop near zero represent high data utility, since they imply we are not able to

distinguish between D rel and D.
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Table 4 displays the average values of KL, Uprop and PL1 –– PL3 over the replicates for

each method. When methods are implemented with both strategies, the risk-utility profiles

are fairly similar across the two strategies. This is not overly surprising, since these SDL

methods typically generate only a modest number of edit violations in these data.

Nonetheless, for these methods, the edit-after-SDL version does slightly outperform the

edit-preserving SDL version, generally offering both lower risk and higher utility.

This results largely from the imputations, which are generally of higher quality than the

repeated draws from the rejection sampling scheme.

In Table 4, the differences in the risk-utility profiles across the two ways of dealing with

edit violations are dwarfed by differences in the profiles across the classes of SDL

methods. This suggests that the choice of SDL method is more important than the strategy

for correcting edit violations.

Figure 2 displays a risk-utility (R-U) map (Duncan and Stokes 2004; Gomatam et al.

2005; Cox et al. 2011) for all realizations of D rel and the most competitive procedures,

using Uprop as the utility measure and PL1 as the risk measure. The risk-utility frontier

consists of candidate releases with no other candidate to their “southwest.” The R-U

frontier includes the variants of microaggregation with adding noise (MicN), which have

the lowest levels of disclosure risk, and partially synthetic data (Synt), which has the

maximum level of data utility and a low level of disclosure risk. Several variants of MMic

are close to the frontier (and would be on the frontier but for Synt and Swap10), generally

having high utility for reasonable disclosure risks.

4. Concluding Remarks

Based on our studies, there appear to be no appreciable differences between the strategies

of edit-after-SDL and edit-preserving SDL, at least when both are possible. Hence,

arguably, agencies can choose an SDL procedure without too much consideration of how

they will ensure the released data satisfy all edits, at least when the SDL method does not

generate a large number of edit violations. Microaggregation with adding noise,

multivariate fixed-size microaggregation and partially synthetic data were the most

effective strategies in our simulations. The last method has the additional advantage that

the synthesis methodology can be used to impute missing data values and implement

edit-preserving SDL simultaneously, following the two-stage approach described in

Reiter (2004).

An intriguing aspect of the editing–SDL “disconnect” is whether edited values should

be protected in the same way as original reported data. This point, perhaps, is more subtle

than it may seem initially. One interpretation is that a statistical agency promises to protect

whatever information the subjects provide, even if that information is believed, or known

to be, erroneous. Under this logic, edited and imputed values are not respondent

information (i.e., they have been imputed rather than reported) and therefore might be

treated differently during SDL. Another view is that the agency is also charged with

protecting its best estimate of actual values, as opposed to reported values, which implies

that edited and imputed values do require SDL. To our knowledge this issue remains

unresolved and, indeed, largely unaddressed. We believe that in the long run, the most

desirable approach is one that fully integrates editing, imputation and SDL.
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Finally, we note two somewhat technical issues. First, some statistical agencies do not

always include edit and imputation flags in released data. The risk and utility

consequences of doing this are unexplored. The underlying issue is one of transparency

(Karr 2009; Cox et al. 2011). Second, our research to date has not touched the role of

weights, which was addressed to some extent in Cox et al. (2011). Weights themselves

may pose disclosure risk (e.g., of unreleased values of design variables), but are generally

ignored in all three of the editing, imputation and SDL processes. Some editing

procedures, such as seeking additional information from “large” and low–weight

respondents, consider weights implicitly. Some implementations of data swapping can

accommodate weight constraints. Indexed microaggregation (Cox et al. 2011) is able to

protect risky weights. However, by any measure, much more work remains than has been

carried out so far.

Appendix: The Joint Multivariate Imputation Using Normal Mixtures

For imputations of faulty values, we use the joint multivariate normal method developed in

Kim et al. (2014b) and described in Section 2. The likelihood function in (1) can be

re-expressed with latent variables zi by

f ðyijzi;m;VÞ / Nðyijmzi
;Vzi
ÞIðyi [ YÞ

and

Prðzi ¼ kÞ ¼ wk; k ¼ 1; : : : ;K:

I. Noise
6

5

4

3

U
pr

op
 ×

 1
00

2

1

0

0.0 0.5 1.0
PL1

1.5 2.0

Mic5N

Mic3N

Mic2N

Mic2

MMic30
MMic15 MMic10

Synt Swap10

Noise36

Noise25

Noise16

I. Swap
I. MicN
I. Mic
II. Noise
II. MicN
II. Synt
MMic

Fig. 2. Risk-utility map with the SDL methods. The solid line indicates the risk-utility frontier. The open symbols

represent edit-after-SDL approaches, and the solid symbols represent edit-preserving SDL approaches. Smaller

values of PL1 and Uprop represent the higher levels of data protection and data utility. Note that the plot does not

include cMicN’s because the results are very similar to those of MicN. The other methods whose results are not

shown in the plot have high risk and/or low utility
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Following Lavine and West (1992), we assume the prior distributions,

mk jVk , Nðm0; h
21VkÞ; Vk , IWðz;FÞ

where F ¼ diagðf1; : : : ;fpÞ, and fj , Gammaðaf; bfÞ for j ¼ 1, : : : , p. Here, IW

denotes the inverse Wishart distribution and Gamma(a,b) denotes the Gamma distribution

with mean a/b. For flexible modeling of the component weights, we adopt the stick-

breaking representation of a truncated Dirichlet process (Sethuraman 1994; Ishwaran and

James 2001):

wk ¼ vk
g,k

Q

ð1 2 vgÞ for k ¼ 1; : : : ;K

vk , Betað1;aÞ for k ¼ 1; : : : ;K 2 1; vK ¼ 1

a , Gammaðaa; baÞ:

In the simulation study, we follow Kim et al. (2014b) and set m0 ¼ 0, h ¼ 1, z ¼ p þ 1,

af ¼ bf ¼ 0:25, aa ¼ ba ¼ 0:25 and K ¼ 40.

To facilitate the estimation of m and V, we use a data-augmentation technique

developed by O’Malley and Zaslavsky (2008). The data augmentation supposes a larger,

hypothetical sample YN ¼ {Yn, YN2n} where Yn is the set of yi [ Y following the

likelihood in Equation (1) and YN2n consists of the values from outside of Y, so that

f ðYN jQ1; : : : ;QKÞ ¼
Y

N

i¼1

X
K

k¼1

wkNðyijmk;VkÞ;

where Qk ¼ ðmk;Vk;wkÞ. Given the augmented sample YN, the parameters Qk ¼

ðwk;mk;VkÞ can be sampled via Gibbs sampling. Setting f (N) / 1/N as suggested by

Meng and Zaslavsky (2002) and O’Malley and Zaslavsky (2008), the conditional density

of the size of YN2n is distributed as

N 2 n j n;Q1; : : : ;QK ;Y , Negative Binomial n; 1 2 hQðYÞ
� �

;

where

hQðYÞ ¼
ð

{y:y[Y}

X
K

k¼1

wkNðyjmk;VkÞdy:

The MCMC algorithm for sampling from this distribution relies on the following steps.

1. For k ¼ 1, : : : , K, draw Vk , IWðzk;FkÞ and mk , N ðm*
k ;Vk=ðNk þ hÞÞ where

m*
k ¼ ðNk �yk þ hm0Þ=ðNk þ hÞ, zk ¼ z þ Nk,Fk ¼ F þ Sk þ ðm

*
k 2 m0Þðm*

k 2 m0Þ
0=

ð1=Nk þ 1=hÞ. We calculate the sample mean �yk and the sample covariance Sk

from the error-free, pre-SDL values Yn ¼ fyi; i ¼ 1; : : :; ng and the drawn

auxiliary values YN2n by �yk ¼
P

{i;zi¼k} yi=Nk where Nk ¼
PN

i¼1 Iðzi ¼ kÞ and

Sk ¼
P

{i;zi¼k}ðyi 2 �ykÞðyi 2 �ykÞ
0.

2. For k ¼ 1, : : : , K 2 1, draw vk , Beta 1þ Nk;aþ
P

g.k Ng

� �

. Set vK ¼ 1.

Compute wk ¼ vk

Q

g,k ð1 2 vgÞ.
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3. Update F ¼ diagðf1; : : : ;fpÞ by drawing fj , Gamma af þ zK=2; bfþ
�

PK
k¼1 V

21
kð j;jÞ=2Þ for each j ¼ 1, : : : , p, where V21

kð j;jÞ is the jth diagonal element

of V21
k .

4. Draw a from Gamma aa þ K 2 1; ba 2 log wK

� �

.

5. For i ¼ 1, : : : , n, sample zi , Categoricalðw*
i1; : : : ;w

*
iKÞ where

w*
ik ¼ wkNðyijmk;VkÞ=

XK

g¼1
wgNðyijmg;VgÞ

h i

:

6. Sample ðN; ZN2n; YN2nÞ jointly from their full conditional distribution as follows.

Let cin ¼ cout ¼ 0.

6.1. Draw z* , Categoricalðw1; : : : ;wKÞ.

6.2. Draw y* , Nðm*
z ;Vz *Þ.

6.3. If y* [ Y, set cin ¼ cin þ 1.

6.4. If y* [ Y c, set cout ¼ cout þ 1, yn þ cout ¼ y*, and znþcout
¼ z*.

6.5. Repeat 6.1 through 6.3 until cin¼ n.

Let N ¼ nþ cout. Now, YN2n ¼ {yn þ 1; : : : ; yn þ cout} and ZN2n ¼ {znþ1; : : : ;

znþcout}.

7. To update the replacement draws of the faulty values, we use a Hit-and-Run

sampler (Chen and Schmeiser 1993). In the initialization step, we propose a starting

value ~yAð0Þ
i such that ðyU

i ; ~y
Að0Þ
i Þ [ Y, for example by using rejection sampling or

an extreme-points approach (see Kim et al. 2014b). At any MCMC iteration t $ 0,

we update the current value ~yAðtÞ
i (which replaces the faulty ~yA

i ) with the following

steps.

7.1. Draw a direction d* uniformly from the surface of the j~yA
i j-dimensional unit

sphere centered at the origin.

7.2. Draw a signed distance l* from the uniform distribution on J,

J ¼ l : yU
i ; ~y

AðtÞ
i þ ld*

� �

[ Y
	 


7.3. Accept or reject the proposal ~yA*
i ¼ ~yAðtÞ

i þ l*d* with the acceptance probability

ri, where

ri ¼ min 1;
f ðyU

i ; ~y
A*
i jQzi

Þ

f ðyU
i ; ~y

AðtÞ
i jQzi

Þ

" #

:
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Book Review

Morgan S. Earp1

Cristina Davino and Luigi Fabbris. Survey Data Collection and Integration. 2013 Berlin:

Springer-Verlag, ISBN 978-3-642-21307-6, 155 pp, $109.

As editors of the book Survey Data Collection and Integration, Davino and Fabbris

provide a collection of papers presenting practical solutions to real problems in statistical

surveys. The papers included in the book discuss survey challenges such as questionnaire

design, record linkage, imputation, and calibration weighting. The papers contained in this

text proceeded from discussions arising during the “Thinking about Methodology and

Applications of Surveys Workshop” at the University of Macerata (Italy) in September of

2010. With only 155 pages, the book reads like a special conference issue of JOS. All of

the papers provide a review of the related literature, highlight a statistical survey

challenge, and describe a case-study solution that can be applied by practitioners and

studied by academics.

In Part One of the book, Biggeri provides an introduction to statistical surveys and

discusses two different frameworks used to assess the quality of statistical surveys: 1) the

total quality management approach (Groves 1989; Groves and Tortora 1991); and 2) the

life cycles of surveys from a quality perspective (Groves et al. 2009). Biggeri highlights

critical issues, challenges, and the need for development in statistical surveys; specifically

focusing on mode of data collection, questionnaire construct, sample design, estimation,

respondent burden, data discrimination, and standardization. Biggeri stresses the

importance of uniting the efforts of both practitioners and academics in order to not

find only the optimal, but also the most practical solutions to the challenges faced by

statistical surveys. The remainder of the book is authored by both university and

government researchers, thus providing both the academic and practitioner perspective on

survey and measurement challenges – integrating both theory and real-world solutions.

Part Two of the book highlights tools used by psychometricians to evaluate

questionnaire design. Fabbris discusses how to rank items, pick the best/worst items, and

compare items based on the survey procedures, the type of scale being used, respondent

burden, missing data, and data collection mode. Davino and Romano provide an

innovative approach for assessing multi-item subjective measurement scales. As opposed

to taking a more advanced psychometric approach to assess differences among items such

as structural-equation modeling or item-response theory, the authors aim to assess

different subjective-scale measurement items using mixed-model ANOVA (McCulloch

and Searle 2001) and multivariate methods (Mardia et al. 1979), which allow for the
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comparison of different multi-item scales while considering the information provided by

each single item within a scale. While this is possible using item response theory, these

methods are more familiar and easily understood by survey practitioners with little to no

background in psychometric theory. Balbi and Triunfo describe statistical tools used to

jointly analyze closed and open-ended questions. Lastly, Napoli and Arcidiancono explore

the use of self-anchoring scales in social research in terms of measuring attitudes and

opinions and constructing a self-anchoring scale; ultimately this paper provides a case

study highlighting the utility and applicability of self-anchoring questions in survey

research that allows the participants’ opinions of their abilities to prevail over that of the

researchers’. This part of the book provides a light overview of psychometric theory and

demonstrates how its concepts can be used to evaluate and compare statistical survey

items.

Part Three and Four of the book focus on data integration and weighting to adjust for

missing data and nonresponse. Part Three discusses sampling design and error estimation

in relation to small-area estimation of poverty indicators (Pratesi, Giusti, and Marchetti),

nonsampling errors in household surveys (D’Alessio and Ilardi), and the process of

enriching large scale surveys through data fusion (Aluja-Banet, Daunis-i-Estadella, and

Chen). In Part Four, Bellisai, Fivizzani, and Sorrentino explore different methods used to

integrate data across multiple business surveys in order to eliminate missing data and the

use of calibration weighting to adjust for nonresponse bias after imputation is complete.

This book provides an interesting set of case studies that have integrated the work of

both academics and practitioners to address the prevalent statistical survey challenges

faced by survey methodologists. This book is a recommended read for practitioners

interested in making use of the item assessment tools developed by psychometricians and

those interested in using record linkage across multiple surveys to reduce item

missingness. Just like a special issue of JOS, this book’s strength lies in the integration of

theory and case studies highlighting real-world specific problems currently faced by

survey practitioners. Since each paper is so specifically focused, it would be recommended

as a text for advanced students and/or current survey practitioners.
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Book Review

Dean M. Resnick1

Anders Wallgren and Britt Wallgren. (Eds.) Register-based Statistics. 2014 New York: Wiley,

ISBN 978-1-119-94213-9, 320 pp, $120.

“Register-based Statistics” by Anders and Britt Wallgren is a how-to cookbook for

creating a national statistical register from scratch. The type of register envisioned is one

along a Nordic model that continuously tracks a set of entities such as persons, households,

or businesses by the compilation and updating of existing data from administrative

sources. Created in this manner, this kind of register would allow the development of

consistent, policy-relevant statistics on an ongoing basis or as new research questions arise

without having to field a new survey, add new questions to an existing survey, or requiring

the recompilation and reintegration of administrative record data from multiple sources.

Based on the authors’ experience of developing registers like this for Sweden, the authors

provide tools, recommendations, caveats, and the rudiments of an administrative data

system theory (which they correctly suggest is presently much less developed than

sampling or survey theory).

For an American reviewer, this book presents something of a conundrum. This is

because, at least in terms of person, family, or household-specific data, the development of

a statistical register is not countenanced legally or socially, particularly under the

coordination of a government entity. To some degree, this concern is obviated by the

book’s coverage of non-person-based registers (as of businesses), but more generally, the

book takes on more relevance (for an American reader) if considered more as a guide to

the use of administrative record data as combined from multiple sources, including

survey data.

Here, this book provides a useful overview of the technical issues encountered in this

type of processing (i.e., combining data from multiple sources). However, in this regard,

this book should be considered more as an introductory presentation rather than a thorough

explication of the more advanced data-management and statistical techniques needed for

this. For example, the book discusses issues related to record linkage, imputation, entity

duplication, and undercoverage, but in regard to these topics, a reasonably experienced

data analyst or statistician would probably be seeking a much fuller treatment. Thus, it

seems, this book is best suited for someone fairly new to the field, such as a manager or a

policymaker. Here, the book lays out some very useful guiding principles, such as the need

for subject-matter expertise, comprehensive metadata, and carefully thought-out data

integration approaches.
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Certainly, there are some areas that would be more valuable to a more experienced

analyst. Particularly appreciated is the extensive treatment of multilevel variables. By this,

the book means a categorical data item for which a given entity (e.g., a business, person or

household) can be fairly considered as having more than one value, at least over the course

of time. Here the authors rightly indicate the dangers associated with the selection and

representation of only one of these values, such as the biasing of derived estimates, and

provide thorough guidance on how multiple-level data can be retained and used for

estimation. The recommended treatment of these data seems quite extendable to

imputation results (although it is not clear this is intended by the authors).

In addition, this book provides a nice treatment of the integration of administrative and

survey data, suggesting that some entities (i.e., businesses or households) may be

represented on one of these sources and not another and therefore their concatenation

allows a fuller picture of the represented situation than either alone. This would be advice

well heeded for someone working to develop comprehensive statistical estimates from

available data sources.

In terms of the treatment of error within administrative data, this book certainly

provides good guidance on how to minimize these, but it is rather rudimentary in

presenting a theoretical framework for quantifying them – suggesting the appropriate

measurement techniques are not well developed. Here, the statistical comparison of data

elements from different sources (i.e., comparing administrative data to survey data) seems

a useful area for exploration and a natural extension of the treatment of data integration.

Still, it is greatly appreciated that the authors stress that sampling error is only a small part

of estimation errors (albeit readily treatable by known statistical techniques). If quality

comparisons are made between survey and administrative data, the existence of

nonsampling error in survey data should be recognized.

In terms of readers for whom this book would be most helpful, obviously, someone

newly assigned to the task of creating a statistical register would be the greatest

beneficiary. To some degree, persons with experience in this area would also benefit from

the identification and systematization of methods relevant for this type of work. For those

not involved in register-development per se, but seeking to develop competence in the

integration and use of administrative record data, this book could be a useful introduction

to and reference for applicable methods and their systematization and a source of best-

practice principles.
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Book Review

Gina K. Walejko1

Frauke Kreuter. Improving Surveys with Paradata: Analytic Uses of Process Information. 2014

New York: Wiley, ISBN 978-0-470-90541-8, 416 pp, $74.95.

Since Mick Couper coined the term “paradata” in a presentation given at the 1998 Joint

Statistical Meeting, the collection and use of paradata have expanded steadily. In this

evolving environment, the edited book Improving Surveys with Paradata: Analytic Uses of

Process Information insightfully contributes to the growing discussion on the advantages

and challenges of using paradata.

Although the definition of paradata varies with each chapter’s author, the book’s editor,

Frauke Kreuter, takes an inclusive view, defining paradata as “additional data that can be

captured during the process of producing a survey statistic.” (p. 3) Illustrating this broad

definition, chapter authors discuss a range of paradata across multiple survey modes. For

example, some investigate call-history data produced during computer-assisted telephone

interviewing (CATI) and computer-assisted personal interviewing (CAPI) contact

attempts, which may include timestamps and attempt-level disposition codes. Others write

about interviewer observations of housing units and sampled persons, for example, access

impediments recorded during contact attempts and interviewer-documented household

attributes related to key estimates such as the presence of a wheelchair ramp for health

surveys. Others examine self-reported survey mode paradata including, but not limited to,

questionnaire navigation data available from some web surveys that can reproduce a

respondent’s entire survey experience by recording mouse clicks and position, keystrokes,

scrolling, page navigation, and timestamps. Such a comprehensive definition gives the

fifteen-chapter book freedom to cover a variety of topics across the planning, data

collection, and post-survey adjustment and analysis phases of the survey lifecycle.

Kreuter groups the book’s chapters into three parts. Part One, Paradata in Survey Errors,

applies the Total Survey Error framework as an organizing approach to discuss particular

uses of paradata. Kreuter and Olson briefly examine the general concept of nonresponse

bias and then explain how paradata have been used to identify nonresponse bias and

perform nonresponse bias adjustments. The next two chapters similarly illustrate the use of

paradata as they relate to measurement error summarizing the concept of measurement

error in general. Olson and Parkhurst detail types of paradata produced across survey

modes, while Yan and Olson briefly review studies that used paradata to investigate

measurement error, giving four empirical examples. Eckman focuses on coverage error,
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introducing readers to the concepts of undercoverage and overcoverage, and then explores

how paradata can be used to uncover coverage bias across stages of frame construction.

Paradata in Survey Production, the second part of the book, not only is valuable in

highlighting applications of paradata in surveys but also provides useful information on a

variety of timely topics, for example, responsive design (Chapter 6), modeling best contact

time (Chapter 7), within-survey requests such as consent for record linkage (Chapter 8),

control charts and other quality control displays (Chapter 9), and representivity indicators

(Chapter 10). Kirgis and Lepkowski introduce readers to the redesign of the 2006-2010

National Survey of Family Growth, focusing on five design changes that relied on

paradata. Wagner illustrates the use of paradata-driven models to predict the best time of

day to contact respondents in two surveys. Sakshaug outlines how paradata could increase

response rates to four types of within-survey requests, including administrative record

linkage, biomeasure collection, data-collection mode switching, and requesting sensitive

information. Jans, Sirkis, and Morgan examine how survey managers can use paradata-

based statistical quality control displays to manage survey performance. Schouten and

Calinescu describe how paradata can be used to monitor contact, participation, and

measurement “profiles” (i.e., classes of respondents that may be prone to measurement

error), using the Dutch Labour Force Survey to show how administrative record data

reveals measurement profiles associated with increased social desirability and satisficing

behavior.

Part Three of the book, Special Challenges, includes five chapters dedicated to

techniques for which the uses of paradata are not clear or may be challenging to utilize.

Callegaro discusses device type, questionnaire navigation, and online panel web survey

paradata, ending with the challenges of using such data, including privacy considerations

and level of aggregation after collection. Durrant, D’Arrigo, and Müller give an overview

of several multilevel modeling approaches that utilize call record data as model inputs,

using two survey datasets to illustrate research questions these models could answer.

Schafer describes how a Bayesian penalized-spline modeling approach can be used in

statistical process modeling with paradata, thus allowing process means to vary over time.

West and Sinibaldi perform a review of paradata quality, including an examination of

mechanisms that may lead to errors in computer-generated and interviewer-observed

paradata, and, finally, West presents the simulated results of weighting class adjustments

when error levels of paradata vary.

The book’s success can be attributed to the description of paradata and their uses in

survey design, implementation, and analysis, and also to the care taken to clarify particular

concepts. In addition to careful explanations of nonresponse (Chapter 2), measurement

(Chapters 3 and 4), and coverage errors (Chapter 5), other chapters offer background

information on survey and statistical concepts in the book. For example, Jans and

colleagues discuss the history of control charts, the basic components of graphical

displays, and rules for determining whether a subgroup mean is out of control (Chapter 9).

Schafer devotes a large portion of his chapter to reviewing the uses of splines and showing

how a penalized spline can be treated as a linear mixed model (Chapter 13). Although not

related to paradata directly, the detailed overview of such concepts make chapters useful

to both paradata newcomers and to experts looking to apply techniques explained in

the book.
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Although the book presents problems associated with the collection, analysis, and use of

certain types of paradata, it offers a myriad of helpful suggestions for how to answer

questions generated by these problems. Eckman encourages researchers to look at

coverage bias in addition to coverage rates, stating: “Paradata can and should play an

important role in this transition” (Chapter 5, p. 15). Wagner suggests several avenues for

future investigations including optimal trip planning for face-to-face interviewers that

incorporates clustered cases (Chapter 7), and West and Sinibaldi conclude that the entire

chapter warrants additional evaluations of paradata quality (Chapter 14).

Improving Surveys with Paradata: Analytic Uses of Process Information adds to a list of

excellent titles in the Wiley Series in Survey Methodology. The combination of teaching

survey and statistical concepts with cutting-edge uses of paradata and challenges

associated with such applications positions the book as a valuable resource for a broad

audience, from students of survey methodology looking for a thesis project to seasoned

survey practitioners solving a particular survey problem to veteran researchers analyzing

paradata across multiple modes and studies. Although the applications of paradata will

continue to evolve over time, the information presented in this book’s chapters provides

evidence of paradata’s usefulness and persistence in the improvement of surveys.
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Book Review

Gordon Willis1

Nick Emmel. Sampling and Choosing Cases in Qualitative Research. 2013 London: Sage

Publications, ISBN 978-0-857025098, 192 pp, $125.

The selection of cases to study in qualitative research – that is, who to select, how to select

them, how many to choose, and so on – may seem like an esoteric or niche area of

research. These challenges, however, have become increasingly relevant in some areas of

importance to survey researchers, such as my own discipline of the cognitive testing of

survey questionnaires. Therefore, a practical book focusing on selection of participants for

qualitative research could be extremely helpful, and Nick Emmel’s recent contribution

Sampling and Choosing Cases for Qualitative Research deserves consideration in this

regard. The application to survey methodology is certainly not direct. To survey

methodologists, Emmel would be considered an outsider; as a sociologist steeped in the

traditions of qualitative research, he does not directly address the area of survey methods,

or of selection of cases for qualitative endeavors within that science. However, as there is

benefit in seeking input, perspective, and sources of new understanding from outside our

usual sources, it is worth considering the lessons that might be gleaned from this work.

My overall conclusion is that the book will be of most use to survey researchers who are

already well versed in the terminology, theoretical perspectives, and orientations

represented by qualitative research traditions such as Grounded Theory, and who seek to

expand the sophistication of their mastery with respect to sample selection for qualitative

activities such as focus groups and cognitive interviews. The book is less appropriate for the

survey researcher trained in cognitive psychology or statistics, as the author assumes

considerable familiarity with the principles, terminology (jargon), and history of topics such

as Grounded Theory, positivist versus constructivist philosophy, the Constant Comparison

Method, and hermeneutic analysis. Similarly, the author assumes that readers already have

knowledge of terms such as open, axial, and discriminate coding, and does not define these.

Those of us not directly trained in the qualitative research tradition will therefore require an

auxiliary glossary of terms to understand the arguments being expressed.

Even for readers who have already made an attempt to become educated in the

qualitative research tradition, some of the material is very tough to negotiate. I get the

impression that Dr. Emmel is an authority in the general discipline of qualitative research,

whose ultimate desire in writing this volume was to break out of the chains imposed by the

nominal topic of ‘sampling and choosing cases’ – and to tackle significant epistemological

debates that have circulated throughout the qualitative research world. For instance, there
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is considerable discussion of the degree to which Grounded Theory approaches to theory

discovery should be represented by the original, tabula rasa view, versus a later

perspective that relies more on investigator contribution to the initial level of theorizing.

Such debates are of course germane to sample selection, but address a much broader

world, and would likely be most accessible to that subculture of theorists already engaged

in these debates.

Still, there is considerable value for those who make use of qualitative methods in the

survey field. Most significantly, Emmel’s discussion makes clear that extensive debate

exists within the qualitative research field concerning key approaches to the analysis of

qualitative data. This insight serves us well as a protective barrier to the erroneous notion

that there are ready answers to the challenges we face, if only we lose our disciplinary

blinders and accept the truths embedded within a related, mature field. In fact, questions

that bedevil cognitive interviewers regarding case selection – how many interviews to

conduct, how to choose who to interview, and how to use results to in turn select more

cases – are certainly not settled science within the more general qualitative literature.

At the least, it is reassuring to discover that there is no convenient solution that we have

been ignoring all along.

Although Emmel’s approach is highly theoretical rather than practical, and in no sense

provides a recipe book for the selection of cases in qualitative research, he does emphasize

what he labels the “Realist approach” which takes into account resource constraints and

the need to conduct work that is convincing as well as theoretically supported. To this end,

he presents ideas that are useful to survey researchers, the most intriguing of which may be

his analysis of saturation as a means for establishing overall study sample size. Although it

is sometimes suggested that an obvious practice is to determine sample size by stopping

when we have achieved saturation, he makes a good case that this is a somewhat nebulous

objective. Although the criterion of ‘testing until no new categories or findings are

discovered’ sounds clear enough, in practice the determination of exactly when and how

such a state is achieved may vary widely, and is dependent on factors such as the level of

effort put into maximizing variation in the sample and the extensiveness of coding or

preliminary analysis. In application to the conduct of cognitive and other survey

pretesting, an implication of Emmel’s message appears to be that statements such as

‘testing was done until saturation was achieved’ are difficult to evaluate, and might even

reflect an element of gaming the system (akin to questionable practices well known to

survey researchers, such as presenting a Response Rate that is more accurately described

as a Cooperation Rate).

Apart from its direct relevance to survey research, the book does provide some very

interesting, informative, and thought-provoking examples and illustrations, invoking

themes that include Guy Fawkes, Russian matryoshka dolls, and John Snow’s

investigation of cholera in Soho, London. The Snow example is particularly salient, as

Emmel identifies the usual view of this, as an application of geographical mapping of cases

that ultimately led to the identification of the Broad Street pump as the disease source, to

be something of a scientific urban legend. The ultimate lesson that Emmel conveys is that

explanations stemming from qualitative research are complex, and that we need to be very

careful in deciding who, and what, we make use of, along the winding road traveled by

qualitative researchers.
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