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JOS Special Section on The Role of Official Statistics in
Statistical Capacity Building – Editorial

Irena Ograjenšek1

The idea of developing a Special Section in the Journal of Official Statistics that would

focus on the role of official statistics in statistical capacity building was formed at the 2013

World Statistics Congress in Hong Kong. It emerged within the framework of a Special

Topic Session entitled Official Statistics in the Service of Business and Industrial

Statisticians that I organized and chaired.

The papers presented in that session focused entirely on the relationship between

official statistics on one hand, and business and industrial statistics on the other hand.

However, the subsequent lively discussion (thanks to Special Topic Session discussant

Carol Joyce Blumberg) went beyond the service relationship described in the session title.

The issue of statistical capacity building – for many decades one of the primary goals of

the International Statistical Institute and affiliated associations – and the role of official

statistics in it came to the fore along with many other important related topics. Now, after

the World Statistics Congress, to my great satisfaction, some of these topics are

systematically addressed in the papers included in this Special Section.

The section is divided by theme into four related parts.

The first part deals with the role of official statistics in the 21st century. In this

framework, Steve MacFeely addresses the need for continuous evolution of official

statistics by emphasizing the fact that change always simultaneously presents threats and

offers opportunities.

The second part is dedicated to official statistics and statistical capacity building in

practice. Here, Sharleen Forbes and Alan Keegan present experiences from New Zealand

with targeted efforts to raise the official statistics capability among government

employees, while Tomi Deutsch uses the case of the Consumer Price Index to discuss

statistical capacity building among official statisticians.

The third part contains what I like to refer to as the future outlook. In this framework,

Shirley Coleman presents data mining opportunities in official statistics that small and

medium-sized enterprises can use to enhance their business opportunities. Her paper is

followed by Ron Kenett’s and Galit Shmueli’s description of a journey from ‘generic’ data

quality to what they refer to as Information Quality (InfoQ) in official statistics. Last, but

not least, Luciana Dalla Valle presents a flexible methodology which uses official statistics

to deal with self-selection bias in survey data collection processes.

q Statistics Sweden
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The fourth and final part contains two invited commentaries. In the first one, John

Pullinger, the United Kingdom’s National Statistician, presents his take on the role of

official statistics in statistical capacity building. He systematically discusses all relevant

aspects, starting with the historical perspective, continuing with the interplay of national

and global capacity building efforts, and concluding with the data revolution challenge.

In the second commentary, Marleen De Smedt, Advisor to the Director-General of

Eurostat, explains how Eurostat currently addresses the needs of official statistics users.

This Special Section could not have been prepared without the support of very

significant people. I am much indebted to the colleagues who accepted my invitation to

review submissions and profoundly thank them for their careful work and insightful

contributions. Special thanks go to JOS Editors-in-Chief Ingegerd Jansson and Annica

De Groote, as well as Susanna Emanuelsson from the JOS Editorial Office, for their

continuous support during the entire editorial process.

I hope you will find the Special Section informative and inspirational.

Irena Ograjenšek

Guest Editor
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The Continuing Evolution of Official Statistics: Some
Challenges and Opportunities

Steve MacFeely1

As economies, societies, and environments change, official statistics evolve and develop to
reflect those changes. In reaction to disruptive innovations arising from globalisation,
technological advances, and cultural changes, the pace of change of official statistics will
accelerate in the future. The motivation for change may also be more existential than that of the
past as official statisticians consider the survival of their discipline. This article examines some
of the emerging developments and questions whether they present threats or offer opportunities.

Key words: Big data; globalisation; measuring progress; statistical literacy; interoperability.

1. Introduction

‘The only thing that is constant is change’ – Heraclitus

Ever since official statistics have been compiled, they have evolved to reflect changes in

economy and society. Only a few years ago, reducing respondent burden was one of the

dominant issues for official statistics in Europe and was the focus of many international

statistical conferences. Yet today, following the financial crash of 2008 and the subsequent

economic crisis, burden is no longer the dominant issue. Now a new range of more

immediate pressures are confronting official statistics. Disruptive innovations such as

social media and big data, measurement challenges arising from globalisation, and the

need to understand social, economic, and environmental progress, are forcing official

statistics to once again adapt and evolve.

Over time official statistics have become recognised as a cornerstone of democracy,

underpinning transparency and accountability. This recognition is important, as the

collection and compilation of statistics are costly both to the public, who pay for them

through their taxes, and to businesses because of the administrative costs of supplying

data. As recompense, most nations view official statistics as a public good and disseminate

them free of charge to encourage the public and businesses to use those data to support

their decision making. This is sensible and in line with the United Nations Fundamental

Principals of Statistics (United Nations 2014). But many users, including governments,

appear to misunderstand the real cost of ‘public goods’, leading to the paradox that exists

today where there is an expectation of higher standards of quality and precision yet an

q Statistics Sweden
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unwillingness to pay for that precision. If adequate funding is not secured, then National

Statistical Institutes (NSIs) and other producers of official statistics may be forced to make

compromises that will ultimately undermine the independence and quality of official

statistics.

Official statistics faces many tests, and they cannot all be dealt within a single article.

This article limits discussion to the challenges arising from globalisation, measuring

progress, and big data. Why these and not others? The issues presented in this article have

been selected owing to their importance, not only for NSIs but for governments,

businesses, and citizens also: modern globalisation is complex and our understanding of it

tentative at best, yet it has far-reaching implications – corporate taxation policy, trade

policy including tariff and non tariff barriers, understanding international trade and value

chains, offshoring and outsourcing – all with implications for World Trade Organization

(WTO) negotiations, employment, and real incomes. The need for environmental

sustainability and economic stability should be obvious to all. The policy implications

arising from a wider concept of ‘progress’ have not always been as clear, but the post-2015

Sustainable Development Goals will have gone a long way to removing this ambiguity.

The requirement for an integrated information system that straddles and balances the three

pillars of economy, society, and environment has now been clearly articulated – this will

be a huge challenge for national, regional, and international statistical organisations. The

success or failure of that information system to hold governments, businesses, and peoples

to account may be of profound existential importance for ‘people, planet, and prosperity’.

Finally, the use of big data raises weighty questions for governments, businesses, and

citizens alike – not least regarding privacy, ethics, and trust. For NSIs, big data also

present a dilemma as they are both a threat and an opportunity. How NSIs deal with this

will be of great importance for everyone.

There are several reasons for this article: to provide a general context and illustrate or

highlight some of the issues that NSIs are grappling with; to provide a brief explanation of

why these issues are important, complex and not easily solved; perhaps also to provoke

some debate and discussion; and finally to reassure readers that while much still remains to

be done, considerable thought and work have already been dedicated to these issues. The

article is presented in six sections: Sections 2 – 4 deal in turn with the changing landscape

arising from the emergence of new data sources, the measurement challenges posed by

globalisation and measuring progress; Section 5 discusses two cross-cutting issues that

stem from the challenges outlined in the first three sections, specifically the need to take

statistical literacy seriously and the difficulties of moving from legacy production systems

to more modern interoperable systems. The final section presents a short conclusion.

2. A Changing Landscape

According to Ball (2004), the etymology of the term statistics comes from the Latin term

statisticum collegium, meaning ‘council of state’, and refers to science of the state.

However, there is no shared view or agreement on when official statistics first emerged,

largely reflecting differences in how statistics and official statistics are defined. What is

clear is that the first set of national accounts was produced by William Petty in Ireland in

1652 during the Cromwellian occupation (Canny 1987). Ever since, statistics have served
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national administrations, whether free market or centrally planned, and have continually

evolved to remain relevant. Hence Quetelet’s description of statistics as “that particularly

governmental science” (Mazower 2012, 100).

Today, the landscape in which official statistics operate is changing, and changing fast.

In a world where our increasing day-to-day dependence on technology, social media, and

electronic transactions are leaving significant ‘digital footprints’ in their wake, and where

business models for many electronic service providers generate revenue from advertising

rather than the provision of a core service, the monopoly held by official statistics for so

long, namely to provide timely and high-quality statistics for free, is being challenged. The

power of these new technologies should not be underestimated. Anyone doubting their

reach should consider the following: there are an average 500 million tweets per day

(Krikorian 2013), while Facebook has more than one billion mobile users every month

(Popper 2014) the first social network to surpass one billion registered accounts

(Statistica 2015). To put this in perspective, if Facebook was a country it would have the

third largest population in the world after China and India. There are over eight billion

snapchat views sent every day (Aslam 2015). Anyone unconvinced of the influence of

social media need only look at the part it played in the 2009 UK music chart’s Christmas

number one, Facebook’s ‘Rage Against the Machine’ coup (Paterson 2009), the downfall

of the Philippine President Joseph Estrada (Shirky 2011), or more recently in the Arab

Spring (Howard et al. 2011; Dewey et al. 2012). Of course the global influence of

technology should not be overestimated either; for some technologies a sizeable ‘digital

divide’ persists. For example, the International Telecommunication Union (2015)

estimates that global Internet penetration is only 43% and global mobile broadband

subscription 46%, although they are as high as 78% in the developed world. Even within

countries, access barriers across various social, geographic, or economic strata may lead

to important cohorts being excluded, with obvious bias implications for statistics

(see Struijs and Daas 2014).

The torrent of so-called ‘big data’ now generated as a by-product of these new digital

services has been described as a “Data Deluge” (Vale 2012). But large datasets are nothing

new, so what does big data mean? This is one of the challenges when discussing big data:

“There is no rigorous definition of ‘big data’” (Mayer-Schonberger and Cukier 2013, 6).

The Wikipedia definition of big data is “a collection of datasets so large and complex that

it becomes difficult to process using on-hand database management tools or traditional

data processing applications.” Gartner, in what has become known as the three Vs, defines

big data as high-volume, high-velocity, and/or high-variety information assets that

demand cost-effective, innovative forms of information processing that enable enhanced

insight, decision making, and process automation. The Task Team of the United Nations

Economic Commission for Europe (UNECE) High-Level Group for the Modernisation of

Statistical Production and Services similarly defined big data as “data sources that can be,

generally, described as high volume, velocity and variety of data that demand cost-

effective, innovative forms of processing for enhanced insight and decision making”

(UNECE 2013). In other words, big data should be huge in terms of volume (i.e., at least

terabytes), have high velocity (i.e., be created in or near real-time), and be varied in type

(i.e., contain structured and unstructured data and span temporal and geographic planes).
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Kitchin (2014) also argues that to be considered ‘big’ a dataset should be exhaustive in

scope, fine-grained in resolution, relational in nature, flexible, and scalable.

The quantity of data now in existence is unknown. Here again, definitional differences

complicate matters; the word ‘data’ means different things to different people.

Consequently there are various estimates. Hilbert and Lopez (2012) estimate that 300

exabytes of data were stored in 2007 and over 90% of these were in digital format

compared to only 25% in 2000. In fact the volumes of data now being generated are so

great, increasing in volume at an exponential rate, that according to Lynch (2012) “90% of

all information ever created was produced in the last two years alone”; Science Daily

(2013) quotes a similar growth rate. According to Lillington 2013, “Stored digital content

is doubling every two years, reaching one zettabyte [by 2012]”. Kitchin (ibid.) states we

are now in the ‘Zettabyte Age’ (an incomprehensibly large 270 bytes). So while estimates

and definitions differ, there is general consensus that the growth in data volume has been

breathtaking and is set to continue. How much of these data are usable from a statistical

perspective is not immediately clear, but there is sufficient evidence to suggest that

adopting a closed mind would be unwise. Of growing interest is the blend of hard and soft,

quantitative and qualitative data which may facilitate new and innovative types of

analyses. Recent examples where usable statistics have been derived illustrate the point:

The Billion Prices Project at the Sloan School at Massachusetts Institute of Technology

(MIT) compiles price indices by web scraping (Cavallo 2012), Eggers (2011) developed

an experimental sentiment index using Twitter, ‘The Vibes of Ireland’, pioneering work in

Estonia generated transport and tourism statistics from mobile-phone data (Ahas and Tiru

2012), and the studies conducted by the SENSEable City Lab at MIT used Flickr to

compile tourism statistics (Girardin at al. 2008). Furthermore, as Radermacher (quoted in

Penneck 2014) has noted quite correctly, big data and social media do not respect national

boundaries and thus offer the potential to generate new, internationally comparable

statistics.

From the perspective of official statistics, the emergence of social media is a disruptive

innovation. Many modern IT service providers are now disseminating statistics that to the

untrained or undiscerning eye resemble official statistics, in order to attract media

attention or attract browsers to their sites. Increasingly, official statistics are being forced

to differentiate themselves from these new ‘by-product’ statistics by highlighting their

relative quality, which comes from conceptual rigour, methodological quality, and

transparency of metadata. As Borgman notes (2015), trusting other’s data is crucial to

reputation. Thus official statistics must ensure the quality of the data being produced is

robust and fit for purpose. Furthermore, NSIs should be able to quantify the relative

precision of their data. It will not be enough to say that the quality of data is fit for purpose;

quality standards must be defined and supporting evidence must be provided to

demonstrate proper standards have been achieved. If official statistics are to stand over

bold comparisons, such as ‘Michelin Star v Fast Food’ quality (Radermacher 2013), when

comparing official and unofficial statistics, then official statisticians must place greater

emphasis on disseminating supporting evidence.

The emergence of new technologies and ‘big data’ are forcing many challenging

questions to be asked. Mark Zuckerberg, the founder of Facebook, famously claimed that

the age of privacy is over (Kirkpatrick 2010). Not everyone agrees. For example, one
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surmises the 39 million members of the ‘Ashley Madison - Life is short, have an affair’

website may be among those who disagreed when they learned the website had been

hacked in 2015 with the hackers threatening to divulge their information (see Herrn 2015).

There are many who have already voiced concerns over loss of privacy (see Pearson 2013;

Payton and Claypoole 2015). Proposed changes to data-protection legislation in the EU to

reinforce citizen’s data-protection rights, including among other things the right ‘to be

forgotten’, suggest privacy is still a real concern (European Parliament 2016). Others, such

as Edward Snowden, have risked their freedom to highlight the threats to our privacy

(Greenwald 2015). The increased volumes of big data being generated, and the potential to

link and utilise those data, means that greater attention must be paid to data suppression

techniques to ensure confidentiality can be safeguarded. This is a key tenet of the UN

Fundamental Principles of Official Statistics (ibid.). But what if Zuckerberg is correct and

future generations are less concerned about privacy; what are the implications for official

statistics and anonymisation? If the privacy-benefit trade-off is insufficiently clear or

immediate to the public, it begs the question of whether official statistics will be left in an

anachronistic situation vis-à-vis the privacy of data providers.

The social media/big data space is a complex and rapidly developing area with many

uncertainties, and thus an open but cautious approach is probably wise. The risk is, of

course, that this is hype. Most likely it is. In 2014, Buytendijk argued that big data had passed

the top of the ‘Hype Cycle’ and was moving towards the ‘Trough of Disillusionment’ and

that now expectations regarding the use of big data would become more realistic. As

Borgman (2015, 222) notes, big data are not always better data, stating: “Increasing the

size of the haystack does not make the needle easier to find.” Other practical questions

centre on issues such as whether time series are still relevant as the pace of change increases

(arguably this is already an issue for some areas experiencing rapid change, e.g., ICT

statistics). Can big data be ‘gamed’ or manipulated by the public (remember the 2009

Facebook Christmas No.1 coup)? A growing proportion of Twitter accounts are actually

‘social robots’ used to influence public communication. “As few as 35 percent of Twitter

followers may be real people, and as much as ten percent of activity in social networks

may be generated by robotic accounts” (Borgman 2015, 131). Furthermore, Reich (2015)

notes that in 2010, the top ten websites in the United States accounted for 75 percent of

all page views. With such concentration comes power and the associated risks of abuse and

manipulation. Will this inhibit the use of some big data as a source for compiling official

statistics? Should new data streams generated from secondary data be made to conform

to existing classifications (which are typically artefacts of compromise defined by the

availability of data at a particular time), or will new contemporaneous ad-hoc classifications

be generated? Strategic questions arise, too – for example, could/should official

statisticians play a new role in the future, accrediting or certifying the quality of data derived

from social media? Competition is naturally feared, but sometimes it results in a better

product or service. But in a situation where official statistics must adhere to increasingly

rigorous quality standards with all the inherent trade-offs between quality and timeliness,

whereas ‘marketing’ statistics do not necessarily adhere to any known standards, it is not

clear what the future holds for official statistics.

Official statistics must embrace and harness a range of technologies to survive in

today’s rapidly changing environment. These technologies and their owners have the
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potential to threaten the dominant role of official statistics or, more pessimistically, their

existence. But if exploited, they may offer opportunities to compile or integrate and

disseminate new information in new and exciting ways. In 2013, the leaders of the

European Statistical System embraced the latter view in the Scheveningen Memorandum

(European Statistical System Committee 2013), where they clearly saw potential for

compiling official statistics from big data. For example, flow or dynamic statistics can be

derived from administrative or continuous data (something that is very difficult and costly

to achieve with sample-based statistics), offering the potential for more policy-relevant,

outcome-based statistics. An example of where this might be very useful would be

researching the real cost of innovation and testing Harford’s assertion “Here’s the thing

about failure in innovation: it’s a price worth paying” (2012, 103) by examining initial

failure with later success by linking enterprise demography, Chief Executive Officer (CEO)

attributes and histories with innovation survey microdata over time. New technologies and

social media also offer an opportunity to move beyond traditional product innovation and to

‘open innovate’ or ‘crowdsource’, where the collective ingenuity of data consumers is

tapped to become co-creators. Of course, the conundrum is how to leverage the wisdom of

crowds in a productive and focused way when frequently they don’t appear to know what

they want (a dilemma that both Henry Ford and Steve Jobs noted. Henry Ford famously said

‘If I had asked people what they wanted, they would have said faster horses’ and Steve Jobs

said ‘People don’t know what they want until you show it to them’). This is difficult to

achieve, but it can be done as Lego’s ‘Designbyme’ approach has demonstrated (Robertson

and Breen 2013). But probably the single biggest challenge for official statisticians is

managing expectations. No doubt in the years to come official statistics will experience a

data revolution in which big data will play an increasingly important role. But those changes

may not happen as quickly as some expect. Furthermore, it is highly unlikely that the costs

of compilation will fall dramatically as a result.

3. Globalisation

Depending on the lens through which history is viewed (political, social, colonial,

economic, biological) the beginnings of globalisation differ – see O’Rourke and

Williamson (2002), Menzies (2003), Ferguson (2004), Osterhammel and Petersson

(2005), and Mann (2011) for some varied perspectives. But all agree on its importance,

with President Clinton describing it as the “central reality of our time” (Lewis, 2000).

Taleb (2007) agrees, but warns against ‘naive globalisation’ which gives the appearance of

stability but in fact creates interlocking fragility. In any event, international trade has

existed in one form or another for centuries. Now Sturgeon (2013) argues that we need to

distinguish between what he calls internationalisation and today’s more complex and

integrated globalisation. Sachs (2012) and Yergin (2012) draw similar distinctions in what

they respectively term “new globalisation” or “the new age of globalisation”.

Both Sachs and Friedman (2006) argue that changes in the geopolitical landscape, such

as the collapse of the Berlin Wall in 1989, China joining the WTO and the emergence of

the BRIC countries (Brazil, Russia, India, and China) in 2001 have effectively expanded

the commercial or economic world. Yergin makes a similar case but also stresses the

contribution of privatisation and deregulation in the 1980s, political reform in India and
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the integration of Europe. All agree that technological revolution, such as the birth of the

World Wide Web in 1991 and the emergence of the digital electronic age has utterly

changed the way businesses transact. Baldwin refers to this as the “second unbundling

of globalisation” (2011, 4), where the Internet has dramatically reduced international

communications and transactions costs, facilitating the financialisation of commodities

and a blurring of the distinction of tradable and non tradable services. Financial integration

depended on informational integration.

The reach of economic globalisation has had impacts on employment growth and loss,

crisis contagion, trade policy, and protectionism. So much so that Mazower (2012) argues

that globalisation has in fact become an ideology in and of itself. Stiglitz (2002, 2010) has

highlighted the role of globalisation in rising income inequality and decline in real

incomes. The preponderance of cheap goods from China and India has helped to create an

artificial inflation lid across much of the western world. But for developing countries too,

the benefits of economic globalisation can be mixed. Traditional measurements of the

macro economy and international trade have not always made it easy to understand how

economies interact or participate in global value chains. Piketty (2014) has highlighted the

consequent challenges for developing countries of ensuring that their markets are not

exploited or prematurely forced to liberalise. Policy makers must grapple with such issues.

Official statistics must contribute to these debates and discussions in a positive rather than

a limiting way. To steal a slogan commonly used about IT, statistics should be a climbing

frame, not a cage.

By ignoring the impact of globalisation, official business and macroeconomic statistics

may be measuring price, production, and Gross Domestic Product (GDP) incorrectly

(Sturgeon 2013; Houseman et al. 2014). An analysis of Bureau of Labour Statistics price

data in the US led Houseman et al. (2010, 2) to conclude that indices were biased as ‘Price

declines associated with the shift to low cost foreign suppliers generally are not captured’.

This in turn may result in a miscalculation of Gross Value Added (GVA) or at least its

attribution to the wrong country or region with implications for macroeconomic statistics

and, in a European context, the distribution of structural and cohesion funds. Our

understanding of how and where labour inputs interact within the production function may

no longer be realistic or accurate. Consequently, the standard approach to calculating

labour and multifactor productivity may be naı̈ve, or worse – misleading.

Eurostat, in cooperation with the WTO, the Organisation for Economic Cooperation and

Development (OECD), the United Nations Economic Commission for Europe (UNECE),

the United Nations on Trade and Development (UNCTAD) and the United Nations

Statistics Division (UNSD) have begun to address these issues. UNCTAD has been

critically highlighting the growing importance of globalisation for many years (2005,

2008, 2012), and some of their more recent work (2015) raises questions regarding the

measurement and our understanding of Foreign Direct Investment (FDI). In 2010, the

OECD published their handbook Measuring Globalisation with recommendations for new

indicators. The Eurostat FRIBS or Framework Regulation for Integrated Business

Statistics (European Commission 2011 and 2013) and Simplification of Trade Statistics or

SIMSTAT (European Commission 2012) projects, although proving contentious, are at

least challenging official business and macroeconomic statisticians to question whether

the existing approach is fit for purpose. UNECE established a Group of Experts to examine
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the impact of globalisation on national accounts. In 2012 they published their first guide on

the impacts of this phenomenon. But many thorny issues remain to be unravelled. For

example, MacFeely (2012) has queried whether ‘nationality’ is still a meaningful concept

with regard to enterprise ownership as many large multinational enterprises (MNEs) are

effectively super-national, defying geo-spatial classification. Alajääskö et al. (2011) and

Sturgeon (2013) have illustrated the importance of global value chains and international

sourcing, with implications for producer prices and classifications. For example, there is

no agreed approach for the calculation and application of deflators. Other questions arise –

should a ‘Business Function’ classification be introduced to business statistics? Should

business functions replace product classifications in some instances – perhaps to codify

business costs? The pros and cons must be weighed up carefully; business functions may

be easier for respondents to understand, but it is not clear whether data classified to

business function can provide sufficient detail to compile national accounts and supply and

use tables. These questions cut right to the heart of alignment and integration. It goes

without saying that properly measuring globalisation will require a coordinated global

solution. For this reason, in the spring of 2015 the Statistical Commission of the UN

agreed (see Decision 46/107) to establish two expert groups to look at these and other

related issues, namely an Expert Group on the Handbook for a System of Extended

International and Global Accounts (EG-SEIGA) and an Inter-Secretariat Working Group

on International Trade and Economic Globalization Statistics (ISWG-ITEGS).

For small, open economies like Singapore or Ireland, GVA or GDP is not a very useful

or informative measure of real output or standard of living and is of particularly limited

use when attempting regional comparisons (MacFeely et al. 2011). Fitzgerald (2014, 34),

discussing the Irish economy, is worth quoting on this point: “problems with the standard

national accounts presentation arise from the exceptional openness of the Irish economy

and the related globalisation of the tradable sector of the EU economy. To better

understand what is happening in Ireland today significant additional data are needed,

supplementary to the national accounts, which would show the contribution of each sector

of the economy to GNP.” These issues are not unique to Ireland and cannot be ignored if

modern business and economic statistics are to be useful to policy makers grappling with

the complex realities of economic globalisation.

The implications for official statistics are clear and nontrivial. This new form of

globalisation is more complex and more difficult to measure than its predecessors. There

is some urgency in dealing with this issue, as the research outlined above suggests that

current business statistics methodology may not properly capture the complexity and

impact of globalisation. This in turn has implications for core macroeconomic indicators

and the policies they inform. Apart from the challenges of measuring GVA and GDP

correctly, many are questioning whether GDP is an appropriate or useful measure for the

21st century (Coyle 2014).

4. Measuring Progress

Following World War I, the Great Depression of the 1930s and the onset of World War II,

GDP emerged from these crises and the 1944 Bretton Woods conference as the pre-

eminent economic indicator (Dickinson 2011; Fioramonti 2013) and the ultimate measure
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of a country’s overall welfare. Although a purely economic measure, GDP has frequently

been used as a proxy measure for welfare. Palmer in 1966 described GDP as the “chief

criterion for national welfare or progress.” Steve Landefeld, Director of the United States

Bureau of Economic Analysis, in 2010 similarly noted the “singular focus on GDP alone

as a measure of society’s welfare” (Bureau of Economic Analysis, 2010). Described by

Samuelson and Nordhaus (Landefeld 2000) as one of the greatest inventions of the 20th

century, as Philipsen (2015, 237) notes “GDP is not just a measure of the economy. It

defines the economy”. But from the outset, Simon Kuznets, the economist most commonly

associated with the creation of GDP, cautioned that GDP could unwittingly act as a

‘statistical laundry’ concealing inequality and would be an unreliable or inappropriate

measure of well-being, noting “the welfare of a nation can scarcely be inferred from a

measure of national income” (Kuznets 1962, 29). Stiglitz (2014) went further, saying that

not only is GDP not a good measure of welfare, but “GDP is not a good measure of how

well an economy is performing” and that “too much has already been sacrificed on the

altar of GDP fetishism”. Nevertheless, as Talberth et al. (2007, 1) note, “GDP maintains its

prominent role as a catchall for our collective well being”.

There have been many attempts since the 1970s to challenge the primacy of GDP as the

definitive measure of progress, such as: the Measure of Economic Welfare (MEW); the

Total Incomes System of Accounts (TISA) or the Index of Sustainable Economic Welfare

(ISEW), which was later renamed the Genuine Progress Index (GPI), and the Human

Development Index (HDI); and perhaps most famously, the unfortunately titled Gross

National Happiness (GNH) proposed by the King of Bhutan. The essence or spirit of these

alternatives was perhaps best encapsulated by Robert F. Kennedy’s reference to GDP

during a 1968 campaign speech in the University of Kansas: “it measures everything in

short, except that which makes life worthwhile” (Kennedy 1968).

Considering the circumstances in which GDP achieved dominance, it is ironic that it

was another economic crisis, namely the financial crash of 2008 and subsequent recession,

that has arguably reinvigorated attempts to develop a more wide-ranging measure of

progress. The Commission on the Measurement of Economic Performance and Social

Progress (better known as the Stiglitz-Sen-Fitoussi Commission) was established by the

then president of France, President Sarkozy, in 2008 to determine whether a better or more

comprehensive measure of economic and social progress could be established. This

commission reported in 2010 (see Stiglitz et al., 2010). In 2009, the European Commission

published their roadmap “Beyond GDP”, which is an amalgam of ‘enlarged GDP’, social

and environmental indicators and other measures of well-being. The Obama

administration formally established the Key National Indicators Commission in 2010 to

develop a comprehensive indicator system (KNIS) for the United States, which comprises

over 300 key and twelve composite indicators. The following year the OECD launched

their “Better Life Index” (BLI) to try and address similar questions. UN Secretary-General

Ban Ki-Moon, speaking at a High Level meeting on ‘Happiness and Well-being: Defining

a New Economic Paradigm’ in 2012, noted the importance of establishing “a Sustainable

Development Index, or a set of indicators to measure progress towards sustainable

development” (United Nations 2012). Working separately, the United Nations University

International Human Dimensions Programme on Global Environmental Change

(UNU-IHDP) in collaboration with the United Nations Environment Programme
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(UNEP) has also developed an Inclusive Wealth Index (IWI). All of these indicators –

Beyond GDP, the KNIS, the BLI, the SDI, and the IWI – have adopted a dashboard

approach rather than trying to develop a single aggregate index. This reflects the

complexity of the modern world, and illustrates the communications and branding

challenge ahead. It also reflects the wider scope of issues that now are included under the

‘progress’ umbrella: environmental sustainability; economic stability and sustainability;

and social health, satisfaction, and general well-being.

From a cultural perspective, GDP, like E ¼ MC2, is a somewhat magical number with

a celebrity status that transcends the number itself. At some superficial level these are two

of the most recognised terms or concepts in the world, yet very few really understand what

they mean. Chambers (1989, 128) discussing Einstein’s General Theory of Relativity,

neatly captured this irony: “the pathetic paradox that Einstein’s discoveries, the greatest

triumph of reasoning mind on record, are accepted by most people on faith”. The same

could arguably be said of Kuznets and GDP. The challenge for official statistics is how to

supplement GDP, a number with considerable cultural authority, with another number

or index that is complex enough to incorporate resource depletion, environmental

degradation, well-being, social inequality, and economic performance, but is simple

enough to be accepted as the new number. The public are receptive but confused; they

intuitively understand they are caught in a ‘Growth Trap’ where progress is dependent on

continual consumption and unsustainable replacement (Slade 2006). This situation

prompted Richard Layard (2011) to quip “Anyone who believes in indefinite growth on a

physically finite planet is either mad, or an economist”. They also intuitively understand

that while GDP is imperfect, it is at least, for the moment, the agreed barometer of

economic progress. It has also been argued that GDP is an out of date concept, “a relic of a

period dominated by manufacturing” (The Economist 2016, 22) struggling to capture the

impact of myriad intangible innovations.

The abundance of rival indicators that have arisen in recent years to challenge the

hegemony of GDP poses a problem for official statistics and potentially risks a loss of

credibility. Ironically, the glut of alternatives developed to supplement GDP has only

confused the public, cementing the dominant position enjoyed by GDP. So while many of

these new indicators may in fact represent real technical progress, their sheer number can

also be viewed as a metric of failure. There is an opportunity for official statistics to show

leadership in this space and agree a definitive approach. This is of course easier said than

done – many institutions and countries have invested time and energy in developing their

own bespoke set. Any definitive dashboard must agree on how to address resource

depletion, environmental degradation, climate change, social inequality, and sustainable

economic progress. The United Nations Agenda 2030 explicitly calls for the development

of “measurements of progress on sustainable development that complement GDP” (Goal

17.19), but it is noteworthy that the indicator framework agreed at the 47th United Nations

Statistical Commission in March 2016 did not propose any indicators addressing this issue

(United Nations Statistical Commission 2016) “Perhaps this is because there has been

little consensus on a suitable replacement. Perhaps, more fundamentally, it is that there is

even less consensus on how well being should really be measured and if quantitative

measurements can be made at all” (Talberth et al. ibid). Thus finding an indicator (or a

limited set of agreed indicators) that is not so simple that it ignores the negative
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externalities of production but not so complex that it is incomprehensible to users is a

high-wire act. At first glance, this seems an impossible task, as the messages from

dashboards are often hard to interpret, but the “Business Cycle Tracer” compiled by

Statistics Netherlands provides an excellent example of how complexity can be presented

in a digestible format by mapping the trajectory of fifteen indicators on to a 2 £ 2 matrix

(above/below trend and decreased/increased). There are arguments too for a single

composite measure, despite the trade-offs and weighting challenges, as the media and

public tend to like definitive answers (even if oversimplified). Whatever measure or

measures are selected, they must be sufficiently authoritative and scientific to compete

with GDP. This means moving away from terms like ‘happiness’ which do not translate

directly or well from Eastern culture and lead many to misunderstand the concept being

proposed.

5. Two Cross-Cutting Issues

The challenges outlined above can be broken down into many subchallenges. In this

section, two particular cross-cutting issues are briefly discussed: statistical literacy and the

modernisation of the compilation process. These issues have been selected as they are of

relevance to everything discussed so far.

5.1. Statistical Literacy

Statistics and general numeracy are increasingly becoming a necessary competency in

modern life and the lingua franca of day-to-day transactions. Hence, improving statistical

literacy is essential if future economies are to function efficiently and if citizens are to

actively participate in and contribute to society. Producers of official statistics must take

this matter seriously and consider their role in education more actively.

Arguably NSIs have an obligation to address this important challenge. If the public and

the business community are insufficiently statistically literate to use statistics or

distinguish between fact and comment, then everything NSIs have produced has been for

nought. In a world where perhaps there are too many data (without question, too much

comment is being portrayed as data or fact), users are increasingly confused and may

select inappropriate data with which to inform themselves or upon which base their

decisions. As societies and economies become more globalised and complex, official

statistics, in order to properly measure social and economic transactions, are unavoidably

becoming more complex in parallel.

To many, statistical results are not clear or intuitive. In fact, to many, results often

appear improbable, impenetrable or unrealistic. In many cases this confusion arises

because users do not read or understand the metadata, the background notes or the small

print. Too often, users think they understand the data and their implications when clearly

they do not. This situation may arise when a commonplace term means something quite

different to a statistician than to the man on the street – for an example of this, consider

how a typical householder and a national accountant might define or describe ‘household

savings’. But in other cases, NSIs must accept that the message is not always as clear as it

could be. No doubt this contributes to the perception that statistics are less than useful and
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helps sustain the popularity of quips like Mark Twain’s famous ‘Lies, damned lies, and

statistics’.

The day-to-day abuse and misuse of statistics may be inadvertent or deliberate, but

either way, they pose a challenge for official statistics. Indiscriminate and often

sensationalist media are the shop window through which official statistics are viewed. If

these statistics are not presented properly, then the product and brand are tarnished. Users

with little time, already confused and bewildered by the massive volume of statistics

available, may find themselves drawn to statistics that are visually appealing or appear

simple or straightforward. Users rarely see complex concepts or methodologies as

attractive. The data deluge has created new or supplementary roles or responsibilities for

national and international statistical institutes; we must repackage our products to make

them more user friendly without compromising their integral quality and educate users so

that they are better able to select and use appropriate data to suit their purposes. Thus brand

building and education are intertwined and must become key objectives for NSIs in the

future. In doing so, NSIs will provide a better service to their customers and protect their

market position. On the statistical literacy side, there are already some good examples

from which to learn: the New Zealand National Certificate in Official Statistics, the Irish

Professional Diploma in Official Statistics for Policy Evaluation, the International

Association of Statistical Education (IASE) International Statistical Literacy Project and

the European Masters Programme in Official Statistics (EMOS). The UNECE (2012) has

also published a guide for compilers on improving statistical literacy as part of their

‘Making Data Meaningful’ series. Equally, on the more promotional side, there are also

some interesting examples from around the world of how this can be done: the Australian

Bureau of Statistics has developed some highly creative and innovative interactive

promotional tools, such as their ‘Run that Town’ app, as has the Central Bureau of

Statistics in the Netherlands with their ‘On a normal day’ movie.

In tandem with promotion, NSIs must improve the accessibility of products; this means

making it easier to find and use the data and as well as making it easier and more intuitive

for non specialist users to understand those data. UNECE (2009a; 2009b; 2011) has

published some useful guides on communicating and presenting statistics. There are also

examples of how this might be done at country level: Statistics Finland and the Central

Statistics Office in Ireland have used competitions to crowdsource ideas for statistical apps

that encourage the use of statistics. Greater thought must also be given to ways to

encourage businesses to respond and engage with statistics, perhaps through tailored or

bespoke analyses to demonstrate the usefulness of the data to which they are contributing.

5.2. Building Interoperability

As already noted, it would appear that official statistics can learn some valuable lessons

from Lego, who deliberately set out to develop a fully integrated ‘system of play’

(Robertson and Breen 2013). Since 1958, over 400 billion Lego bricks have been

produced, an estimated 62 pieces for every person on earth (Diaz 2008) – all of these

bricks can be connected. At first glance, this seems the natural analogy for what official

statistics as a discipline needs to achieve. After all, official statistics enjoys the advantage

of working from more or less conceptually consistent frameworks and classification
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systems that have been carefully developed over time. A good example of this are the

recently developed Tourism Satellite Accounts (UNSD 2010) that are conceptually

consistent with the Balance of Payments and International Investment Position Manual,

more commonly known as BPM6 (International Monetary Fund 2009) and UN System of

National Accounts (UNSD 2009). The UN System of Environmental-Economic

Accounting (United Nations 2014) is another example. This consistency across products

is critical as it, like Lego, should offer the potential to develop an expandable, integrated

data and analytical system. To some extent it already does, but several factors inhibit full

scalability and interoperability; different IT and data infrastructures (MacFeely and Dunne

2014) and different administrative production systems. International statistical

organisations promote standard approaches to production, such as the UNECE Generic

Statistics Business Process Model and Generic Statistical Information Model.

Considerable collaborative time and effort is also being devoted to examine how shared

‘plug and play’ systems can be developed (Museux 2012; Vale 2013).

From a modernisation perspective, the challenge for official statistics is how to move

from existing legacy systems to a more streamlined vision of official statistics without

wasting years of investment or compromising national mandates and structures. This

challenge has been likened to rebuilding an airplane while in flight. Official statistics

already employ a multitude of production systems around the world that unlike Lego

cannot be easily joined up or connected, so it is not clear how to make the transition.

Useful lessons can be taken from the evolution of freight containers. In the 1950s Malcolm

McClean introduced the concept of the ‘intermodal container’ which eventually realised

the international standardisation of shipping containers, allowing ship, road and rail

transport to interconnect seamlessly (Levinson 2006). The transition from multiple freight

and container systems to the ubiquitous ‘twenty foot equivalent unit’ container took years

to implement and in the process there were winners (Singapore, New Jersey, and

Felixstowe) and losers (Manhattan), but today the intermodal container has completely

transformed the transport of merchandised goods and the face of international trade.

Arguably the multimodal container is a better analogy for statistics than Lego – Lego was

designed as an interoperable system from the very beginning, whereas as several models

of official statistics have evolved independently and now require consolidation, like

containers did. In many respects, current modernisation initiatives can be summarised as

attempts to de-silo legacy production systems. However, in most cases, these attempts to

de-silo are done within the constraints of national silos, that is, each country is attempting

to de-silo independently. This should be no surprise, as this makes sense for a host of

practical and strategic reasons. However, the globalised nature of many big data and the

need to adopt a more integrated approach to measure globalisation suggests a more

ambitious approach could be considered (for some fields at least). For some domains, the

most logical and efficient approach may be to centralise statistical production in a single

centre rather than replicating production many times over in individual countries.

Obviously, this would not work for all domains, but where feasible, it would remove the

need for ‘plug and play’ as the methodology would only be applied once with a better

chance of international comparability.

One of great advantages enjoyed by official statistics is the high level of cooperation

and, by and large, shared objectives between national and international statistical agencies
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around the world. Viewed as a whole entity, the capacity and global reach of the

international statistical system is similar to that of a giant and powerful multinational

enterprise. The challenge is to harness that power, so that the challenges of globalisation,

measuring progress and levering big data are overcome without undermining valid

national concerns. Moving to a continuous, expandable, fully integrated data and

analytical ‘system’ rather than a disparate collection of statistical products or statistical

compilers will take time and leadership, but if done sensibly will strengthen the official

statistics brand.

6. Conclusion

Ever since official statistics have been compiled, they have adapted to economic, political,

societal, and environmental events to remain relevant. This process of evolution continues

today, albeit at an accelerating pace. This article has outlined three key issues for official

statistics that will force further adaptation in the coming years. The issues of

understanding and mapping globalisation, measuring progress, and harnessing big data

and integrating them with more traditional sources are all complex in that they are

conceptually knotty but also in that they all simultaneously present both threats and

opportunities.

On the face of it, globalisation, progress or welfare and big data all seem like very

disparate issues, and of course they are. Nevertheless there are some underlying themes

or approaches that are common across all of them. Two cross-cutting themes were

highlighted to illustrate this. For example, the importance of improved statistical literacy

will be important for understanding all aspects of statistics, whether globalisation, welfare,

or big data. The modernisation process too will have an impact on coordinating the

improvement of quality of macroeconomic and business statistics, on environmental

statistics, on well-being and on the integration of big data into day-to-day production.

The need for an improved understanding of globalisation has been recognised by the

United Nations and NSIs; the UN Statistical Commission established two new working

groups in 2015 to address these issues specifically. This is critical as global markets and

financial integration facilitate global risks and contagion. Clear direction on how to reach

a consensus approach for the measurement of progress is less evident and is now more

urgent in the context of UN Agenda 2030. One of the complications around progress is that

several disparate issues, including sustainable development and well-being, have been

bundled under one broad umbrella. Furthermore each of these issues is individually

complex and multidimensional. So as already noted, whatever the agreed indicators, they

must be sophisticated enough to encompass issues of sustainability, inequality and welfare

but straightforward enough to compete with the apparent simplicity of GDP.

Change always presents threats and offers opportunities. The challenge is to identify

and mitigate the threats while seizing the opportunities. To do this, NSIs and producers of

official statistics need to identify where they enjoy a comparative advantage and play to

those strengths. Arguably, transparency, impartiality and political independence are

among these strengths. These attributes are central to democracy and public accountability

and their importance should not be underestimated but rather highlighted at every

opportunity. Despite the abundance of competing information available today, the
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justification or arguments in support of official statistics have never been stronger. While

the need for impartial evidence-informed policy formulation and evaluation is implicitly

understood, as is the importance of statistics, compiled independently of ideology or

political interference, to democratic accountability, this can easily be forgotten by the

public and politicians when faced with budgetary pressures. Official statistics, as a public

good, must be the bulwark against the ‘asymmetries of information’ that Stiglitz (2002)

has railed against or the uninformed debates that Piketty (2014, p. 2–3) has described as

dialogues of the deaf which are ‘based on an abundance of prejudice and a paucity of fact’.

The Data Revolution report “A World that Counts” has also highlighted the importance of

access to data, even suggesting that uneven access to data might be considered a new

frontier of inequality (Independent Expert Advisory Group on a Data Revolution for

Sustainable Development 2014). Of course, the real high-wire act will be to explain our

increasingly complex world in ever simpler terms.
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Helping Raise the Official Statistics Capability of
Government Employees

Sharleen Forbes1 and Alan Keegan2

Both the production and the use of official statistics are important in the business of
government. In New Zealand, concern persists about many government advisors’ low level of
statistical capability. One programme designed specifically to enhance capability is New
Zealand’s National Certificate of Official Statistics, first introduced in 2007 and originally
targeted at government policy analysts and advisors. It now includes participants from many
agencies, including the National Statistics Office. The competency-based 40-credit certificate
comprises four taught units that aim to give students skills in basic official statistics and
in critically evaluating statistical, research, policy, or media publications for their quality
(of data, survey design, analysis, and conclusions) and appropriateness for some policy issue
(e.g., how to reduce problem gambling), together with an ‘umbrella’ workplace-based
statistics project. Case studies are used to embed the statistics learning into the real-world
context of these students. Several surveys of students and their managers were undertaken to
evaluate the effectiveness of the certificate in terms of enhancing skill levels and meeting
organisational needs and also to examine barriers to completion of the certificate. The results
were used to both modify the programme and extend its international applicability.

Key words: Raising statistical capability; certificate in official statistics; programme
evaluation.

1. Introduction

Government benefits from having employees that are able to use, understand and generate

official statistics. The New Zealand Prime Minister’s personal science advisor, Dr. Peter

Gluckman, drew attention to the need for clear monitoring and evaluation of key policies

and programmes in New Zealand, and to a lack of capability in the state sector to achieve

these tasks. He stated that “the costs and implications of inferior science or wrong data

leading to policy decisions are immense” (Gluckman 2011, 15) and also emphasized that

all governments want the best outcomes from their investments and need good data. Some

of these data are in government-owned administrative data sets, many of which (for

example in health and education) are used to generate official statistics. Although basic

statistical capability is one of the skills that newly recruited government advisors are
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expected to have (Forbes 2011), consultation both by the National Statistics Office,

Statistics New Zealand (Forbes 2009), and by the School of Government at Victoria

University (Forbes 2011) with state-sector statisticians, policy, and senior managers

(including chief executives) identified variable or insufficient statistical skills in some

agencies.

As a result, using his statutory coordination role for official statistics under the Statistics

Act 1975, Section 3(2) (New Zealand Government 1975), the New Zealand government

statistician decided to help raise the statistical capability of state-sector employees through

investment in a joint general manager (Statistics Education) position within Statistics

New Zealand and an academic (adjunct professor) position in the School of Government at

Victoria University. Collaborative development with academics at other universities

resulted in a suite of training opportunities, including a National Certificate in Official

Statistics for state-sector employees and a postgraduate (Honours) course in official

statistics that uses advanced video-conferencing, allowing student interaction and input

from computers or lecturers at multiple sites. The Honours course involved teaching staff

from different New Zealand universities who had specialist expertise in particular areas of

official statistics, such as demography, data matching, survey design, social statistics,

macroeconomic statistics, and so on. In the 2014 academic year, the course had 50 students

participating at six New Zealand universities (Harraway and Forbes 2013). However, the

focus of this article is on the National Certificate of Official Statistics. One of the features

of this certificate is that it is targeted at state-sector users of official statistics, unlike

courses such as the Postgraduate Certificate/Diploma and Masters in Official Statistics

developed by the University of Southampton and the Government Statistical Service in the

United Kingdom (2015) or the courses offered by UNSIAP (United Nations Statistical

Institute for Asia and the Pacific) that target producers of official statistics (usually

employees of national statistics offices).

Several surveys of students and/or their managers were used to determine whether the

certificate meets the needs of current participants and their managers and what the barriers

to completion of the certificate were. Modifications have since been made to the structure

and content of the certificate, some of which was designed specifically to increase its

international applicability.

2. National Certificate in Official Statistics

The National Certificate in Official Statistics was developed in 2007 based on statistical

thinking theory, but focused on official statistics as well as general statistics methods

(Forbes 2009; Forbes et al. 2010). A group of academics from statistics departments at the

seven main New Zealand universities were involved in its design and implementation, and

several continue to be involved in teaching and assessment. The certificate is at Level 5

(approximately equivalent to the first year of university studies) on New Zealand’s

vocational training framework, the New Zealand Qualifications Framework (National

Qualifications Framework Project Team 2005), and is competency based (no grades are

awarded and students can resit questions or units until they reach the required standard).

From its inception, the certificate comprised four taught units (called Unit Standards in the

New Zealand context):
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1. Resolve ethical and legal issues in the collection and use of data in a public-sector

context.

Includes understanding and interpretation of national official statistics and other

relevant (e.g., privacy) legislation, internationally agreed (e.g., United Nations

Statistics Commission) principles with a focus on confidentiality and security of data,

and other ethical issues that should be considered (such as cultural or response-

burden concerns)

2. Interpret statistical information to form conclusions for projects in a public-sector

context.

Covers basic descriptive statistics and graphs for univariate and bivariate

combinations of categorical and numeric variables, simple time series and index

numbers (including rebasing and deflation) and demographic techniques (age

standardisation and odds ratios) together with the appropriate use of these to address

a given policy question.

3. Assess a sample survey and evaluate inferences in a public-sector context.

Includes description and assessment of administrative and survey data collections,

simple estimation (calculation of 95% confidence intervals) and interpretation of

simple inferential statistics (e.g., t-tests and Chi-squared tests).

4. Evaluate and use statistical information to make policy recommendations in a

public-sector context.

Using their learning from the previous three units, students evaluate the

appropriateness of different data collections to help answer a given policy question

and also describe the properties, including simple survey design, of appropriate new

data collections.

The teaching for all these units takes place in one or two day blocks in a traditional

classroom setting using small workshops. The units were usually spaced six to eight weeks

apart to give students time to complete the assessment for one unit before doing the

learning for the next. Both the learning and assessment focus on evaluating real statistical,

research, policy, and media publications. Two main ‘case study’ publications (official

statistics or other government agency releases, research reports, or media articles) are

chosen for use across all four units for teaching purposes and two different publications are

chosen for assessment purposes. The four units account for 24 of the total 40 credits

needed to gain the certificate, with each credit representing about ten hours of work. In

2007 and 2008, students could select the remaining 16 credits from a set of level four or

five units registered on the framework that were deemed to be appropriate for the public-

sector context, such as management and communication skills or knowledge of public-

sector processes. This was changed in 2009 to a 16-credit research project based in the

student’s own workplace. One reason for this was that students could then make an

immediate transfer of at least some of the skills learned in the taught units to their

individual workplace and demonstrate the usefulness of these skills in their day-to-day

work. As Vaughan (2008) states: “Workplace learning has a broader project and potential

to link development of the individual with development of the organisation or business,

through an emphasis on sustained development and learning processes as well as learning

outcomes” (p. 1). In adult education, action learning is based on the premise that “adults
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should have control over the content and form of their education” (Pant 2006, 95) and the

workplace-based project could be viewed as “an integrated activity that combines social

investigation, educational work, and action” (International Council of Adult Education,

cited in Pant 2006, 97) with students being able to negotiate with their managers and work

on a topic of their own choosing. From the manager’s perspective, it can also be a tool

through which the organisation may derive new knowledge.

Each cohort of students is designed to be small (15–20 students) and all students are in

current employment. In some, but not all years, there was more than one cohort of

students. By 2013 there had been ten cohorts (nine in New Zealand and one in Tonga) with

185 students attending taught units. Students came from 37 different government and local

authority agencies. However, not all were formally enrolled and some of those enrolled

withdrew before attempting any assessments. Only 144 of the New Zealand students had

signed training agreements. In recent years, students who just wanted the learning from a

taught unit, but did not want to do the assessment, were able to pay a reduced fee. Between

one to seven students annually have done this, with the most popular unit enrolled in being

Evaluate and use statistical information to make policy recommendations in a public-

sector context.

It was intended that students complete the certificate within twelve to eighteen months.

However, students are notoriously late in completing assessments, with a few taking

several years to gain the full qualification. If we consider just the early (2007–2010)

cohorts, the mean completion rate for the certificate is low (from 60–71%, mean ¼ 65%).

There are also a number of students (about ten percent) who complete all the four taught

units but not the final 16-credit research component. One way of increasing completion

rates could be to assist these students to finish their research projects.

As this research project is based in the student’s own workplace, the level of statistics

it contains is highly variable. But at a minimum, the project should contain graphs and

at least one appropriate bivariate statistical analysis such as: relationships between pairs

of numeric or categorical variables, confidence intervals for means or proportions,

interpretation of hypothesis tests ( p-values) or investigation of time series. Examples of

successfully completed projects are:

. Factors affecting participation in a government-funded children’s Internet survey

. Differences between Egyptian and New Zealand societies

. Comparing religious affiliation for Tongans in the New Zealand and Tongan

Censuses

. Analysis of travel by preschool children using New Zealand Household Travel

Survey data

. Comparison of local and international prices in Tonga

. Survey of SAS ECO users in Statistics New Zealand

. Survey of transport issues for residents in a new subdivision in Christchurch,

New Zealand

. Differences between the CPI and Statistics New Zealand’s Household Consumption

Expenditure Implicit Price Deflator.

As reported in Forbes et al. (2010), the first cohort of students participating in the

certificate was viewed, in part, as an introductory pilot. These students were surveyed in
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2007, then in 2009 this survey was updated to include all those students (and their

managers) who had enrolled in the certificate by mid-2009 (four cohorts of students).

Another survey of the New Zealand students that started the certificate after the research

project was made a compulsory part of the certificate (2009-2012 cohorts) was undertaken

in late 2013. This was followed by a second survey of these students’ managers to

investigate their perceptions of the value of the certificate and barriers to its completion.

These are important issues as all the students have their course costs approved by their

managers and paid by their organisations.

3. Survey Method

Overall, the above three surveys (each comprising several student cohorts) of students and

their managers were used to investigate three research questions:

1. Does the certificate programme meet the needs of students?

2. Does the certificate programme meet the needs of students’ managers?

3. What are the barriers to students completing the certificate?

In all three surveys, only students formally doing the certificate (taking part in

assessments) and their managers were asked to respond. Statistics New Zealand’s

Questionnaire Methodology and Development (QMD) team provided some assistance

with questionnaire creation and pretesting of questions.

3.1. Pilot and 2009 Surveys

The views of the 13 students in the first (2007) cohort that had completed at least one

taught unit were surveyed using a structured questionnaire with open-ended responses.

Students were asked about their reasons for enrolling in the certificate, their prior statistics

learning, perceived barriers to completing the certificate, and whether they would

recommend the certificate to others. Each student’s manager was also surveyed for their

expectations of the programme, support that they gave to students, perception of the

statistical skills of students prior to enrolment and whether they would recommend the

certificate to others. Managers were also asked about what improvements in staff

performance or confidence they expected as a result of the certificate and whether they had

any evidence of these being achieved. The course assessor was also asked to comment on

possible improvements, and the level of complexity of the assessment questions in each

taught unit was analysed using a method designed by Black and described in detail in

Forbes et al. (2008), where each question received a score according to the following

increasing level of complexity:

1 ¼ Idiosyncratic,

2 ¼ Verbal,

3 ¼ Transitional,

4 ¼ Procedural,

5 ¼ Integrated Process.

This pilot survey was updated to include all students (and their managers) who had

enrolled in the certificate by mid-2009. The major difference was that the students in the
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2007 pilot were interviewed, whereas the 2009 survey used self-completed written

questionnaires that could either be filled in online or downloaded and completed by pen

and paper.

As both the pilot and update surveys used the same questions, the results were combined

to give comparable results for all 58 students. The overall response rate of the combined

evaluation was 62% for both students (36/58) and managers (21/34 managers responding

for 27 students). However, it was not necessarily the case that the responding managers

were managers of responding students.

3.2. 2013 Surveys

The online software SurveyGizmo was used to manage the 2013 surveys. The questionnaire

(see Supplemental material online at: http://dx.doi.org/10.1515/jos-2016-0042) contained

a mixture of four-point Likert scale, simple multiple-choice (usually yes/no or range bands

such as ‘none’, ‘at least once’, ‘2–4 times’, etc.), and open-ended questions. Some

questions were adapted from previous course surveys. Features of the questionnaire

included: automatic skipping of questions, breaking up the survey into sections with

headings, progress bars, greying out of choices when the “none of these” option is chosen,

and soft compulsion where respondents are reminded once about unanswered questions.

Soft compulsion was used more often at the start of the questionnaire, where questions that

were of higher priority were placed. It was not possible to automatically link students and

managers nor determine whether nonresponding students had moved jobs or had completed

the certificate.

3.2.1. Student Survey

Given that some students complete all the taught units but not the research project, the primary

motivation for this survey was to identify potential barriers to completion of this project.

Email addresses from students’ training agreements were used to send a link to an online

questionnaire. These were mainly workplace email addresses. Any alternative addresses

given in automated responses were also used, but only cursory Internet searches were made to

find other new email addresses. The first email invitation only yielded a response rate of ten

percent. Two further reminder emails increased this to 30% overall (20 students). A further

eight people answered about half the questions in the survey (that is, there can be up to 28

responses on any given question). The low response rate and out-of-date sample frame mean

there are a number of potential sources of bias. Students with stronger opinions or those with

time available to answer the survey may have been more likely to respond. There was also

lower representation of earlier cohorts (as shown in Table 1, which demonstrates that the

response rates were related to the time delay between the cohort and the survey).

3.2.2. Manager Survey

The design of the managers’ survey was very similar to the students’ survey. The same

sample frame and method to select students was used, as all students had been asked to

supply their managers’ details and some managers had also attended workshops about the

project component of the certificate. Response rates by cohort year for the managers were

eight percent for 2009 cohorts, 60% for 2010, 27% for 2011, and 47% for 2012, with one
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additional respondent whose year was unknown. As shown in Table 1, the managers’

response rates were not as directly related to the time delay between the cohort and survey

as the students’ response rates. The overall response rate for managers was 42% (21

respondents), slightly greater than that for the students. Just under a quarter (5/21) of

responding managers had more than one staff member do the certificate. In most cases this

would have been two staff, so overall the managers were reporting on their experiences

with a total of at least 26 students.

Identical questions about barriers to completion were used in both surveys to enable

comparison of the perceptions of managers and their staff. Given the sources of potential

bias, in the main, results have been reported for the responding students and managers

only. If this were to be treated as a random sample of all the students and their managers,

the margins of error would be substantial. For example, for a proportion of 20 students it is

roughly (with finite population correction) plus or minus 18 percentage points. The results

given below should therefore be viewed as indicative only.

4. Survey Results

4.1. Pilot and 2009 Surveys

The most common reasons for enrolment given by students from the combined 2007 and

2009 surveys were to improve their statistical knowledge and promotion prospects, or as a

refresher course. Students that enrolled to increase their statistics knowledge or assist with

career advancement were classed as ‘high’ motivation, and those who wanted either a

refresher, to “contribute to the pilot” or because their manager suggested it were classed as

‘low’ motivation. Almost two thirds of students (65%) were classified as having high

motivation. Unsurprisingly, students with little or no prior knowledge of statistics found the

statistical content difficult compared to those with some prior knowledge, but there was no

obvious relationship between students’ motivation and their prior statistics knowledge.

Only 60% of students completed the certificate within the suggested time (one year).

The time it took for a student to complete a taught unit was found to be related to the

student’s motivation to do the qualification, with 92% of high-motivation and 34% of low-

motivation students completing units. However, prior statistical knowledge did not seem

to be related to completion time. About half the students reported that one of the barriers to

completion was balancing doing assessments with commitments in their work and

personal life.

Table 1. Students and managers response rates by year.

Students Managers

Year
Student

cohort size Respondents
Response
rate (%) Respondents

Response
rate (%)

2012 23 10 43.5 9 47
2011 16 6 37.5 4 27
2010 14 2 14.3 6 60
2009 15 2 13.3 1 8
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Seven people moved into a new role or organisation during or after the certificate. Only

one was explicit that the certificate contributed to their move, stating: “Changed job after

completing certificate. Knowledge from certificate is very useful in new job, and

encouraged me to apply for new job.” All seven of those who changed workplaces midway

through the certificate completed it (contrary to the findings of Curson (2004) that this is

often a barrier to course completion).

All but one student stated that they would recommend the certificate to others. All the

responding managers also said that they would recommend the certificate. While most

managers indicated that it was too soon to determine whether the certificate had met their

expectations and had a ‘wait and see’ attitude regarding its impact in the workplace, two

thirds (14/21) also stated that there was a noticeable increase in the confidence of staff

enrolled in the certificate.

4.2. 2013 Student Survey

Responding students came into the certificate with highly variable backgrounds in

statistics: 21% (6/28) had never studied statistics, 54% (15/28) studied statistics either in

senior secondary school or introductory university courses, 14% (4/28) at advanced

tertiary level and eleven percent (3/28) as professional development for their job. For a

number of students, their prior learning had taken place more than four years ago. Multiple

responses were possible to the question on why students had enrolled in the course. Of the

28 students responding to this question, 46% (13/28) did so because they wanted to be

more confident using official statistics and 43% (12/28) because they wanted to learn about

official statistics. Only just over 14% (4/28) of the responding students enrolled in the

certificate because their manager told them to (Figure 1).

As with the taught units in the 2009 evaluation, completion of the project was related to

its perceived priority. Of the 20 students responding to this section, almost half (9/20) did

not start working on the project until after finishing the four taught units. A quarter had not

yet started doing the project. However, of the twelve that had not yet started or completed

the project, 75% (9/12) still intended to complete it. A quarter (of the 20 respondents)

indicated that they had changed role or organisation since beginning the certificate. It is

possible that this may have a bearing on future completion of the research project.

A high proportion (over 90%, 20/22 or 21/22 respondents for each unit) of the students

agreed or strongly agreed that each of the taught units was relevant to the research project

As one student stated, “I’m trying to incorporate all the topics from the course into my

research project in some aspect. In that case, all topics are relevant to my research project”.

Of the students that had started their project, 27% (4/15) had already applied the skills

and knowledge gained in the research project to a moderate extent in their workplace.

Students’ comments about how they had applied these skills in the workplace included:

. “Applied sampling theory from the course in scoping an observational cell phone use

survey.” not

. “By developing collection reports with some analysis and recommendations from

survey metadata.”

. “Interpreting and explaining margins of errors, odds ratios etc. for research papers.”

. “To harp on to others about data matching and information privacy.”
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. “I am now able to analyse data to a deeper extent and have more of an understanding

of the information that I send to others. It has given me more confidence in what I do

and I can inform others with confidence.”

. “I started a mini-project (currently on hold) as suggested by my new manager to

check if a certain source of administrative data is good enough to be used as quality

check for current data.”

All the responding students (100%) felt that they were well informed about the research

project and 86% (13/15) also considered their managers to be well informed.

4.3. 2013 Manager Survey

While only 14% of students reported enrolling in the certificate because their manager

requested them to, 19% (4/21) of managers reported requesting students to take part.

However, it should be noted that the responding managers may not necessarily be the

managers of the responding students, as these groups were surveyed separately. Given the

small numbers, and different time periods at which the surveys were carried out, no pairing

of managers with their students was undertaken.

All managers reported having expectations of their staff prior to staff doing the

certificate, with most managers (86%, 18/21) expecting increased skills and two thirds

(67%, 14/21) expecting their staff to have increased awareness. But only just under half

(48%, 10/21) expected their staff to be able to think and/or work statistically as a result of

completing the certificate. One manager reported that they expected an “increased ability

to connect knowledge of stats with what is happening in our business”.

The students had all completed some units in the certificate when managers were

surveyed. At this point, about two thirds of the managers (67% (14/21), 62% (13/21) and

71% (15/21) respectively) reported that the course had improved their staff’s confidence

in statistics, their basic statistical skills and knowledge or their awareness of official

statistics. In addition, 52% (11/21) reported that their staff’s ability to think and/or work

analytically had increased and 29% (6/21) stated that staff had improved in other areas.

Less than ten percent (2/21) of managers thought that their students needed more support

40 2 6 8 10 12 14

My manager told me to

Someone recommended course to me

Wanted formal qualification

Found course through own searching

Wanted to learn about official statistics

Wanted to be more confident

Fig. 1. Numbers of students giving reasons for enrolling in the Certificate of Official Statistics.
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with the statistical content in the taught courses and only 14% (3/21) that they needed

more support with the statistical content of the research project. Open-ended comments

made by the managers included that:

. “Completing the certificate was a valuable experience for my staff member. I think it

increased her personal confidence with working with statistical information and

whetted her appetite for further learning.”

. “Found it a useful course that I would recommend to a new analyst with limited

statistical knowledge and/or knowledge of the OSS (Official Statistics System).”

One manager also commented on the need for follow-up after the certificate was

completed, asking “where to after the research project?”, and suggesting that discussions

could take place “with other parties about the data to better understand it”.

4.4. Comparison of Common Questions

Although some of the responding managers might not have managed responding students,

and similarly some of the responding students might not have been managed by

responding managers, the responses for common questions in both the students’ and

managers’ surveys were compared.

The course organisers expected that students would have discussions with their manager

about the workplace-based research project in particular. Both the students and the

managers were asked what discussions had taken place (Table 2).

Most of the students had discussed the research topic and getting data with their

manager, but only half discussed choosing methods, creating statistical outputs, their first

draft, or submission of the assignment with their manager. Some students also disagreed

that their discussions with their manager were productive (40%, 8/20). Just under two

thirds (62%, 13/21) of managers reported reviewing the project with their staff. The

proportions of managers who reported having had a discussion were lower than the

students in all cases except writing a first draft. Managers were more likely to respond N/A

(not applicable) in each of these categories than students were. Some managers surveyed

had inherited staff doing the course, which would have increased the number of N/A

responses. Chi-squared and Fisher’s exact test for odds ratios indicated no statistically

significant differences between any of the responding managers’ and students’ responses.

Identical questions were also asked about perceived barriers to completion of the

research project. As Figure 2 shows, there was a difference between what managers and

students reported. Figure 2(a) gives the managers’ perceptions of barriers to completion,

and Figure 2(b) gives the students’ perceptions.

Table 2. Percentage of respondents reporting discussion about aspects of the research project.

Number of
respondents

Choosing
a topic (%)

Getting
data (%)

Choosing
statistical

methods (%)

Creating
statistical

outputs (%)
Writing a

first draft (%)

Students 20 80 80 50 50 50
Managers 21 71 52 29 24 57
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The 95% confidence interval for the odds ratios are given in Table 3. An odds ratio of

less than 1 implies that the students were more likely than the managers to select a barrier

and an odds ratio of more than 1 that they were less likely. Confidence intervals that

contain 1 are not statistically significant. Managers were again more likely than students to

tick the N/A response. The results indicate that the students were more likely than the

managers to say that the manager was well informed about the project or that the research

project was a low priority for the student. That is, managers and students had similar

perceptions on whether the project was a low priority for the manager, but not on whether

it was a low priority for the student. Neither managers nor students thought that the

certificate was too difficult or that twelve months was not long enough.
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Fig. 2. Perceptions of barriers to completion of the research project: (a) Managers (b) Students.
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5. Lessons Learned and Modifications Made to the Certificate

5.1. Original Research Questions

5.1.1. Meeting Students’ And Managers’ Needs

Despite the students’ variable statistical background, very few thought that the content of

the certificate was too difficult. Feedback from both the 2009 and 2013 surveys indicated

that students felt well informed, that almost all would recommend the certificate to others,

and that some had started applying their new skills in the workplace while still partway

through the certificate, suggesting that the certificate did meet students’ needs. Feedback

from students also reinforced the relevance of the material in the taught units to their

workplace-based research projects. Managers also indicated that at least some of their

needs were being met with about two thirds in both surveys reporting increased staff

confidence. Managers thought the content was not too difficult and all would recommend

the certificate to others. Two thirds of the managers surveyed in 2013 also reported

improved basic statistics skills, and almost three quarters reported increased knowledge

and awareness of official statistics. That almost a quarter of these managers had more than

one student doing the certificate may also imply some satisfaction with the certificate.

5.1.2. Barriers to Completion

Some barriers to completion of the certificate were easy to identify, including the time

constraints imposed by other commitments, delaying the start to the research project until

after all the taught units were completed (about half the students), and the project being a

low priority for students and/or their managers. High enrolment motivation was also

related to completion of the certificate. Some factors, such as the students’ prior level of

statistics or movement between jobs, did not appear to be related to course completion.

However, there is clearly room for improvement in terms of increased completion rates.

5.2. Modifications Made to the Certificate

The feedback obtained from the 2007 pilot, together with concerns expressed by the then

assessor and the analysis of the level of complexity of the assessment questions, resulted in

a number of changes to the certificate. These included: the order of delivery of the taught

units, the teaching style of one teacher, assessment questions (number of questions

reduced and questions ordered by difficulty); worked examples (these step-by-step

Table 3. 95% confidence interval for odds ratios of likelihood to perceive a barrier.

Perceived barrier 95% CI for odds ratio

Not enough time day to day (0.05, 1.15)
Twelve months not long enough (0.05, 2.27)
Too difficult (0.00, 2.23)
Manager well informed about project (0.02, 0.58)
Low priority for the student (0.00, 0.71)
Low priority for the manager (0.10, 2.16)
No topic was available (0.00, 2.23)
No data was available (0.00, 2.23)
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descriptions of how to answer questions were fine-tuned to show students what was

required for a pass); and tutoring and mentoring systems (extended).

Following the 2009 update, a 16-credit ‘umbrella’ workplace-based statistics project

was included so that there was direct transference of the learning from the taught units

back to the respective student’s workplace.

As one of the major lessons learned was that students often delayed the start of their

research project until they had completed all the taught units, in the first cohort after the

2013 survey a programme to encourage students to begin work on their research project

early was introduced. This included: providing information about the project at the very

beginning of the certificate and reiterating this in each taught unit; bringing managers

together in short (1–2 hour) workshops about the project and requiring students to submit

research plans in the first few months of starting the certificate. Early indications suggest

that these initiatives are already having a positive impact, in particular the last, with all but

one of the students in the latest cohort completing a research plan by the required date. In a

number of cases, the submission of one-page plans for the research made it clear to the

course coordinator where students needed guidance, especially in terms of the type and

level of statistical analysis. The impact of these initiatives on completion rates will

continue to be monitored. Both the course material and the assessment questions were also

reviewed following the 2013 survey.

5.3. International Extensions

Following the 2013 survey, two new initiatives involving the Certificate of Official

Statistics were developed.

The first was the result of the Tongan cohort that took place early in 2012. Initially 20

students from six Tongan Government agencies (eight from policy ministries or the

Ministry of Finance and National Planning, and twelve from the Statistics Department)

enrolled, but only 18 submitted assessment material. These students were not included in

the New Zealand surveys but also had a completion rate for the assessments that dropped

off substantially over time. At the end of 2013, 17 students had achieved one or more of the

taught units and six were working on or had passed the final research project unit (and

were therefore heading towards completing the certificate). One outstanding student

subsequently went on to do postgraduate studies. Unlike the New Zealand students, a

number of the students who had partially completed the certificate withdrew because they

had changed jobs. Several others also partially completed because they moved to New

Zealand to live. Although this cohort may be viewed as only moderately successful

overall, for many students it was their first post-school qualification, and it was used as the

basis of a proposal to the New Zealand Ministry of Foreign Affairs that provides aid to

Pacific Island countries. Funding was subsequently approved in mid-2014 to develop and

deliver the certificate, adapted for the Pacific context, to up to 100 students in four Pacific

Island countries. This is now underway.

Not all students participating in the taught units were seeking formal qualifications.

Students also found it hard to balance learning with work and family commitments. One

possible way of addressing these issues is to have learning available in different formats.

A second joint endeavour involved New Zealand academics, John Harraway from the
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University of Otago and Sharleen Forbes from Victoria University, and staff from the

Royal Statistical Society Centre for Statistical Education at Plymouth University. This

project aimed to develop problem-focused (rather than technique-focused) e-learning

material to enhance and replace some of the written material on the certificate. The

resulting web apps are freely available, accessible on a variety of IT platforms (e.g.,

desktop computers and laptops, tablets, and smartphones) and have interactive content,

making them less like static e-books and more like a miniature learning environment

including questions, quizzes, animation, videos and interactive tables and graphs. The first

three web apps developed were:

1. Measuring Price Change (focusing on the CPI, working with price indices, change of

base, time series in connection with the CPI, moving averages, trends, seasonality,

and policy uses of price indices)

http://iase-web.org/islp/apps/gov_stats_priceindices

2. Comparing populations (over time, between countries and between groups within

countries including aspects of demography such as fertility, mortality, migration, life

tables, population pyramids, age standardisation, and odds ratios)

http://iase-web.org/islp/apps/gov_stats_populations

3. Graph It in Excel (discussing good and misleading data presentation and giving

instructions for the creation of simple graphs including boxplots and population

pyramids). This web app was developed because many state-sector policy advisors

only have access to Microsoft Office products in their workplace.

http://iase-web.org/islp/apps/gov_stats_graphing

The three web apps were officially launched at the 2015 World Statistics Congress and are

now hosted on the international Statistical Literacy Project website. They can be accessed

using the URLs given above. National Statistics Offices in several African countries

(including Mozambique, Angola, Malawi, Gambia, Kenya, and South Africa) have

already expressed interest in using the web apps. UNSIAP also plans to use them in a

workshop in Bangkok in 2015 for statisticians from National Statistics Offices in Asia and

Africa.

6. Concluding Comments

In its current form, the New Zealand Certificate of Official Statistics is a mix of externally

taught and assessed units and a workplace-based, but externally assessed, project. As

Vaughan (2008, 19) states, “Workplace learning is not just a one-way process then. It is an

interaction between workplace, learning, and the learner”. That is, in this certificate

students need to interact with their managers when choosing the research project and

throughout its development. Possible reasons for the perceived managers’ low priority for

the project could be they see it as additional to their negotiated annual work plans, or they

feel that they have contracted out the students’ learning in the certificate through payment

of their enrolment fees. An ongoing issue for the workplace-based research component of

the certificate is getting managers to accept that “Workplace learning projects require

substantial investments of resources, commitment and energy from both employers and

employees” (Alcántara 2006, 1). Extra effort has been required to remind managers to
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allocate sufficient work time for both themselves and their students in order to gain

maximum return from their investment in this training.

While a number of initiatives have been introduced to help improve the completion rate

in the certificate, what has not been measured yet is whether or not participation in this

national certificate has a positive effect on organisational performance, decision-making

processes, or statistical outputs in the agencies where students work. This is an area for

further research.
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Certificate of Official Statistics - Student Survey 
Prior to enrolment 

h idden=f a ls e&req

1. Why did you enrol in this course? Check all that apply. *This question is required.

My manager told me to 

I heard about this course from someone else  

I found this course through my own searching 

I wanted to be more confident using official statistics 

I wanted to learn about official statistics  

I wanted a formal qualification 

Other reasons. Please state: Please enter an 'other' value for this selection. * This
question is required.  

h idden=f a ls e&req

2. Prior to enrolling for this certificate, where have you previously studied statistics?
Check all that apply. *This question is required. 

At school, up to Year 11 (5th form) 

At school, up to Year 12 or 13 (6th or 7th form)  

Introductory statistics course at a tertiary institution (university or polytech) 

Advanced (degree level) at a tertiary institution (university or polytech) 

Professional development course 

Other place. Please specify: Please enter an 'other' value for this selection. * This
question is required. 

I have not previously studied statistics 

Before the certificate, when did you most recently study statistics? *This question is 
required.

2012

2011

2010
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2009  

2008 or earlier 

Working on the Research project 

h idden=f a ls e&req

3. How relevant was each unit to your research project? *This question is required.

3. How relevant was each unit to your
research project? *This question is 

required.

Not 
relevant

A little 
relevant

Moderately 
relevant

Very 
relevant

Ethical and legal issues in official 
statistics (23271)

Interpreting descriptive official statistics 
(23268)

Making inferences with official statistics 
(23270)

Making recommendations with official 
statistics (23269)

h idden=f a ls e&req

0

4. Please describe at least one topic, covered in any of the units above, that was relevant
to your research project. 

h idden=f a ls e&req

0

5. Please describe at least one topic, covered in any of the units above, that was not
relevant to your research project. 
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h idden=f a ls e&req

0

6. When did you decide on a research topic? *This question is required.

Haven't started my research project 

Before the workshops began  

After the first or second workshop  

After the third or fourth workshop 

How did you choose a research project topic? 

7. When did you start working on the research project? *This question is required.

Haven't started my research project 

Before the workshops began  

After the first or second workshop  

After the third or fourth workshop  

Research project - intention 
h idden=f a ls e&req

0
8. Have you changed roles at your employer, or left your employer, since starting the
course? 

Yes 

No

h idden=f a ls e&req

0

9. To what extent do you agree with the following statements?

9. To what extent do you agree with the
following statements?

Strongly 
agree AgreeDisagree Strongly 

disagree
I don't have enough time day to day to work on 

the research project. 
Twelve months is not enough time to complete 

all assessments. 

Forbes and Keegan: Certificate of Official Statistics Supplemental File 3

Unauthenticated
Download Date | 11/24/16 12:28 PM



9. To what extent do you agree with the
following statements?

Strongly 
agree AgreeDisagree Strongly 

disagree
The research project is a low priority for me. 

*This question is required
The research project is a low priority for my 

manager. *This question is required
The content for the research project is too 

difficult. *This question is required
I couldn't pick a topic for the research project. 

*This question is required
No suitable data were available for my research 

project. *This question is required
I didn't get enough support from my manager. 

*This question is required
I didn't get enough support with the statistical 

content. *This question is required
h idden=f a ls e&req

0

10. What other issues, aside those in the previous question, made it difficult for you to
work on the research project? 

11. How could these issues be resolved to help you to complete the project?

Being Informed About the Research Project 
h idden=f a ls e&req

0

12. How well informed do you think you were about the research project?

Not at all informed

A little informed

Moderately Informed

Very informed
h idden=f a ls e&req

0
13. How well informed do you think your manager was about the research project?

Not at all informed

A little informed

Moderately Informed

Very informed
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h idden=f a ls e&req

0
14. What unanswered questions do you have about the research project?

h idden=f a ls e&req

0
15. Did you intend to complete the research project?

Yes

No
h idden=f a ls e&req

0
16. Would you still like to complete the research project?

Yes

No

Discussions 
h idden=f a ls e&req

0
17. How much did you discuss the research project with your manager?

Not at all 

A little amount 

A moderate amount 

A lot 

h idden=f a ls e&req

18. In any of your discussions, did you talk about any of the following?Yes No
Choosing a topic

Getting access to or collecting data
Choosing statistical methods
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18. In any of your discussions, did you talk about any of the following?Yes No
Creating statistical outputs ready for reporting

Writing a first draft
Submitting the project

h idden=f a ls e&req

0

19. As a whole, how productive do you think your discussions were?

Not productive at all 

A little productive 

Moderately productive 

Very productive 

h idden=f a ls e&req

0

20. Which discussions, if any, were not productive and why?

After the course
h idden=f a ls e&req

0

21. What did you value about the research project?
a s d f

h idden=f a ls e&req

0
22. How much have you applied the skills and knowledge, gained on the research
project, to other aspects of you work? 

Not at all 

A little amount 
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A moderate amout 

A lot 

h idden=f a ls e&req

0
How did you apply this skill and knowledge to your work?  

Are there any other comments you would like to make about the research project? 
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Statistical Capacity Building of Official Statisticians in
Practice: Case of the Consumer Price Index

Tomi Deutsch1

This article focuses on the issue of statistical capacity building of official statisticians using
the case of the consumer price index (CPI) as an illustrative example. Although used for
indexation of salaries, pensions, and social welfare benefits, but also as an approximation of
the general inflation rate, there are several unresolved methodological issues associated with
CPI’s calculation. Apart from the choice among two alternative concepts, the challenge of
how to include owner-occupied housing (OOH) in CPI has also not been adequately resolved
yet. Analysis in the article is based on Slovenian data. The results show that accuracy of the
CPI significantly improves if it is calculated using one of the superlative and symmetric
formulas, and that it makes sense to include OOH in CPI using the total acquisitions approach.
The analysis further indicates that the choice of the index formula for calculating CPI has a
much greater impact on the CPI value than inclusion of OOH. Academic research findings
such as these should not remain unknown to the wide professional community of official
statisticians. Formal channels for knowledge transfer from academia to official statistics
providers should be established to facilitate continuous statistical capacity building of official
statisticians.

Key words: Statistical capacity building; consumer price index; superlative index formulas;
owner-occupied housing; total acquisitions approach.

1. Introduction

The World Bank (2016) defines statistical capacity as “the ability of countries to meet user

needs for good quality statistics”. Usually, the statistics this definition refers to are those

we tend to label ‘official’: produced by national and international statistics providers to

help local, regional, and national governments, as well as unions of countries, make

informed policy decisions and monitor their impact.

Following from the definition of statistical capacity, statistical capacity building can be

defined as all efforts and activities towards raising the ability of countries to meet user

needs for good quality statistics, or, put more simply, to establish a statistical system

capable of providing users with timely and reliable official statistics.

The statistical capacity building activities of the United Nations, the World Bank,

International Statistical Institute and its Committee on Statistical Capacity Building, and

many other organizations, are usually focused on training of official statisticians in

developing countries. However, even in countries with well-established statistical

systems, statistical capacity building should be an ongoing process. Dilemmas of official

q Statistics Sweden

1 University of Ljubljana, Faculty of Economics, Kardeljeva ploščad 17, 1000 Ljubljana, Slovenia. Email:
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statisticians in developed countries might be different, but they are by no means less

numerous than dilemmas faced by their colleagues from developing countries.

This article focuses on the issue of statistical capacity building of official statisticians in

practice, using the case of the consumer price index (CPI) as an illustrative example.

Although utilized for indexation of salaries, pensions, and social welfare benefits, but also

as an approximation of the general inflation rate, there are presently several unresolved

methodological issues associated with the calculation of this indicator. Apart from the

choice among two alternative concepts, the challenge of how to include owner-occupied

housing (OOH) in CPI has also not been adequately resolved yet. Two important CPI-

related methodological questions are therefore addressed in this article:

1. Do any of the existing index formulas help to significantly improve the accuracy

of CPI?

2. Which among the available approaches to inclusion of OOH in CPI should be used

in practice?

Following the introduction, we first provide an overview of formulas available for CPI

calculations. We then discuss the pros and cons of existing approaches for inclusion of

OOH in CPI. After establishing the theoretical framework we put theory to practice using

Slovenia, a small open economy with a register-based system of official statistics, as a

showcase. A discussion of possibilities to systematically disseminate academic research

findings in the field of official statistics among the wide professional community of official

statisticians concludes the article.

2. Formulas Available for CPI Calculations: An Overview

When deciding how to approach the CPI calculations, official statisticians face the choice

between two alternative concepts: the fixed basket concept and the cost of living concept

(ILO 2004). In practice, both concepts usually yield a different final CPI value, although

convergences are possible (and feasible).

Availability of adequate weights (or quantities of goods) makes use of formulas for

weighted price indices in CPI calculations possible. The choice among several alternatives

depicted in Table 1 largely depends on the adopted concept and data availability required

by the specific index formula.

According to the fixed basket concept, the CPI is calculated using a formula in which

weights remain fixed and do not change between the compared periods. There are several

options for choosing weights. By selecting the weights from one of the two compared

periods, that is, the base or the current period, the Laspeyres (PL), or the Paasche price

index (PP) is obtained.

The Laspeyres price index is calculated using the weights from the base period of prices,

independent of the structure of population consumption in the current period. Assuming

that changes in consumption are largely caused by replacement of relatively expensive

goods with relatively cheaper ones, this index yields values which overestimate actual

price movements between two periods.

The Paasche price index is calculated by taking into account the structure of

consumption in the current period. Assuming that changes in consumption are largely
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caused by replacement of relatively expensive goods with relatively cheaper ones, this

index yields values that underestimate the actual movement of prices between two

periods.

From the theoretical viewpoint, it is impossible to determine which index formula, the

Laspeyres or the Paasche one, is more suitable for CPI calculations. While both seem

equally probable, they generally give different answers to the same question (ILO 2004,

par. 15.17). For practical reasons, the Laspeyres index formula has been more frequently

used in practice, because the weights from the base period are relatively easily obtainable

in comparison to the weights from the current period.

Neither the Laspeyres nor the Paasche price index is suitable for measurement of

inflation faced by households. An established inflation rate should not have a probable

alternative value and should account for the structure of the household consumption in

both the base and the current period. Diewert (1999, 31–32) reports that Walsh therefore

(already in 1921) suggested to combine both indices.

Combining the quantities from both periods with the arithmetic mean formula results in

the so-called Marshall-Edgeworth index. This index is rather problematic in international

comparisons and therefore rarely used.

Combining the quantities from both periods with the geometric mean formula yields the

Walsh price index. This index, together with the Törnqvist-Theil (or equivalent Törnqvist)

and Fisher price index (PF), forms a group of symmetric and superlative formulas which

under certain assumptions (constant utility function over time, homothetic preferences –

see Breuer 2007, 3) represent a good approximation of the real cost of living index

(Diewert 1976).

Table 1. Alternative index formulas used in CPI calculations.

Description

Weights

reference

period Index formula
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Source: ILO, 2004.
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The weights in the Walsh index are calculated as a combination of weights from the

base and the current period and are fixed. Consequently, this index reflects price changes

only. This characterizes it as an unbiased pure price index (Hill 1999, 10).

For the normal time series of data, Fisher, Törnqvist-Theil, and Walsh indices are only

approximately consistent in aggregation (ILO 2004, par. 6.17), but yield similar values.

Consequently, it does not matter which of these three index formulas are chosen as the

target index for the CPI (ILO 2004, par. 17.5). With the Walsh index formula declared

suitable for the fixed basket concept, and given the negligible differences between

superlative formulas, we can assume that the other two remaining superlative formulas,

that is, Fisher and Törnqvist-Theil, are also suitable for CPI calculations according to the

fixed basket concept. This has been proven by Diewert (2002, 590). He also showed that

among these three, the Fisher formula yields the best results both in terms of the economic

and test approach (Diewert, 1999, pp. 7 and 18).

When calculating CPI in real time according to the concept of the fixed basket, it makes

sense to use one of the alternative formulas which result in an approximation of the

Laspeyres index. The most appropriate and most commonly used in practice are the Young

index (PYo) and the Lowe index with hybrid weights (PLo). The Young index uses

available weights from the period prior to the base period. If we multiply weights used for

the calculation of the Young index with the base period prices, we obtain the Lowe index

with hybrid weights (but have to take into account issues related to the elasticity of

substitution – see UN 2009, par. 4.83).

Given that superlative indices also cover substitution between goods, geometric

formulas assuming this substitution can be used. Such CPI approximations are calculated

using the geometric forms of the Young (PGYo) and/or Laspeyres (PGL) index. These

require the same data as their arithmetic equivalents (Armknecht and Silver 2012, 4; ILO

2004, par. 1.40). However, due to the delayed availability of weights, only the geometric

Young index can be calculated without any major problems in real time.

Practical limitations to the use of these two indices include avoidance of prices that are

equal to zero. Attention should be paid to the significant drops in prices. Elasticity of

substitution is an issue as well: Armknecht and Silver (2012, 4) note that the geometric

Young index is biased downwards when inelastic substitution is present. Similar bias can

also be expected when the geometric Laspeyres index is used.

3. Approaches for Inclusion of the Owner-Occupied Housing in Consumer Price

Index: An Overview

Five possible approaches for inclusion of OOH in CPI are reviewed next:

– the user cost approach,

– the rental equivalence approach,

– the payments approach,

– the net acquisitions approach,

– the total acquisitions approach.

The review helps us round the theoretical framework for the subsequent empirical

showcase.
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3.1. The User Cost Approach

This approach builds on the cost of living concept which means that it considers the cost

incurred by the use of durable goods instead of their prices (Diewert 2003, 3; UN 2009, par.

9.1.9). Consequently, according to ILO (ILO 2004, par. 10.8) we attempt to measure changes

in the cost to owner-occupiers for using the dwelling. ILO (ILO 2004, par. 10.10) also

provides a typical formula for the estimation of user costs: UC ¼ rMþ iEþ D þ RC 2 K.

The equation for the calculation of user costs (UC) can be interpreted as the difference

between the cost of the acquisition of housing, later use of the housing and selling of the

housing at the end of the period (Spiteri 2008, 52): M and E represent mortgage debt and

equity in the home, and r and i represent mortgage interest rates and the rate of return

available on alternative assets, respectively. D is depreciation, RC other recurring costs

and capital gains K (with a negative prefix).

The user costs approach has a number of theoretical and practical issues which do not

make it popular among statisticians (Kurz and Hoffmann 2004, 3). Two of the most

pressing ones include:

– Reduced consistency of CPI: the user cost approach should be applied to all durable

goods (i.e., all goods used longer than one month). In reality, the approach is only

used for OOH inclusion.

– User costs cannot be calculated only on the basis of actually observed data

(irrespective of the degree of difficulty in data collection processes). Certain

parameters also need to be estimated and imputed. However, simplified forms of user

costs approach are used in practice, even though they do not eliminate the problems

of setting the parameter values (Guðnason and Jónsdóttir 2008).

3.2. The Rental Equivalence Approach

As a consequence of the user cost approach weaknesses, the rental equivalence approach

was developed. Apart from its perceived simplicity in comparison with the user cost

approach, its main advantage lies in its connection to both the cost of living and the fixed

basket concepts.

The rental equivalence approach attempts to measure changes in the prices of housing

services consumed by users of OOH by estimating the market value of these services or by

estimating how much users would have to pay to rent their own housing (ILO 2004, par.

10.14). Imputed rents for OOH are equivalents of actual rents, which, besides the payment

for the rent of the building or part of the building, also include the rent for the associated

land. The amount of the imputed rent – as in actual rents – thus depends on the physical

characteristics and the location of OOH.

Certain requirements need to be fulfilled in order to use this approach (Spiteri 2008, 53):

– there is a market for rented dwellings and a significant amount of rented dwellings

with characteristics similar to those of owner-occupied dwellings,

– the rental market is competitive and not heavily regulated,

– rented and owner-occupied housing are not subject to different tax regimes,

– rental statistics do not include services like electricity and insurance, but represent

pure rental cost.
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Further, measured rent that was actually paid may deviate from the pure rental value

due to potential inclusion of running maintenance costs of housing in the rent, equipment

of rental housing and other reasons (Baldwin et al. 2006, 15).

The rental equivalence approach assumes that the rental housing services and OOH are

perfect substitutes, but a number of countries have in the past experienced rapid growth in

housing prices that was accompanied by moderate growth in rents (Heath 2007, 6). This

creates a gap between the estimate of the costs of maintaining a certain standard of living

and the actual costs faced by the households in order to provide for this standard.

Consequently, it results in a biased CPI.

3.3. The Payments Approach

According to the payments approach, besides the real prices of housing (and other incurred

costs), interest payments for the mortgage loans are also included in the CPI. The average

mortgage debt is defined as the ‘good’, and the interest rate as its price (McCarthy 2007,

87). Consequently, the CPI includes the following housing expenditure (ILO 2004, par.

10.20):

– down payments or deposits on newly purchased dwellings,

– legal and real estate agency fees payable on property transfers,

– repayments of mortgage principal,

– mortgage interest payments,

– alterations and additions to the dwelling,

– insurance of the dwelling,

– repair and maintenance of the dwelling,

– property rates and taxes.

A great advantage of the payments approach in comparison to the user costs approach is

that the index includes only those categories that can be actually observed. However, it is

difficult to collect all the necessary data, so in practice this approach is rather difficult to

implement without giving estimates on certain values, and is therefore rarely used. The

need to include a large amount of data will probably remain the biggest obstacle for the

implementation of this method in the CPI calculations (UN 2009, par. 9.1.11).

3.4. Net Acquisitions Approach

This approach is based on the inclusion of the actually observed prices and quantities

(volume of expenditure), with both the prices and the volume of expenditure for products

and services in the CPI attributable to the period in which the acquisition occurred.

Consequently, the CPI covers only new constructions and housing new to the household

sector.

The costs related to the OOH acquisition according to the net acquisitions approach,

include (ILO 2004, par. 10.40):

. net purchases of dwellings (i.e., purchases less sales by the reference population),

. direct construction of new dwellings,

. alterations and additions to existing dwellings,
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. legal and real estate agency fees payable on property transfers,

. repair and maintenance of dwellings,

. insurance of dwellings,

. property rates and taxes.

The net acquisitions approach sets limitations on the inclusion of OOH expenditure only

for the purchase of housing, while the rest of the OOH expenditure according to the net

approach is not affected (deviation occurs only if the associated land is treated separately).

Net purchases of housing include (ILO 2004, par. 10.42):

– dwellings purchased from businesses (newly constructed dwellings, company

houses, or rental dwellings),

– dwellings purchased or transferred from the government sector,

– any purchases, for owner-occupation, of rental dwellings from the reference

population households.

If the CPI is prepared for a subpopulation, purchases of housing from other types of

households are included in the net purchase of housing (ILO 2004, par. 10.42).

Determination of the net volume of expenditure, which according to the net acquisitions

approach drops in the CPI, opens quite a few dilemmas:

– Definitions of new construction purchases and existing housing sold to the

households by companies, local and national authorities as well as other

organizations outside of the household sector are quite clear and unproblematic in

terms of data collection. However, the mere inclusion of this range of housing sold

from the standpoint of the net acquisitions approach is not satisfactory. If we want

to operate with the net purchase value of the reference population, we need to

deduct all sales by the households to the remaining sectors from the weights these

housing purchases have. That means a certain shift in the data collection; CPI is

calculated on data on purchases of goods by households, while this additionally

requested information relates to the sales by households.

– Another difficulty arises because of the inclusion of the existing housing sold by the

households from the reference population. This housing is excluded from the net

approach, with the exception of housing that has been functioning as rental housing

before the purchase. By the analogy with the logic of including former private rental

housing, all housing new to the household sector, which will be rented out after the

acquisition, has to be excluded from the CPI. Furthermore, according to the same

logic, the value of housing, which was rented after the owner moved away, should be

deducted from the value of housing new to the household sector. On the other hand,

the CPI should include all housing that was rented, but became owner-occupied

because the owner moved in without a transaction carried out on the market.

– A further dilemma is related to the status of purchasing housing through a real estate

agent. According to the net acquisitions approach the CPI includes all purchases

of existing housing, which occur through a real estate agent, which means the

difference between the purchase price and the selling price, wherein this difference

represents the service of a real estate agent to the buyer (UN 2009, par. 9.6.4). All

taxes (VAT, sales tax, and other mandatory charges on transactions of existing
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housing among the reference households) must be treated similarly, given that taxes

are an integral part of the CPI (they represents the difference between the

expenditures and incomes of households). For successful inclusion of housing in the

CPI according to the net acquisitions approach, data related to the transactions with

the existing housing is needed. Apart from the list of transactions with housing and

transaction prices, we also need to acquire data on the percentage of expenditure

that falls to taxes, which is included in the official records, and data on the

percentage of the expenditure that goes to the real estate agent, which is usually not

shown in the official records. In practice therefore, deviations from the framework

of the net acquisitions approach are likely to occur. The official records on the sales

of residential properties also do not show the household type (irrespective of the

role of the household in the transaction), which prevents the possibility of including

purchases of existing housing that were sold to the reference subpopulation by other

types of households or households outside the reference subpopulation. This

limitation prevents the calculation of the subsidiary CPI according to the net

acquisitions approach, which includes expenditure of reference households for

OOH, for more accurate indexations of various household incomes.

– Probably the largest difficulty with the implementation of the net acquisitions

approach is the treatment of the land associated with the OOH. Given that land is an

integral part of actual rents in the CPI, the net acquisitions approach excludes land

associated with the OOH. Arguments for excluding land prices are – similar to the

user cost approach – based on the investment theory instead of the theory of

consumption, disregarding the fact that the land prices will affect the cost of living

in the same range as the cost of buildings (Cournède 2005, 7). In the areas where

the housing prices will rise due to lack of building land or increased demand on

housing because of the favourable location of the area (e.g., due to the increase of

available jobs), households will be faced with a rise in housing prices, which will in

no way be reflected in the values of the CPI. The exclusion of land from the CPI is

simple only when land for construction is bought. For the land related to OOH, the

exclusion from the CPI could be carried out only by separating transaction price of

the housing into the parts, which represent the value of the land and the value of the

building. Such a division is neither realistic nor feasible without a certain error.

Inability to separate land prices from the prices of buildings is a serious deficiency

in the use of the net transactions approach (Johnson 2015, 121). Because of the

difficulties with separating the land prices from the prices of buildings, alternative

models of including land prices according to the net acquisitions approach are

emerging. This path has also been chosen by Eurostat in the foreseen inclusion of

OOH in the Harmonised Index of Consumer Prices (HICP) from 2018 onwards

(Eurostat 2013b, 22).

– The net acquisitions approach is further criticized because of insufficient weighting

of OOH in the CPI. The advantage that this approach has over other methods of

including OOH in the CPI is thus nullified because OOH is not attributed with the

weight it has in reality.

– Finally, the net acquisitions approach is also not satisfactory when measuring

inflation, since inflation is not independent of price movements of the existing
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housing. The increase of the general price level also includes the increase in the

prices of existing housing on the market. By increasing prices of existing housing,

the ratio between money and existing housing changes; with the same amount of

money less existing housing can be bought. In a situation like that, we cannot claim

that inflation equals zero.

All these difficulties are extremely serious arguments against the use of the net

acquisitions approach in practice.

3.5. Total Acquisitions Approach

The difficulties with the net acquisitions approach can be avoided by including all

acquisitions or household purchases, regardless of who the seller is, in the CPI. The so-

called total acquisitions approach can be applied to the housing as most important durable

good as well as to other durable goods with secondary markets, without any significant

changes in the process of the CPI preparation.

Although the sale of used goods in the CPI should be excluded because “: : : a higher

turnover rate (number of transactions) gives a higher total expenditure” (ILO 2004, par.

3.127), exactly this increase in the expenditure of these goods in the CPI is the biggest

practical advantage of this approach. The size of weights, which are based on all housing

purchases, is in fact the best possible transmitter of the importance that housing has for

the reference population. The increase in the volume of transactions with housing

(irrespective of the type of transaction) means an increase in the importance of housing in

household consumption, which is not inconsistent with the definition of the weights in the

CPI. Underrepresented housing (and by this the main disadvantage of the acquisitions

approach compared to the user costs approach and to the rental equivalence approach) is

thereby nullified. Moreover, having the adequate size of the weights for OOH, the weights

according to the total acquisitions approach are determined on the basis of actual

measurements, rather than on the basis of any imputations. According to the total

acquisitions approach, the CPI includes all housing units, which in the observed period

were purchased by the reference population, so this approach does not bring impracticable

division of housing into those units which the index should cover, and those units which

have to be eliminated. All difficulties with the separation of the prices of buildings from

the prices of land are also eliminated, since the prices of land are also included in the CPI.

The inclusion of even the existing housing and the purchases of other second-hand

goods is not in contrast with the international resolution on the CPI, which states that “the

expenditure weights for second-hand goods should be based either on the net expenditure

of the reference population on such goods, or the gross expenditure, depending on the

purpose of the index” (ILO 2003, par. 31). The total acquisitions approach is thus

consistent with the international resolution for the indexation purposes as well as for the

measurement of inflation, yet, paradoxically, not recognized as a possible method for

OOH inclusion. Nevertheless it resolves numerous methodological issues inherent to the

other four approaches.

According to the total acquisitions approach, OOH can be included in the CPI in

a relatively simple way. In the first step we use available data and calculate an OOH

price index, which contains all purchases of housing by the reference households. This
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index is then assigned an adequate weight (which is the same as the volume of all

housing purchases by these households) for inclusion in the total CPI. The household

expenditures for OOH, which are included in the CPI in the preparation of prices and

weights process are:

– market purchases of housing together with the associated land,

– purchase of land for construction and direct construction of new housing,

– adaptions and extensions of existing housing along with the repair and

maintenance,

– legal costs and the costs of real estate brokerage in housing transactions (these are at

least partially included in the selling price of housing),

– housing insurance, property rates, and taxes.

Given that according to the total acquisitions approach the OOH price index includes the

purchases of housing on behalf of the reference population (regardless of the type of use of

this housing), the purchases of housing which may become rental housing in the future are

also covered. Yet eventual transition of the acquired housing to rental housing is not

problematic within the total acquisitions approach, which further speaks for its practical

implementation.

Certain limitations in the total acquisitions approach are represented solely by the

transactions with shares of housing which generally occur among members of households

and in other specific circumstances. Since these transactions typically do not reflect the

real market prices of housing, their inclusion in the CPI is not justified.

4. Putting Theory to Practice: The Case of Slovenia

Let us take a closer look at how the total acquisitions approach could be implemented in

practice using the data from the Slovenian statistical system.

4.1. Data Sources and Limitations

Our analysis is based on microdata collected and edited by the Statistical Office of the

Republic of Slovenia (SORS 2012a, 2012b) for the purposes of calculating the official CPI

and HICP, and collected from the Real Estate Market Register regulated by the Surveying

and Mapping Authority of the Republic of Slovenia (SMARS 2012). Annual data from the

Household Budget Survey (HBS) and the average monthly retail prices of products and

services calculated with the arithmetic mean (AM) and geometric mean (GM) formulas

was also obtained from the SORS. SORS provided access to all data to the level of

products and services for researching purposes. Data on carried out transactions for all

types of housing was obtained from the Real Estate Market Register.

Data from the HBS was used for the preparation of annual weights. Annual average

prices used in the analysis were calculated from the monthly average prices using the

formula for unweighted arithmetic mean. 285 weights were obtained for the period from

2004 to 2011 and 285 average prices of products and services were obtained for the period

from January 2006 to December 2011. The analysis included a smaller than usual (for CPI

calculations) number of average prices of products and services in order to simplify the
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analysis and eliminate specific impacts on the results and because of certain limitations in

the database obtained from the SORS.

Prior to the analysis, we eliminated average prices for the products and services with

missing values, products and services unrecorded in the HBS (products and services that

were not covered with an adequate weight), products and services with the same weight

(in case of a larger number of products and services at one weight, one adequate

representative for the elementary aggregate was selected for the analysis) as well as

products and services where changes in data collection occurred in the period analysed.

The fact that products and services without an adequate weight appear in the dataset is

mainly due to the mismatch in the classification of products and services; Classification of

Individual Consumption According to Purpose (COICOP) classification is not used in the

average price database at the level of products and services.

SORS calculates the acquired average prices of products and services using the AM

formula (input data for the CPI) and GM formula (input data for the HICP). Although this

is an advantage that enables the analysis of the substitution at the elementary level, these

data have several limitations. Regardless of the different methodology of calculating the

average prices, their values in certain products and services do not differ. Of the 285

products and services, 16 per cent have the same value in both databases. Among the

products and services with the same average price in both databases, there are a number of

substitutes. Due to these data limitations, the analysis of the differences that occur because

of substitutions at the elementary level is slightly curtailed.

Data obtained from the HBS is not optimal. The survey is troubled with quite a large

nonresponse rate, which may somewhat distort the recorded consumption of households.

In the 2012 survey of 7,002 households in the initial sample, response was only received

from 3,663 households (a 46 per cent nonresponse rate). The survey and logbook together

were filled out by 2,647 households (a 61 per cent nonresponse rate) (Vrabič Kek et al.

2014).

From 2009 to 2011 the response rate was slightly higher than in 2012, suggesting a

decrease in willingness of households to participate in the survey. From 2009 to 2010 there

were 6,288 households in the initial sample, and the survey was filled out by 3,924 (a 35

per cent nonresponse rate); the survey and the logbook together were filled out by 2,970

households (a 51 per cent nonresponse rate) (Vrabič Kek et al. 2014).

The annual data from the HBS is based on the responses of about 1,300 households. A

rather low response rate in the Slovenian HBS is not an exception. Other countries are also

facing similar or even lower response rates (Tršelič Selan 2006, 33) with a detectable trend

towards an increasing nonresponse rate (Johnson 2015, 18). In the future we cannot

realistically expect to obtain better results only by improving methods of collecting the

data by HBS. It is more likely that the trend of increasing nonresponse rate and thus

inadequate coverage of household consumption will continue. Sooner or later statistical

offices will be forced to replace the HBS with other, especially administrative sources.

Elementary CPI was updated with the data on housing transactions from the Real Estate

Market Register for the period from January 2007 to December 2011. The Real Estate

Market Register is the first and only systematic source of data for systematic monitoring of

the contract prices of the real estate in Slovenia (Perovšek 2009) and as such the basis for

other officially published data on the real estate prices in Slovenia. Given that this is a

Deutsch: Consumer Price Index 837

Unauthenticated
Download Date | 11/24/16 12:32 PM



relatively recently created register, the quality of data is not optimal and stable yet (SMARS

2008 and 2013). For example, in the period relevant for our analysis, the reporting on new

constructions was not reliable; we also needed to do some updating and/or cleaning of data

on sales of new and existing houses which might have impacted our results.

Data cleaning eliminated only the transactions that are not adequate for further analysis.

Setting limits on the value of the transaction or the size of the housing was done arbitrarily,

but these limits were set in such a way as to only eliminate the extreme values, which more

often than not indicated an input error or at least excessive specifics of these transactions.

For housing in apartment buildings, all transactions for which the contract value was

below EUR 5,000 or above EUR 500,000 were eliminated. When considering the size of

housing, all transactions with housing that have area of less than 15 or more than 200

square meters were eliminated. The same goes for all transactions with the value per

square meter below EUR 100. For houses, all transactions with the contract value below

5,000 or above EUR one million were eliminated. Finally, all transactions with a price less

than EUR 100 per square meter or higher than EUR 9,500 were also eliminated.

After completion of data cleaning procedures, 30,808 transactions with housing in

apartment buildings and 9,131 transactions with single-family houses that relate to the

period from 2007 to 2011 remained in the database. Annual data on housing in apartment

buildings are shown in Table 2 and on single-family houses in Table 3.

There are significant differences in all parameters shown between the housing in

apartment buildings and single-family houses. For the main part they stem from different

recording mode in the Real Estate Market Register: for single-family houses the net floor

area of a building is entered and for housing in apartment buildings usable area of the

building. The net floor area is the sum of all rooms and the usable area is the sum of all

places for residing not including the technical and common areas (SMARS 2011).

Table 2. Data on housing in apartment buildings.

Year
Number of
transactions

Contract price
(in EUR)

Area
(in square meters)

Price of square
meter (in EUR)

2007 6,557 82,467.2 56.46 1,521.9
2008 5,231 96,932.1 58.02 1,724.1
2009 4,662 88,615.4 55.35 1,642.1
2010 7,116 88,480.7 52.25 1,734.5
2011 7,242 85,329.9 51.43 1,696.6

Table 3. Data on single-family houses.

Year
Number of
transactions

Contract price
(in EUR)

Area
(in square meters)

Price of square
meter (in EUR)

2007 2,450 127,276.5 127.01 1,088.1
2008 949 134,900.2 133.56 1,143.4
2009 1,207 125,271.1 135.43 1,028.2
2010 2,190 121,942.2 141.47 936.9
2011 2,335 120,024.3 141.40 938.6
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Housing (new and used) is sold on the real estate market by different legal entities. In

the period analysed there were 25,396 housing units in apartment buildings and 8,158

single-family houses sold on behalf of the households. Other legal entities in the period

analysed sold 5,412 housing units in apartment buildings and 973 single-family houses.

Among the housing in apartment buildings, 17.6 per cent was thus new to the household

sector; for single-family houses this percentage amounts to 10.7 per cent.

Although new construction is slightly under-represented in the Real Estate Market

Register, these initial difficulties in setting up the database probably did not significantly

affect the share of transactions in which the seller comes from outside the household

sector. A small number of these transactions are mainly the result of unsatisfactory

renewal of the housing stock with new construction in Slovenia and a result of reduced sale

of housing because of the onset of the economic crisis. The latter also significantly

impacted the sale of existing housing in the analysed period.

4.2. Weights and Formulas

In our analysis, the annual average prices of goods and services are calculated on the basis

of the monthly average prices provided by SORS, using the AM formula. The average

housing prices, which are inputs into the OOH price index and the updated CPI, are

calculated from data on the contractual values of housing transactions, also using the AM

formula. The average prices per square meter are calculated from the individual values on

an annual basis.

We base our analysis on the average prices per square meter and not the average prices

of housing units as a whole. This approach guarantees a higher comparability of housing

from different periods as it mostly eliminates the housing size impact.

The implemented stratification (the method recognized as one of the possibilities to

control for changes in the quality of housing – see Eurostat 2013a) is carried out using

characteristics such as age, number of rooms, and location. Two main strata (one for

housing in apartment buildings and the other for single-family houses) are created and an

average price per square meter of housing calculated for both.

Annual weights for OOH price index (for housing purchases) are calculated from the

volume of housing transactions, with all transactions included in the calculation of the

average prices also included in the calculation of the volume. Due to the preliminary data

cleaning (and due to the assumption that new housing transactions are partially

underrepresented), the weights are slightly underestimated. However, based on the

assessment and review of all available data, it is safe to assume that this underestimation is

not large. Weights for the remaining 285 products and services in the CPI as well as for

major works and renovations are calculated from the HBS data.

The OOH price index itself is prepared in a slightly simplified version (for most of the

analysis only focusing on the housing purchases). Other costs of households with owner-

occupied housing are not covered due to the unavailability of sufficiently detailed data

although their CPI inclusion is not problematic. However, it is also not essential for

demonstrating the total acquisitions impact on the CPI value. The same goes for purchases

of land for construction: the omission of this data does not significantly impact the results

of the analysis either because the impact of the land price is already partially included in
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the OOH price index via the prices of new and existing houses with associated land.

Finally, the impact of land for construction on the final value of the OOH price index and

the CPI is, due to the relatively small weight for this land, correspondingly small.

In the next step, annual indices using the Laspeyres, Fisher and Young index formulas,

along with the formulas for the Lowe index with updated weights and the geometric

versions of the Young as well as the Laspeyres index were used. Despite the fact that

superlative indices are consistent with the fixed basket concept, our analysis is mainly

carried out as comparison between the cost of living index (using the Fisher price index

formula) and the fixed basket index (using the Laspeyres price index formula).

4.3. Calculation of the Basic Consumer Price Index

Let us now take a look at how the use of formulas allows substitution to impact the CPI

values.

We analyse the values of the Laspeyres index using the average prices calculated

with the arithmetic and geometric mean formulas, and values of the Fisher index using

the average prices that are calculated with the geometric mean formula. Table 4 shows the

values of annual indices on the previous year for the period from 2006 to 2011, and the

values of the annual chained indices in 2011 (2005 ¼ 100) in the last column of the table.

In the analysed period, the highest annual inflation was detected in 2008 and the lowest

in 2010. The chained indices for the analysed period show an accumulation of a rather

large difference; its minor part stems from alternative formulas used for calculation of the

average prices, but most of it results from alternative weights used in different basic CPI

formulas.

It follows from Table 4 that index which does not account for any kind of substitution

has the highest value; it is followed by the index that takes into account the substitution at

the level of goods (which is a lower level substitution) and the index which accounts both

for substitution at the level of goods and substitution among goods.

The identified difference between two Laspeyres indices in Table 4 is probably slightly

smaller than the actual difference would be, had we had more adequate data at our disposal

(as already indicated, and contrary to expectations, some arithmetic and geometric

averages for prices of goods in our two databases have the same value). Nevertheless, the

results still indicate a large overestimation of inflation when the latter is calculated using

formulas that do not consider substitution.

One of the theoretical arguments against calculating the CPI as a cost of living index

using a superlative and symmetric index formula is that to calculate such an index, weights

from both the base and the current period are needed. Therefore, it seems more appropriate

Table 4. Values of the basic CPI according to the use of different formulas.

Previous year ¼ 100 2005 ¼ 100

Index formula 2006 2007 2008 2009 2010 2011 2011

Laspeyres (AM) 102.86 103.34 105.62 101.67 101.10 102.61 118.42
Laspeyres (GM) 102.76 103.24 105.46 101.56 100.67 102.51 117.26
Fisher (GM) 102.41 102.95 105.15 101.27 100.09 102.26 114.91
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to calculate the CPI as a fixed-basket index, for which only the weights from the base

period are needed.

In practice, the limitations in weights will occur in calculation of both types of indices,

because of the time lag which makes it impossible to calculate the CPI index with weights

that would coincide in time with the base period. Therefore, the CPI as a fixed basket index

is usually calculated with weights derived from the period prior to the base period. To

avoid major divergence between the available data and the actual household consumption,

in practice updating of weights is used, these price-updated expenditure weights should

represent the household expenditure in the base period better.

According to the fixed-basket concept, the Laspeyres formula is most suitable for the

CPI calculation. We already know that if weights from the period before the base period

are available, the Young index formula can be used. When using the updated weights for

the CPI calculation, the Lowe index formula with hybrid weights or the updated Lowe

index is used. These indices are shown in Table 5 (all of them are based on average product

prices calculated with the AM formula).

With the exception of 2007, differences between the annual Laspeyres and Young index

are negligible, that is, less than 0.1 index points. Applying weights from the year prior to

the base year, that is, from 2008 to 2011, does not significantly impact the annual CPI

value calculated as a fixed-basket index. Updating the weights for this period is therefore

unnecessary or moreover, as the results of our analysis show, the updating procedure even

slightly reduces the accuracy of the annual CPI in 2008 and 2010. On the other hand,

updating has proven to be quite appropriate in 2007, when the difference between the

Young and the Laspeyres index is the highest.

Current values of the CPI as a cost of living index can be obtained using the formula for

the geometric Young index. Using the formula for the geometric Laspeyres index we

obtain CPI values with a certain time lag, but still faster than in case of the symmetric

indices. This finding applies to the use of both geometric index formulas, as they can be

calculated in the same time and with the same data as their more widely used arithmetic

counterparts. All indices in Table 6 are based on average product prices calculated with the

GM formula.

The geometric Laspeyres index values are quite close to the Fisher index. In the annual

comparisons, difference between these two indices is typically up to 0.1 index points, with

the exception of 2010 when there is a difference of 0.17 index points. Divergence between

the annual Fisher and the geometric Young indices is slightly higher, especially in the

period until 2008, when the difference approaches the value of 0.2 index points. When

using the annual chained indices, the difference between geometric Young and Fisher

Table 5. Values of the basic CPI using outdated weights and target Laspeyres index.

Previous year ¼ 100 2006 ¼ 100

Index formula 2007 2008 2009 2010 2011 2011

Young (AM) 103.11 105.57 101.75 101.16 102.54 114.89
U. Lowe (AM) 103.32 105.69 101.60 100.97 102.66 115.01
Laspeyres (AM) 103.34 105.62 101.67 101.10 102.61 115.13
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indices amounts to 0.75 index points from 2005 to 2011 and the difference between the

Fisher and geometric Laspeyres indices to 0.36 index points.

In comparison with the differences that occur in the final values of the CPI, the deviation

is typically negligible – if it occurs – due to the use of weights from the period (year)

before the base period. However, because from time to time, larger deviations can occur,

all approximations to the target indices should be updated retrospectively.

By calculating the CPI according to the fixed basket concept, final values would be

obtained with a one-year lag and by calculating the CPI according to the cost of living

concept with a two-year lag. When using the cost of living concept, the value of the CPI

could be checked in two steps – after one year by using the formula for the geometric

Laspeyres index and after two years by using the formula for the Fisher index. A very

similar correction is performed in the United States, where their chained CPI calculated as

cost of living index is corrected twice (Bureau of Labor Statistics 2011). At the aggregate

level they carry out the first and the second index calculation by using adjusted formulas

for geometric mean. The third and final calculation is carried out by using the Törnqvist-

Theil index formula (Cage et al. 2003).

4.4. Calculation of the Simplified Owner-Occupied Housing Price Index

To adequately update the CPI with OOH, in the first step we need to calculate the OOH

price index. Due to unavailability of all data we simplify and reduce the OOH price index

in our analysis to the housing purchases only. Consequently, the analysed CPI is composed

solely of purchases of housing in apartment buildings and purchases of single-family

houses. The weights for individual type of housing are shown in Table 7. We obtain them

by calculating the share of individual type of housing in the overall sum of contract prices.

Since the contract prices for single-family houses are on average higher than those for

housing in apartment buildings, the weight for this type of housing is larger than their

share in the total number of transactions. In 2008, when in Slovenia the share of

transactions with single-family houses fell to 15 per cent of all housing transactions, the

Table 6. Values of the basic CPI using outdated weights and target Fisher index.

Previous year ¼ 100 2005 ¼ 100

Index formula 2006 2007 2008 2009 2010 2011 2011

G. Young (GM) 102.25 102.76 104.97 101.31 100.03 102.14 114.16
G. Laspeyres (GM) 102.42 102.98 105.05 101.22 99.92 102.21 114.55
Fisher (GM) 102.41 102.95 105.15 101.27 100.09 102.26 114.91

Table 7. Annual weights for individual type of housing in the OOH price index.

Year

Type of housing 2007 2008 2009 2010 2011

Housing in apartment buildings (%) 63.42 79.84 73.21 70.22 68.80
Single-family houses (%) 36.58 20.16 26.79 29.78 31.20
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weight for single-family houses was still 20 per cent. After the normalization of the

number of transactions in 2010 and 2011, the weight for single-family houses stabilized

at about 30 per cent.

Indices presented in Table 8 are based on the average product prices calculated with the

arithmetic mean formula.

Comparison shows no major differences between the values of both indices. Contrary to

expectations, in 2008 a slightly higher growth in housing prices was recorded by the Fisher

index. This is mainly due to the household behaviour – in this year the households mostly

purchased housing in apartment buildings, prices of which were consequently increasing

above average. A similar situation occurs again in 2011 (in this year households to a

slightly larger extent purchased single-family houses, prices of which were consequently

increasing above average), but in general the values of both indices are very similar and

the differences between them negligible.

4.5. Calculation of the Updated Consumer Price Index

The updated CPI contains the OOH price index with the weight, which – due to

simplifications described in the previous sections – represents only that part of the actual

OOH price index, which relates to housing purchases.

The weight for the Slovenian housing purchases can be determined either from the HBS

data or the Real Estate Market Register data (from the sum of all contracts). Although the

data in the Real Estate Market Register is, as already stated, slightly condensed due to

the database cleaning and due to the certain lack of coverage with new construction in the

analysed period, the volume of housing transactions from this source is larger in all years

than the volume that was recorded by the HBS. With the exception of 2008 and 2009, the

differences are quite large. Since the Real Estate Market Register is an administrative

source, we deem it much more relevant for the preparation of weights anyway.

Consequently, the weights for the OOH price index in the CPI are prepared on the basis of

this source. The weights for other goods in the updated CPI are calculated from the volume

of expenditure on these goods in the HBS. Table 9 contains the time series of weights for

the analysed period.

Apart from both crisis years 2008 and 2009, the weight for housing purchases in the CPI

amounts to about six per cent. Although slightly underestimated for reasons already

explained, we do not expect the size of this weight to significantly increase by total

coverage of housing purchases. The potential inclusion of transactions with shares of

housing might have a slightly larger impact on the weight size, yet does not stand to debate

because typically, resales within households cannot be equated with transactions in the

real estate market.

Table 8. Values of simplified OOH price index (housing purchases) using various index formulas.

Previous year ¼ 100 2007 ¼ 100

Index formula 2008 2009 2010 2011 2011

Laspeyres (AM) 110.28 94.17 101.74 98.52 104.10
Fisher (AM) 110.90 93.96 101.30 98.53 104.00
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Annual weights for the OOH price index that also includes major works and renovations

are shown in Table 10. For reasons of transparency, weights for major works and

renovations are shown separately from the weights for the housing purchases, although

both components belong in the OOH price index. Weights for major works and

renovations are calculated from the volume of expenditure in the HBS. Weights that are

shown do not cover other expenditures that fall within the OOH price index and the CPI

(land for construction and other OOH costs) and other expenditures that are not included

in the CPI.

The size of the weights for the OOH price index, which includes the housing purchases

as well as major works and renovations, is only slightly larger than the weights which

OOH has in the Slovenian national accounts (the size of weights for imputed rents). We

can therefore conclude that the importance/relevance of OOH according to the total

acquisitions approach is similar to the importance/relevance, which OOH would have, if

we included the estimated costs of housing use (user costs or imputed rents) in the CPI.

Implementation of the total acquisitions approach that includes transactions between

households therefore does not cause inflation of weights for the OOH.

Based on the calculated weights for the OOH price index in the CPI, update of the CPI is

carried out. Values of the annual updated CPI are shown in Table 11, and the CPI was

updated with the OOH price index which only includes the housing purchases (with

average prices per square meter of housing calculated using the arithmetic mean formula).

At the annual level, the inclusion of the housing purchases in the CPI did not lead to

major changes in the value of the CPI; there are no significant differences among the

values of the updated annual indices and indices calculated only for the 285 products and

services remaining in the database after data cleaning (compare with the basic CPI shown

in Table 4). Values of the OOH price index were largely neutralized by an adequate

Table 9. Annual weights for OOH price index (housing purchases) in the CPI.

Year

Description of expenditures 2007 2008 2009 2010 2011

Other consumer goods (HBS) (%) 93.47 95.54 96.18 93.69 94.06
Housing purchases (Real Estate Market

Register) (%)
6.53 4.46 3.82 6.31 5.94

Total (%) 100.00 100.00 100.00 100.00 100.00

Table 10. Annual weights for OOH price index in the CPI (in percentages).

Year

Description of expenditures 2007 2008 2009 2010 2011

Other consumer goods (HBS) (%) 87.01 88.46 88.29 86.73 88.05
Major works and renovations

(HBS) (%)
6.91 7.41 8.20 7.43 6.39

Housing purchases (Real Estate Market
Register) (%)

6.08 4.13 3.51 5.84 5.56

Total (%) 100.00 100.00 100.00 100.00 100.00
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weighting of the index in the overall CPI. The impact of updating the CPI with the OOH,

compared to the impact that formula selection on a higher level and partially formula

selection on the elementary level have on the value of the CPI, is almost negligible.

On the basis of our analysis we can therefore safely conclude that the use of the total

acquisitions approach increases the validity of the CPI as an indicator of inflation while at

the same time does not noticeably change the overall CPI.

5. Conclusions

Our main theoretical and empirical findings can be summarized as follows:

1. Accuracy of the CPI significantly improves if it is calculated using one of the

superlative and symmetric formulas. For the fairly widespread fixed basket indices,

which do not predict adjustment of consumption to market conditions, it has been

shown that they overestimate the actual inflation faced by households.

2. It makes sense to include OOH in the CPI using the total acquisitions approach. With

this approach the difficulties that are present in the currently established approaches

of including OOH in the CPI are eliminated. Total acquisitions approach can be

implemented in the CPI without major interventions in the calculation method and

the structure of the CPI, since the differences to the currently applied approach of net

acquisitions are minimal. Due to the consistency of the CPI, this approach, without

any major difficulties, also applies to the purchases of other used products if they

have a significant enough share in the total household consumption.

3. For those housing markets which are relatively small and subject to the influence of

modest building cycles (that lead to quite uneven and unsatisfactory renewal of

housing stock) the total acquisitions approach is the only possible way of including

OOH in the CPI. The unproblematic nature of the total acquisitions approach’s

implementation in this specific case also indicates the possibility of its universal

applicability in the CPI calculations.

4. Our analysis further indicates that the choice of the index formula for calculating CPI

has a much greater impact on the CPI value than inclusion of OOH.

These and similar academic research findings on indicators with such enormous economic

and social policy implications as those inherent to the CPI should not remain unknown to

the wide professional community of official statisticians. Formal channels for knowledge

transfer from academia to official statistics providers should facilitate continuous

statistical capacity building of official statisticians.

Table 11. Annual updated CPI using various index formulas.

Previous year ¼ 100 2007 ¼ 100

Index formula 2008 2009 2010 2011 2011

Laspeyres (AM) 105.83 101.39 101.14 102.36 111.09
Laspeyres (GM) 105.67 101.28 100.74 102.28 110.27
Fisher (GM) 105.40 100.99 100.16 102.04 108.80
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Joint conferences organized by the likes of International Statistical Institute and its

seven associations (one of which is the International Association for Official Statistics) are

one established channel, scientific journals such as Statistical Journal of the IAOS and

Journal of Official Statistics another. The third channel offers itself via the recently

launched European Master in Official Statistics study programme, which promises not

only statistical capacity building of official statisticians via formal pedagogical activities,

but also by focused joint research efforts (formal and informal ones) of participating

academic institutions and official statistics providers included in the European Statistical

System and beyond.
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Data-Mining Opportunities for Small and Medium
Enterprises with Official Statistics in the UK

Shirley Y. Coleman1

There is a growing interest in data amongst small and medium enterprises (SMEs). This article
looks at ways in which SMEs can combine their internal company data with open data, such as
official statistics, and thereby enhance their business opportunities. Case studies are given as
illustrations of the statistical and data-mining methods involved in such integrated data
analytics. The article considers the barriers that prevent more SMEs from benefitting in this
field and appraises some of the initiatives that are aimed at helping to overcome them. The
discussion emphasizes the importance of bringing people together from the business, IT, and
statistical worlds and suggests ways for statisticians to make a greater impact.

Key words: Entrepreneurs; company data; open data; analytics; impact.

1. Introduction

There is a growing trend within the business world for utilizing big and small data of all

types and there are some excellent examples of enterprising companies creating added

value by data mining with official statistics. Small and medium enterprises (SMEs) are

relatively slow to adopt such a data-focused approach, but competitive pressures on

businesses are creating awareness and interest in this area. It is timely therefore for

statisticians to consider the issues involved and to help SMEs come to terms with the new

ways of thinking about data.

In spite of the vast importance of official statistics for policy making at all levels of

society, there is comparatively little use of such data in the business world. Large and small

companies and industries in all sectors can benefit from census and business data collected

by National Statistics Institutes (NSIs). Some large companies, such as Google and

Amazon, have led the way in data analytics, for example using customer data to build

recommendation systems that predict what the customer wants or needs next. In quality

improvement initiatives such as Six Sigma (see, for example, Snee and Hoerl 2004), large

organizations are earlier adopters than SMEs, and this is the case for integrated data-analysis

initiatives. A study by the European Union (EU) funded BLUE-ETS project found that

“small businesses use data modestly” and “the main obstacles preventing businesses from

using NSI statistics (more intensively) include: : : lack of interest” (Bavdaž 2011).

This article takes a closer look at how statisticians can help SMEs use improved data

analytics. Specifically the article focusses on the benefits of integrating internal company
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data with publically available open data. Such integration provides added impetus to

SMEs showing interest in improving their data capability to their business advantage.

The contextual characteristics of SMEs affect their willingness to embark on data-

analysis initiatives. Statisticians need to understand these and work with SMEs to raise

awareness of the opportunities. Case studies of successful applications of statistics with

company and official data are a vital way to provide both motivation and a roadmap. Other

mechanisms are needed, however, and some potential routes to reach out to SMEs are

discussed in the present article.

Expanding the utilization of official statistics is timely from the official statistics point

of view as governments become increasingly more careful with their money, looking for

evidence of return on investment. If business usage is increased and widened, then this

helps to justify the costs of compulsory collection of business and other data.

The objectives of the article are to:

– showcase examples of SMEs realizing business advantage from working with

integrated data and highlight the appeal of such projects for statisticians;

– review the barriers specific to SMEs that dissuade them from utilizing integrated data

analytics;

– explore and appraise some activities that aim to overcome the barriers;

– make recommendations for statisticians to help SMEs take advantage of the increased

availability of data.

The article is structured as follows: Section 2 provides a brief background including

the contextual characteristics of SMEs that influence the way they relate to data, the wider

definition of official statistics used in the article, the meaning of terms such as data

analytics, and the methods of statistical analysis and data mining that are particularly

useful. This is followed by illustrative examples with increasing depth of analysis, ranging

from descriptive analytics of official statistics to prescriptive analytics of integrated

internal company data and official statistics used for calibration. Section 3 reflects on the

issues raised by the examples and considers barriers to SMEs embarking on integrated data

analytics. Various engagement activities such as networks, data hacks, and institutional

initiatives are appraised in the final Section 4, and the article concludes by suggesting

areas for increased involvement by statisticians, particularly in terms of business impact

and positive benefit to society.

2. SMEs and Integrated Data Analytics in Theory and Practice

2.1. Background and Definitions

SMEs make up 99% of an estimated 19.3 million enterprises in the EU and provide around

65 million jobs representing two-thirds of all employment (World Bank 2015). The

average European business provides employment for four people, including the owner or

manager. SMEs are characterized by an innovative idea or product, usually created by the

owner. There are unlikely to be many data-competent staff. Case studies from the EU-

funded BYTE project show mixed feelings about using data, including worries about

security and a wariness of investing resources and time in developing the necessary

Journal of Official Statistics850

Unauthenticated
Download Date | 11/24/16 12:33 PM



data-analytic skills (BYTE 2015b). SME business needs, however, are to reach

appropriate markets and to make an impact by showing the importance of their product.

Identifying areas where their specialist skills can add value to a free resource should be a

major focus. It is therefore likely that if SMEs can see the benefits of data mining and using

different sources of data, then they will be motivated to get started.

The term “official statistics” usually refers to data collected by governmental NSIs. The

data are characterized by their high quality, their standardized definitions and thorough

descriptions, and considerable harmonization between departments and countries. Official

statistics include extensive demographic data from census and government department

sources as well as data from compulsory business surveys. Although official statistics are

generally available in most countries, this article refers mainly to the UK because the UK

is particularly interested in promoting the use of official statistics. For example, the Royal

Statistical Society (RSS) gave ten recommendations in its Data Manifesto (RSS 2014) for

widening the use of data and official statistics in particular; the National Statistician, John

Pullinger, is currently reviewing the Approved Researcher process by which access to

government data are selectively allowed, with the aim of widening usage of official

statistics and making access more straightforward. In addition, the UK Open Research

Data Forum produced a Draft Concordat on Open Research Data (Research Councils UK

2015) which aims to ensure wherever possible that research data are made openly

available for others to use.

Alongside official statistics, it is sensible also to consider the large quantities of data

made available under the umbrella of open data. The Open Data Institute (ODI) in the UK

was founded in 2012 by Sir Tim Berners-Lee and Professor Nigel Shadbolt as an

independent, nonprofit, nonpartisan company limited by guarantee. ODI aims include

unlocking the supply of data, including data from the private sector, and communicating its

value to potential users; catalyzing the evolution of open data culture to create economic,

environmental, and social value, generating demand, creating, and disseminating

knowledge to address local and global issues (ODI 2015).

Open data includes data collected in projects receiving public funding, although clearly

the published data may differ in depth, granularity, and coverage from the actual research

results. Official statistics are particularly useful for SMEs because they are consistently

and reliably available. However, both open and official statistics data are free and are a

potentially useful resource for businesses to utilize. In the rest of the article we will

distinguish between open data, including official statistics, and internal company data,

which is generally closed and for company use only.

Data science is big business. It is a combination of data awareness, skills in data storage

and manipulation, and development and application of analytical methods. Considerable

insight can be obtained from descriptive analytics in which data are summarized, sliced

and diced to produce tables applicable for business consumption. Descriptive analytics

looks at historic data to find out what has happened. Predictive analytics goes a step further

and uses analytical methods to extract patterns in the data and make predictions about the

future. Predictive analytics involves data-mining techniques such as decision trees and

cluster analysis, and statistical methods such as regression modeling and principal

components. Real data are often very noisy, but predictive analytics makes it possible to

compose rules for achieving targets and to detect relationships that are useful, for example

Coleman: Data Mining Opportunities for SMEs 851

Unauthenticated
Download Date | 11/24/16 12:33 PM



in customer segmentation (Ahlemeyer-Stubbe and Coleman 2014). Prescriptive analytics

not only predicts what will happen in the future but also considers what decisions to make

as a result of the predictions. It also looks at the explanations for and implications of the

predictions. The application of data-mining techniques and statistical methods is referred

to as data analytics.

Internal company data include sales records with details of customer demand and

location, quantities and values of transactions, time stamps, and feedback. It is a rich

source of information even on its own, as exemplified in Ahlemeyer-Stubbe and Coleman

(2014, chap. 10.3). In conjunction with official statistics they become even more powerful,

as is shown in the examples below. A major issue is the integration of the datasets; they

need to be matched, the data records may have different key identifiers, they may differ

in temporal and spatial granulation and in completeness. Kenett and Shmueli (2015,

chap. 10) address these issues and also note the strengths of the resulting integrated data.

Applying data-mining techniques and statistical methods to integrated data is referred to as

integrated data analytics.

‘Big data’ is an increasingly popular phrase that can apply to some SME data. Big data

are characterized by having large VVV – because it may include a great Variety of data

types, including counts, measured data, 2D and 3D spatial and image data; it may arrive

with great Velocity and with great Volume. ‘Great’ is defined as requiring more than

commonly available storage, manipulation, and analytical facilities. Big data has entered

into everyday usage; for example, it was mentioned in a recent UK government annual

budget statement. Such increased exposure has aroused curiosity and people, especially

those working in SMEs, are becoming increasingly interested in hearing what it is all

about. Hence now is a good time for statisticians to work with SMEs and encourage them

to think more about analyzing their data.

EU funding recognizes the importance of data; for example, the European Data Forum

project (European Data Forum 2015) arranges an annual event where anyone

(organizations, charity, policy makers, and researchers) can discuss the challenges of

analyzing big data and the development of emerging data economies. The special focus

is on SMEs as they are the main players in the emerging data economies. The forum

discusses the challenges of changing business models and issues of legality and privacy

in big data; it helps organizations understand the risks and benefits of data analysis.

Conference proceedings include a list of relevant EU-funded projects and other groups

that showed an interest in the discussions (European Data Forum 2014). EU projects such

as BYTE (2015a) and BIG (2015) concern data but neither of these focusses specifically

on official statistics and the opportunities for SMEs.

2.2. Illustrative Examples

2.2.1. Section Overview

In this section, the aim is to show a range of applications of official statistics to help

businesses. The first example looks at companies that have used descriptive analytics to

good effect without having to apply any specialist statistical skills. The only requirements

are that the companies are aware of the availability of the official statistics, know how to
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access them and are motivated to use them because they are confident of their business

impact. The second example looks at a company that is just starting to develop their data-

analytic capabilities. It shows how official statistics can be integrated with more specific

company data and make a distinct improvement in the value of their data. It shows the

need for data-manipulation skills and demonstrates why SMEs may find it difficult to

embark on this sort of work. The third example looks at a company that has a specific goal

in mind and has access to statistical and data-mining expertise. It shows how official

statistics can be used in a calibration capacity to check and corroborate data obtained in

other ways.

2.2.2. Official Statistics as Descriptors

There are great opportunities for SMEs to use official statistics in a specific way and sell on

the user-friendly information. Publically available data on house sales from the UK land

registry, for example, have been transformed by www.zoopla.co.uk into a fascinating

insight into house prices and valuations. Using demographic data from census relating to

local areas, Zoopla presents a whole range of interesting facts about any chosen housing

area. The data are fundamentally freely available and the value added by the company

derives from the automatic data accumulation, accessibility and presentation designed by

them. The business model is to attract visitors to the website and sell advertising.

Official statistics can be used to summarize the current situation and predict the likely

trajectory of market sectors. For example, consider the announcement:

The UK maritime industry contributes up to £14 billion pa; expected to rise

significantly. Direct employees include around 260,000 people.

Source: UK Government (2014).

These figures are highly valued by an SME engaged in the maritime equipment

industry. In fact, this SME is so enthusiastic about data that they are currently engaged in a

two-year Knowledge Transfer Partnership (KTP 2015) which aims: “to use statistical and

data-mining techniques to facilitate the further development and enhancement of the

company’s enginei monitoring system”.

The project includes data mining company data combined with using official statistics

to develop a new product and reach out to new areas of interest to its customers. Sensors

provide big data on fuel consumption, speed over ground, and geographical location, and

these data are combined to detect the mode of operation of a ship automatically. An

important application area is emissions control, which is becoming increasingly more

highly regulated (Coleman et al. 2015b). Emissions can be calculated for specific engines

by equations based on engine characteristics. However, the company needs to demonstrate

that their calculations are correct. Conversion factors from international standards are used

to verify the calculations. The conversion factors apply to general classes of engines,

whereas the calculation relates to specific engines. Once verified, the emissions calculation

can be used to give tailored responses for specific engines. In this application, the expected

emissions for different modes can be calculated and used to inform operational decisions.

Many SMEs market a niche product appropriate for a subset of the population. Official

statistics can clearly be used to identify and prioritize areas for business expansion. For
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example, an SME designed an expert system to help people who are unable to carry out

one or more activities of daily living. There are a large variety of products available to help

people walk or wash or whatever they need, but people do not know which product to

choose. The expert system identifies suitable products that match the person’s needs

exactly. The company has many millions of records of searches dating back over the last

ten years and is engaged in a two-year Knowledge Transfer Partnership (KTP 2015): “to

exploit existing big data arising from decision making, by appropriate mining,

monetization and marketing and to extend company offering from public to new markets

including the private sector.”

Using official statistics the company can find, for example, the percentage of people

with disabilities in a particular geographical area and how the percentage is changing with

time. This information gives insight into likely demand and a means to estimate their

market penetration (Coleman et al. 2015a).

2.2.3. Segmentation Using Company Data and Business Statistics

Company data are usually private and closed for company use only. In conjunction with

official statistics, the full breadth of demographic information collected in census and

surveys can be used by the company to increase their understanding of the customer base.

A project was carried out in a Knowledge Transfer Partnership (KTP 2015) with the aim:

“to develop analytical skills applicable to gas flow data to improve the efficiency of gas

distribution at minimum cost to the system.”

Energy companies have big data from operations and system control, including

measurements such as flows and leakage, and records relating to asset condition. In

addition, they have copious data on customer demand. It is very important to be able to

predict demand as this ensures minimum stress on supply systems, less storage

requirements and more efficient and reliable energy delivery. Customer demand varies

according to season, day of week, time of day, alternative energy options and prices,

domestic or business/industrial use and type of customer. Demand forecasting based on

seasonality and customer type is well established; however, less work has been carried out

on the effect of customer characteristics on demand. Official statistics provides an

opportunity to develop this area in greater detail.

As part of the KTP, company data on gas demand are plotted geographically to

demonstrate their variability. There are distinct patterns, and interest focusses on how

these patterns relate to demographic characteristics. A literature review suggests which

characteristics are most likely to be important and relevant indicators are extracted from

official statistics. Income and an index of deprivation in housing, for example, are then

superimposed onto spatial maps of the demand data (Coleman and Yabsley 2015). Further

official statistics are collected and prescriptive analytics are carried out. Official statistics

tend to be correlated and techniques such as partial least-squares analysis can be used to

find powerful predictive models for demand. By integrating customer data and publically

available statistics, customers can be clustered into segments; for example, Fontdebaca

et al. (2012) identified six segments of water users. Such segmentation helps the utility

company to improve its planning and the reliability of its supply. Such analysis is very

useful in providing the company with insights and motivating future interventions to give a

better service to their customers.
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This sort of analysis involves many steps and different skills. It is not surprising

therefore if SMEs are reluctant to embark on such exercises. For example, in the

KTP, customer data are logged in terms of postcode; postcodes need to be mapped to

government-defined local area codes and data need to be extracted from official statistics

for those codes. All the information is available from Office for National Statistics (ONS)

websites, but the files tend to be very large and require preprocessing to be accessible on a

personal computer. Mapping postcodes to local area codes requires data manipulation, for

example using lookup tables in Excel. The modeling requires statistical software, either a

package such as SPSS or R algorithms, the use of which has to be learned. There is also an

overhead of dealing with messy data in formats that may need converting; for example, the

customer-demand data were in pdf files that needed to be converted to spreadsheets before

the figures could be extracted. However, the effort involved is well repaid by the

interesting results.

2.2.4. Business Statistics as Calibration in Job Vacancies

Innovantage (see www.innovantage.co.uk) is an SME which searches the web for job

advertisements and collates and digests them, selling the information on to recruitment

agencies and others interested in labor-market trends. The SME collates nearly all online

job adverts using a proprietary web search system. This results in a database consisting of

approximately 1.5 million job adverts from nearly 200 job boards every month, which

makes it an extremely rich source of intelligence. This example was presented as a case

study at an RSS seminar entitled “Statistics: About Businesses, for Businesses” described

in the discussion below (ENBES 2013).

A major barrier to providing high-quality information is that a single job advert can be

posted on multiple job boards and by multiple recruitment agencies; furthermore, it can be

reposted multiple times by individual job boards to drive up their apparent traffic.

Stripping out all of this duplication in order to arrive at the true number of job vacancies

is a significant statistical exercise. In the project, job vacancy information derived from

online job advertisements was compared with official estimates of job vacancies supplied

by the ONS using their Vacancy Survey and Labour Force Survey. There were

encouraging similarities between them, but the comparison revealed considerable

challenges in de-duplicating and classifying vacancy information derived from Internet

job sites. The official statistics data were used to develop new methods of de-duplication,

identify unexpected data-quality issues, and to inspire a radical way of overcoming

a barrier to labor-market intelligence that was thought to be insurmountable by all

participants in the industry, namely the issue of commercial relevance and timeliness.

After developing the methodology for establishing a high-quality database of job

vacancies, the company was able to carry out data-mining activities, including

segmentation and modeling, to clarify the underlying trends in the market, identify

patterns and predict shortfalls and demand, all of great business value.

In this example, official statistics are used to calibrate a dataset derived from data from

other sources. Other examples of calibration include Dalla Valle (2014), in which a

nonparametric Bayesian belief network is built using data from an association that collects

information about companies. Information about companies from an official statistics

source is then used to see what characteristics a set of firms should have in order to perform
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similarly to the firms described in the official statistics. In this way the association’s data

can be calibrated and exceptional companies can be investigated.

Company data are most powerfully used in conjunction with official statistics, as

discussed above. However, company data have usually been collected for other purposes,

such as immediate operational control, and whilst the quality may be good enough for a

specific task it often suffers from difficult issues such as the overall quality of the data, the

use of operational systems that were never designed for analysis, legacy systems that do

not fit well with modern software, missing or incomplete records and so on. Dalla Valle

and Kenett (2015) consider the difficulties of calibrating official statistics with such

variable datasets. In addition, they propose ways of improving the information quality

(InfoQ) of the official statistics used in this context. Their analyses show important

benefits for the decision makers in the companies involved. The case study of Innovantage

was selected as an example, however, because it shows how an SME is building its

business specifically on the data it manipulates.

3. Barriers to Adoption of Integrated Data Analytics in SMEs

3.1. Lack of IT Skills

The examples in Section 2 require a range of analytical skills and knowledge, including

knowing how to access and manipulate suitable data and apply appropriate statistical and

data-mining skills. Many large organizations have moved into data analytics by partnering

with an IT company that can provide these capabilities. For example, the supermarket

Tesco is now well known for its extensive use of customer data, but Tesco’s first role as

a company is as a supermarket. Realizing the potential of data mining, Tesco started

working with Dunnhumby in 1995; Dunnhumby are specialists in data collection and

analysis and they helped Tesco to roll out the loyalty-card program. The loyalty cards

encouraged customers to shop at Tesco but also they were the means of recording the vital

data that Tesco needed to explore and understand their customers, create target advertising

around the items they bought, utilize clever stocking which would increase the number of

sales in items and so on. Tesco eventually bought Dunnhumby and they would not have

been so successful without the help of an outside organization (Mirani 2015).

Another example is Spotify. The company offers users an ad-free music streaming

service on a subscription basis. Their main business is music; however, they use data-

mining techniques to link songs together and they bought Echo Nest, a company involved

in music analytics, to help them do this. One of the main reasons for the company having a

turnover of £131.4 million in 2013, a 42% increase from the previous year, was because of

their effective utilization of data analysis (Duedil 2015). In 2013, 4.5 billion hours of

music were listened to; Spotify was able to offer a better experience to users, with

recommendations of similar music in addition to the music they are currently listening to

(Shah 2014). Spotify can also predict what songs are likely to make top of the charts;

Spotify could not have achieved this success if they had worked alone.

The option of buying or partnering a bespoke IT company is not usually open to SMEs

and they have to grow their own expertise. Making sense of data has always required

appropriate skills and knowledge. There are particular problems associated with trying to
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explore large datasets, and visualization is critical – both for examining structures and

identifying data problems. Errors in a large dataset may not be trivial to correct; indeed,

the larger the dataset, the harder the task. One solution, in the UK at least, is to consider

government-supported schemes, such as Knowledge Transfer Partnerships (KTPs). A

government agency, called Innovate UK, part funds a graduate for one to three years to

work on a well-defined project. The graduate is employed by a university and supervised

by an academic but works full time at the company. KTPs are particularly suited to

developing a new way of working as the KTP associate provides an independent, external

viewpoint with a limited timescale. KTPs provide a low-risk way for a company to try a

new venture such as integrated data analytics and develop new expertise in technical skills

(Knowledge Transfer Partnerships 2015).

Another way to grow data-analysis skills is to nurture enthusiasm in young people,

inspiring them to work in this area. An example is the Young Rewired State initiative in

UK schools (http://yrs.io). This is now well established but was slow to get started. In

2009, Rewired State ran an event called “Young Rewired State”, a weekend hosted by

Google in their London offices, intended to introduce open government data to the coding

youth of the UK (Rewired State 2015). Their website notes:

“With great excitement and anticipation of meeting these young programmers we flung

open the doors with a limited capacity of 50, due to the restrictions at Google London

offices.

Three young people signed up.

As we called schools and scoured the internet we realized that there was a far bigger

problem than young people not engaging with open government data. That was the lack

of young programmers in the country, and the fact that we were still left with isolated

kids, teaching themselves how to code in their bedrooms – terrifying their parents that

they were up to no good. Schools, would often identify a lone individual who might be

interested – but beyond that they could not help as they had long since stopped teaching

programming.

We then spent three months focused on finding the founding fifty, and with huge relief

and even more anticipation, we brought them together. We ran a weekend, with mentors

and government data experts on hand to help, and watched as they collaborated and

created a blistering array of apps and websites, all using open government data.

In front of our eyes a community was born, something that was so needed – never again

would these young geniuses be coding alone, from now on they had their peers and

mentors to be a part of their education and maturation into engaged civic programmers.”

Traditional Information Technology (IT) school teaching does not offer students the

chance to really excel in innovation. Coding workshops, however, are a more appropriate

way of engaging with young people. Each year Young Rewired State organizes a festival

of code somewhere in the UK; entries to the final competition display a very high level of

complexity and innovation.
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The Digital Agenda of the EU, managed by the European Commission Directorate-

General for Communications Networks, Content & Technology supports the Europe Code

Week. This is a grassroots initiative which aims to bring coding and digital literacy to

everybody in a fun and engaging way (http://codeweek.eu/). In October 2015, millions of

children, parents, teachers, entrepreneurs, and policy makers came together in events and

classrooms to learn programming and related skills. During the workshop, young people

are asked to help test out state-of-the-art equipment such as 3608 cameras and wrist-worn

sensors, as well as learning about computational thinking by using LEGO.

3.2. Lack of Statistical Skills

The examples in Subsections 2.2.3 and 2.2.4 demonstrate the benefits of statistical analysis

and data-mining techniques applied to integrated data. Basic descriptive analytics, as in

Example 2.2.2, can also be very useful; however, these still require a certain level of

confidence in handling numbers. A major reason for the lack of use of official statistics by

business is poor numeracy and statistical competence within the business community. SMEs

show little awareness of business statistics, as found in the BLUE-ETS study (Bavdaž 2011).

To develop statistical literacy in the UK, the RSS launched getstats in 2010 to improve how

the practical numbers of daily life, business and policy are handled (RSS 2015). Initiatives

that support the ten-year campaign focus on three areas: the media, politicians and

policymakers, and education, including higher education. The RSS is active in all these

areas and has reached a broad spectrum of the population. Improvements in national

statistical competence are difficult to quantify, but it is clear that acceptance of the

importance of statistics has improved. For example, on World Statistics Day (October 20,

2015) the RSS delivered a training session to elected Members of Parliament in the London

Parliament Building focusing on the use and interpretation of statistics in public life.

The increasing availability of Massive Open Online Courses (MOOCs) may help ease

the difficulties encountered by SME staff wanting to acquire new skills and develop new

learning. A wide range of courses is offered worldwide and staff have more choice about

when they learn; see, for example www.mooc-list.com. Nevertheless, learning is not the

same as doing, and it is important for staff to be allowed to experiment with company and

official statistics data to see for themselves what benefits can be achieved.

Eurostat is the Statistical Office of the European Communities and as a Directorate-

General of the European Commission is responsible for gathering data from NSIs

throughout the European Community. Eurostat’s mission is to provide the European

Union with a high-quality statistical information service and to generate statistics at

European level that enable comparisons between countries and regions. Eurostat does not

collect data but consolidates it and has a large, harmonized cache of data accessible via its

website (http.//ec.europa.eu/eurostat/). Eurostat recently showed its willingness to engage

with users by providing a (free) training event to local government officers with sessions

aimed at enabling businesses to access and utilize Eurostat data. The full attendance at the

event indicates growing confidence in handling data and interest in data mining both at the

descriptive and the predictive levels.

The wealth of official statistics is a source of fascination to academic statisticians, but

few of them refer to such data in their lectures or use them in examples (Bavdaž 2011).
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Clearly official statistics can provide excellent examples for data manipulation,

tabulation, graphics, and statistical analysis. So, in addition to poor levels of numeracy,

SME managers have little awareness of the free resources that would considerably help

their businesses, and when they recall the statistics they have learned they do not

immediately think of official statistics.

3.3. Lack of Interest

The examples in Section 2 derive from companies whose interest in data has been

stimulated by personal contact with statisticians, by their susceptibility to articles in their

trade press, and by their entrepreneurial spirit. This motivation has enabled them to

overcome the typical challenges for SMEs when faced with the prospect of making use

of business statistics. Many SMEs are discouraged by the lack of technically skilled staff,

and by staff who are expected to multitask with little time available for proactively

developing new expertise. They also worry about confidentiality issues and are wary of

jeopardizing relationships with their customers. The main issue, however, is a general

lack of interest. Nevertheless, as we found in an earlier research project focusing on

helping SMEs adopt Six Sigma practices, there can be some sea changing improvements

in performance in all parts of the business if SMEs are motivated by expert support,

example, and peer-group activities bringing people together and giving them the chance

to help each other (Stewardson and Coleman 2003). Becoming more data driven makes

good business sense. As found in a survey reported in the Harvard Business Review

(McAfee and Brynjolfsson 2012):

“The more companies characterized themselves as data-driven, the better they

performed on objective measures of financial and operational results. In particular,

companies in the top third of their industry in the use of data-driven decision making

were, on average, 5% more productive and 6% more profitable than their competitors.”

It is essential to advertise the success of data analytics to inspire others, and suitable

market places for such exchanges are beginning to emerge. The examples in Section 2

show some opportunities for SMEs gained by using official statistics. It is hoped that

more case studies will become available and will be instrumental in encouraging other

applications in this area. Joint projects often emerge when disparate groups come together.

One of the reasons for the lack of use of official statistics is that data providers, data users,

and entrepreneurs tend to be isolated from each other and do not often meet. Yet there have

been some excellent examples of mutual benefit when these different groups cooperate

and it is evidently important to bring people together to discuss their ideas.

Hacks are events in which data suppliers, data owners, designers, and IT specialists

come together to analyze data using their combined expertise. The rationale is that mixing

diverse skills will prompt new ways of thinking and create innovative solutions. For

example, a Culture Code Hack held in Newcastle, UK, included librarians presenting data

from lending libraries, arts managers with data on location and demographics of theatre

goers, and musicians with songs from different parts of Northumberland. The author

presented a large set of retail sales data from the ENBIS challenge (ENBIS 2015).

Computer scientist hackers then spent the next 24 hours finding innovative ways to
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illustrate and interpret the datasets that particularly appealed to them. Groups then

presented their work, which included interactive maps showing where and when people

borrow computer software library books, what type of people go to which theatre

performances and how far they travel, and what melodies to expect in different

Northumberland villages. The outputs were fascinating and informative, but the lack of

statistical thinking was disappointing. Statistical multivariate analysis and predictive

modeling could have added substantially to the insight derived from the nevertheless

excellent visualizations and user-friendly interfaces.

4. Discussion, Conclusions, and Recommendations

Businesses are becoming more interested in using their data more effectively, and amongst

NSIs there is a determination to make their official statistics more widely appreciated in

the business world. It is timely, therefore, to focus on how integrated data analytics can

become more mainstream.

Networks and forums are an important way to help members share new ideas, and three

examples are briefly described. The Association of Public Data Users (APDU 2015) in the

US is a network that connects users, producers, and disseminators of government statistical

data. The network members share interest in the collection, distribution, safeguarding, and

explanation of public data. Organizations align themselves with APDU to gain a better

understanding of public data, and potentially gain access to the public data for further

analysis.

A recent cooperation between the ONS and the RSS resulted in the RSS web-based

portal called StatsUserNet, which is aimed at general user engagement (StatsUserNet

2015). The interactive website provides a forum for all communities interested in official

statistics. For example, the business and trade statistics community promotes dialogue,

shares information and maintains close liaison between the producers and users of official

business and trade statistics. Membership of individual communities of StatsUserNet has

risen to over 3,000 people.

Since its initiation in 2008, the European Network for Better Establishment Statistics

(ENBES) has worked on advancing exchange between practitioners, methodologists, and

academics on matters relating to business statistics. In parallel with – amongst others –

the European Commission’s MEETS program and the BLUE-ETS research project that

were initiated at approximately the same time, ENBES is endeavoring to bring business

statistics closer to its users, as well as helping to gain a better understanding of user needs

for business statistics. A seminar entitled “Statistics: About Businesses, for Businesses”

was co-organized by ENBES, the RSS Official Statistics Section (OSS), and the RSS

Quality Improvement Section (QIS) and held at the RSS in London. The OSS is interested

in issues around collecting high-quality data and presenting them clearly and accurately,

the QIS is interested in supporting statisticians using data to improve the effectiveness and

profitability of enterprises in all sectors. This was the first time that the two sections had

held a joint meeting and this reflects their growing interest in stimulating more effective

use of official statistics, especially by SMEs. The seminar brought together practitioners,

users, and methodologists, and addressed entrepreneurs, researchers, and policy makers.

The example described in Subsection 2.2.4 above was presented as one of the case studies
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(ENBES 2013). Such seminars are very useful in raising the profile of official statistics,

showing their range and generating ideas on how they could be better communicated and

utilized. A follow-up meeting was held at the RSS conference in Sheffield (ENBES 2014).

The initiatives for improving access to official statistics, such as Eurostat training, and

making more data openly available are welcome mechanisms that encourage greater use of

data. If it is made a requirement to publish reports from such open data analysis, there will

soon be a copious supply of case studies from which businesses can learn. Statisticians

should watch out for interesting case studies that either show evidence of statistical

thinking or could be improved by statistical thinking and make sure that SMEs hear

about them.

In conclusion, many companies are aware that they have valuable internal data but they

do not maximize their use of them. They are receptive to being part of research initiatives

aimed at helping them, providing they can see the direct benefits. Case studies are an

important tool for increasing awareness. As the aim is to reach a wide audience, authors

may be well advised to focus on publication in trade journals and the popular press, such as

the RSS journal Significance and website “Stats Life”, as well as the website “Statistics

Views” which aims to be a “one-stop shop” for the statistics community. This suggests the

following recommendation:

. Statisticians need to publish case studies.

Future development of integrated data analytics requires that statisticians take part in

entrepreneurial activities such as hacks. Coding sessions and events aimed at young people

encourage the involvement of the next generation. These experiences help to overcome the

barriers preventing fluent use of data and official statistics. Parents and teachers may not

feel that they have time to spare to get involved in these activities, so it is very important

for universities and businesses to offer as much support as possible, and statisticians are

recommended to take an active part:

. Statisticians need to support hacks and coding events for young people.

The full attendance at Eurostat’s local government training indicates interest and

confidence in handling data amongst regional policy makers and planners. What is now

needed is a mechanism for cascading that enthusiasm from local government to the

businesses they deal with. Statisticians should ensure that their business contacts,

colleagues, and students are aware of networks such as ENBES and forums such as

StatsUserNet which link government and business, and they are recommended to

contribute case studies to encourage more extensive utilization of data:

. Statisticians need to help to cascade interest from government to businesses.

Researchers engaging in projects funded by the EU can help to promote the growth of

integrated data analytics by SMEs. Projects can build on current initiatives such as the

European Data Forum. Statisticians should be encouraged to include an exploration of

official statistics in work packages in EU projects and KTP projects, providing a definite

focus on the opportunities that they can bring. Academics should be encouraged to include

projects that exploit the benefits of official statistics in Master’s-degree-level dissertations

and doctoral training wherever possible. For example, Coleman (2014) described group
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project work which encourages integrated data analytics within the center for doctoral

training in “Cloud computing for big data” at Newcastle University:

. Statisticians need to include integrated data analytics in EU projects, KTPs, and

research training programs.

There are some excellent examples of open data integration; for example, Hans Rosling

combines data on wealth and life expectancy in his video presentation “200 years that

changed the world” (Gapminder 2015) and Stotesbury and Dorling (2015) integrate

datasets on inequality and social outcomes, including environment, education, and health,

and find some intriguing associations. However, neither of these examples focusses on the

integration of open data and internal company data which is of particular promise for

SMEs. Although some SMEs are making productive use of their data, carrying out data

mining and making use of official statistics, it is unclear how prevalent this is. It is

therefore recommended that:

. A survey of SME attitudes, activities, and needs should be carried out.

The interest in integrated data analytics shown by the companies in the examples in

Section 2 was stimulated by contact with statisticians, by articles in their trade press and by

their entrepreneurial spirit. Entrepreneurs are seeing the opportunities for adding value to

open data and making business use of company data. Statisticians need to make a bigger

impact both by active involvement in data communities and by writing wide-reaching

articles. They need to keep pace with the changes taking place in their profession; they

need to maintain contact with experts in other fields such as computer science, operations

research, and data science to ensure that statistics continues to make a valuable

contribution in the increasingly data-driven business world. Working alongside data

owners, designers, hackers, and programmers, statisticians need to make sure that statistics

as a subject is firmly established as an intrinsic component in helping businesses exploit

the increasing availability of data.
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From Quality to Information Quality in Official Statistics

Ron S. Kenett1 and Galit Shmueli2

The term quality of statistical data, developed and used in official statistics and international
organizations such as the International Monetary Fund (IMF) and the Organisation for
Economic Co-operation and Development (OECD), refers to the usefulness of summary
statistics generated by producers of official statistics. Similarly, in the context of survey
quality, official agencies such as Eurostat, National Center for Science and Engineering
Statistics (NCSES), and Statistics Canada have created dimensions for evaluating the quality
of a survey and its ability to report ‘accurate survey data’.

The concept of Information Quality, or InfoQ provides a general framework applicable to
data analysis in a broader sense than summary statistics: InfoQ is defined as “the potential of a
data set to achieve a specific (scientific or practical) goal by using a given empirical analysis
method.” It relies on identifying and examining the relationships between four components:
the analysis goal, the data, the data analysis, and the utility. The InfoQ framework relies on
deconstructing the InfoQ concept into eight dimensions used for InfoQ assessment.

In this article, we compare and contrast the InfoQ framework and dimensions with those
typically used by statistical agencies. We discuss how the InfoQ approach can support the use
of official statistics not only by governments for policy decision making, but also by other
stakeholders, such as industry, by integrating official and organizational data.

Key words: InfoQ; survey data; decision making; industry; government.

1. Introduction

Official statistics are produced by a variety of organizations including central bureaus of

statistics, regulatory health care agencies, educational systems, and national banks. A

common trend is the integration of official statistics and organizational data to derive

insights at local and global levels.

One example is provided by the Intesa Sanpaolo Bank in Italy, which maintains an

integrated database to support analytic research requests by management and various

decision makers (Foresti et al. 2012). The bank uses regression models applied to internal

data integrated with data from a range of official statistics providers, such as:

. Financial statements (CEBI),

. EPO patents (Thomson Scientific),

. Foreign direct investment (Reprint),

. ISO certificates (Accredia),
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. Trademarks (UIBM, OIHM, USPTO, WIPO),

. Credit ratings (CEBI, Intesa Sanpaolo), and

. Corporate group charts (Intesa Sanpaolo).

In another example, data from surveys of companies in the north of Italy are combined with

official data from the Italian stock exchange to calibrate the survey data (Dalla Valle 2014;

Dalla Valle and Kenett 2015). The survey data is from Assolombarda, an Italian association

of about 5,000 manufacturing and service companies located in the north of Italy.

Assolombarda periodically collects data through questionnaires sent to the associated firms

in order to gather information about the economic climate, firms’ activity and production,

and the number and types of employees. The FTSE-MIB is the official Italian stock market

index for the Italian national stock exchange and consists of the 40 most-traded stock classes

on the exchange. Dalla Valle and Kenett (2015) apply Bayesian networks to a dataset that

integrates the Assolombarda surveys with information from the balance sheets of the 40

largest Italian firms on the Italian stock market. Proper data integration is key to this study.

In this article, we focus on information derived from an analysis of official statistics data

with or without integration with other data sets. The objective is to provide decision

makers with high-quality information. We use the Information Quality concept and

framework by Kenett and Shmueli (2014; 2016) to evaluate the quality of such

information to decision makers or other stakeholders.

Information Quality, or InfoQ, provides a general framework applicable to data analysis

in a broader sense than summary statistics. InfoQ relies on identifying and examining the

relationships between four components: the analysis goal, the data, the data analysis, and the

utility. The first and last components, analysis goal and utility, require a translation between

the particular domain and the world of statistics, data mining or another data-analytic field.

Official statistics “need to be used to be useful” (Forbes and Brown 2012, 91), and utility

is one of the overarching concepts in official statistics. An issue that can lead to

misconceptions and therefore a challenge to the translation of domain to statistics and back is

that many of the terms used in official statistics have specific meanings in this context which

are based on, but not identical to, their meaning in everyday usage. Forbes and Brown (2012,

91) state: “All staff producing statistics must understand that the conceptual frameworks

underlying their work translate the real world into models that interpret reality and make it

measurable for statistical purposes. : : : The first step in conceptual framework development

is to define the issue or question(s) that statistical information is needed to inform. That is, to

define the objectives for the framework, and then work through those to create its structure

and definitions. An important element of conceptual thinking is understanding the

relationship between the issues and questions to be informed and the definitions themselves.”

In an interview-based study of 58 educators and policy makers, Hambleton (2002)

found that the majority misinterpreted the official statistics proficiency reports that

compare results across grades and across years. This finding was particularly distressing as

policy makers rely on such reports for the appropriation of funds and other key decisions.

In terms of information quality, the quality of the information provided by the reports was

low. The translation from statistics to domain-specific insights was faulty.

The US Environmental Protection Agency (EPA), together with the Department of

Defense and Department of Energy, launched the Quality Assurance Project Plan
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(see EPA 2005, 35), which presents “steps : : : to ensure that environmental data collected

are of the correct type and quality required for a specific decision or use.” They used the term

Data Quality Objectives to describe “statements that express the project objectives (or

decisions) that the data will be expected to inform or support.” These statements relate to

descriptive goals, such as “Determine with greater than 95% confidence that contaminated

surface soil will not pose a human exposure hazard.” These statements are used to guide

the data-collection process. They are also used to assess the resulting data quality.

Central bureaus of statistics are now combining surveys with administrative data in

dynamically updated studies that have replaced the traditional census approach, so that the

proper integration of data sources is becoming a critical requirement. We suggest that

evaluating InfoQ can significantly contribute to the range of examples described above.

The article proceeds as follows: Section 2 reviews the InfoQ dimensions proposed by

Kenett and Shmueli (2014), putting them in the context of official statistics research

studies. Section 3 presents quality standards applicable to official statistics and their

relationship with InfoQ dimensions, and Section 4 describes standards used in customer

surveys and their relationship to InfoQ. We conclude with a discussion and suggest

directions for further work in Section 5.

2. Information Quality (InfoQ) and Official Statistics

InfoQ is defined as “the potential of a data set to achieve a specific (scientific or practical)

goal by using a given empirical analysis method” (Kenett and Shmueli 2014, 3). InfoQ

is determined by the data (X), the data analysis ( f ) and the analysis goal (g), as well as by

the relationships between them. Utility is measured using specific metric(s) (U ). By

examining each of these components and their relationships, we can learn about the

contribution of a given study as a source of knowledge and insight. The components of

InfoQ have been mapped onto eight dimensions that represent a deconstruction of the

concept. Here, we present the eight InfoQ dimensions and provide some guiding questions

that can be used in planning, designing, and evaluating official statistics reports.

2.1. Data Resolution

Data resolution refers to the measurement scale and aggregation level of the data. The

data’s measurement scale should be carefully evaluated in terms of its suitability to the

goal, the analysis methods used, and the required resolution of the utility U. Questions one

could ask to figure out the strength of this dimension include:

. Is the data scale used aligned with the stated goal of the study?

. How reliable and precise are the data sources and data-collection instruments used in

the study?

. Is the data analysis suitable for the data aggregation level?

A low rating on data resolution can be indicative of low trust in the usefulness of the

study’s findings.

An example of data resolution is provided by Google’s ability to predict the prevalence

of flu based on the type and extent of Internet search queries (www.ft.com/cms/

s/2/21a6e7d8-b479-11e3-a09a-00144feabdc0.html#axzz2y6ASfagk). These predictions
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match the official figures published by the Centers for Disease Control and Prevention

(CDC) quite well. The point is that Google’s tracking has only a day’s delay, compared to

the week or more it takes for the CDC to assemble a picture based on reports from doctors’

surgeries. Google is faster because it is tracking the outbreak by finding a correlation

between what people search for online and whether they have flu symptoms. An

application aiming to achieving an online prediction of flu prevalence might combine the

weekly updated CDC official statistics with the dynamically updated Google estimates.

2.2. Data Structure

Data structure relates to the type(s) of data and data characteristics such as corrupted and

missing values due to the study design or data-collection mechanism. Data types include

structured numerical data in different forms (e.g., cross-sectional, time series, network

data) as well as unstructured, non-numerical data (e.g., text, text with hyperlinks, audio,

video, and semantic data). The InfoQ level of a certain data type depends on the goal at

hand. Questions to ask to figure out the strength of this dimension include:

. Is the type of data used aligned with the stated goal of the study?

. Are data-integrity details (corrupted/missing values) described and handled

appropriately?

. Are the analysis methods suitable for the data structure?

A low rating on data structure can be indicative of poor data coverage in terms of the

project goals. For example, using a cross-sectional analysis method to analyze a time

series warrants special attention when the goal is parameter inference, but is of less

concern if the goal is forecasting future values. Another example is removing records with

missing data when missingness might not be random. A paper analyzing online

transactions with the objective of evaluating actual behavior versus declared behavior also

needs data on declared behavior through focused queries or questionnaires. Without this,

the structure of the data will not provide adequate information quality.

2.3. Data Integration

With the variety of data sources and data types available today, studies sometimes

integrate data from multiple sources and/or types to create new knowledge regarding the

goal at hand. Such integration can increase InfoQ, but in other cases it can reduce InfoQ,

for example by creating privacy breaches (for a video of methodologies discussed during

the 2011 international privacy data day, see https://www.youtube.com/watch?v=QES3-

X0U1Q_Q). Questions to ask to figure out the strength of this dimension include:

. Are the data integrated from multiple sources? If so, what is the credibility of each

source?

. How is the integration performed? Are there linkage issues that lead to dropping

crucial information?

. Does the data integration add value in terms of the stated goal?

. Does the data integration cause any privacy or confidentiality concerns?

A low rating on data integration can be indicative of missed potential in data analysis.
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A prime example of data integration is the fusion feature in Google (https://support.

google.com/fusiontables/answer/2571232). In the risk in open source software (RIS-

COSS) FP7 project, a methodology was developed that aggregates quantitative data

captured from OSS communities with qualitative expert opinion through an assessment of

risk scenarios to derive risk indicators using Bayesian networks (see www.riscoss.eu).

Another example, focused on analyzing semantic data for risk assessment based on the

MUSING FP6 project, is presented in Kenett and Raanan (2010). Another example of data

integration is the combination of structured and unstructured semantic data (Figini et al.

2010). See also Penny and Reale (2004) and Vicard and Scanu (2012).

2.4. Temporal Relevance

The process of deriving knowledge from data can be placed on a timeline that includes the

periods of data collection, data analysis, and usage of results as well as the temporal gaps

between these three stages. The different durations and gaps can each affect InfoQ. The

data-collection duration can increase or decrease InfoQ, depending on the study goal, for

example studying longitudinal effects versus a cross-sectional goal. Similarly, if the

collection period includes uncontrollable transitions, this can be useful or disruptive,

depending on the study goal. Questions to ask to figure out the strength of this dimension

include:

. Considering the data collection, data analysis and deployment stages, are any of them

time-sensitive?

. Does the time gap between data collection and analysis cause any concern?

. Is the time gap between the data collection and analysis and the intended use of the

model (e.g., in terms of policy recommendations) of any concern?

A low rating on temporal relevance can be indicative of an analysis with low relevance to

decision makers due to data collected in a different contextual condition. This can happen

in economic studies with policy implications that are based on old data.

2.5. Chronology of Data and Goal

The choice of variables to collect, the temporal relationship between them, and their

meaning in the context of the goal at hand affects InfoQ. Questions to ask to figure out the

strength of this dimension include:

. If the stated goal is predictive, are all the predictor variables expected to be available

at the time of prediction?

. If the stated goal is causal, do the causal variables precede the effects?

. In a causal study, are there issues of endogeneity (reverse-causation)?

A low rating on chronology of data and goal can be indicative of low relevance of a

specific data analysis due to misaligned timing. A customer-satisfaction survey that was

designed to be used as input to the annual budget planning cycle becomes irrelevant if its

results are communicated after the annual budget is finalized (Kenett and Salini 2012).
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2.6. Generalizability

The utility of f (Xj g) is dependent on the ability to generalize f to the appropriate

population. Two types of generalizability are statistical generalizability and scientific

generalizability. Statistical generalizability refers to inferring from a sample to a target

population. Scientific generalizability refers to applying a model based on a particular

target population to other populations. This can mean either generalizing an estimated

population pattern/model f to other populations, or applying f estimated from one

population to predict individual observations in other populations. Determining the level

of generalizability requires careful characterization of g. Generalizability is related to the

concepts of reproducibility, repeatability, and replicability (Drummond 2009; Banks

2011; Kenett and Zacks 2014; McNutt 2014; Kenett and Shmueli 2015). Reproducibility

represents insights that are replicable (but not necessarily identical), while repeatability is

about achieving the same results in a repeated experiment. Replicability is used most often

in genome wide association studies where a follow up experiment is conducted to identify

a subset of genes as active, following a large study investigating thousands of genes.

Repeatability relates to data quality and analysis quality, while reproducibility relates to

InfoQ. Questions to ask to figure out the strength of this dimension include:

. Is the stated goal statistical or scientific generalizability?

. For statistical generalizability in the case of inference, does the study under review

answer the question “What population does the sample represent?”

. For generalizability in the case of a stated predictive goal (predicting the values of

new observations; forecasting future values), are the results generalizable to the data

to be predicted?

In the context of item response studies, Georg Rasch used the term specific objectivity to

describe that case essential to measurement in which “comparisons between individuals

become independent of which particular instruments – tests or items or other stimuli – have

been used. Symmetrically, it is thought to be possible to compare stimuli belonging to the

same class – measuring the same thing – independent of which particular individuals, within

a class considered, were instrumental for comparison“ (Rasch 1977, 58). The term general

objectivity is reserved for the case in which absolute measures (i.e., amounts) are independent

of which instrument (within a class considered) is employed, and no other object is required.

By “absolute” we mean the measure “is not dependent on, or without reference to, anything

else; not relative” (ibid.). Similar constructs apply to economic and sociological studies.

2.7. Operationalization

Two types of operationalization are considered: construct operationalization and action

operationalization of the analysis results. Constructs are abstractions that describe a

phenomenon of theoretical interest. Measurable data are an operationalization of

underlying constructs. The relationship between the underlying construct and its

operationalization can vary, and its level relative to the goal is another important aspect of

InfoQ. The role of construct operationalization is dependent on the goal, and especially on

whether the goal is explanatory, predictive, or descriptive. In explanatory models, based

on underlying causal theories, multiple operationalizations might be acceptable for
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representing the construct of interest. As long as the data are assumed to measure the

construct, the variable is considered adequate. In contrast, in a predictive task, where

the goal is to create sufficiently accurate predictions of a certain measurable variable,

the choice of operationalized variable is critical. Action operationalizing results refers to

three questions posed by W. Edwards Deming (1982):

. What do you want to accomplish?

. By what method will you accomplish it?

. How will you know when you have accomplished it?

Questions to ask to figure out the strength of construct operationalization include:

. Are the measured variables themselves of interest to the study goal, or is their

underlying construct of interest?

. What are the justifications for the choice of variables?

Questions to ask to figure out the strength of operationalizing results include:

. Who can be affected (positively or negatively) by the research findings?

. What can he or she do about it?

. Who else?

A low rating on operationalization indicates that the study might have academic value but

in fact has no practical impact.

2.8. Communication

Effective communication of the analysis and its utility directly impacts InfoQ. There are

plenty of examples where the miscommunication of valid results has led to problematic

outcomes. For a study of how to make National Assessment of Educational Progress

(NAEP) and state test score reporting scales and reports more understandable, see

Hambleton (2002). Questions that a reviewer should ask to figure out the strength of this

dimension include:

. Is the exposition of the goal, data, and analysis clear?

. Is the exposition level appropriate for the readership of this report?

A low rating on communication can indicate that poor communication might cover the

true value of the analysis and, thereby, dump the value of the information provided by the

analysis.

3. Quality Standards for Official Statistics

A concept of Quality of Statistical Data was developed and used in European official

statistics and international organizations such as the International Monetary Fund (IMF) and

the Organisation for Economic Co-operation and Development (OECD). This concept

refers to the usefulness of summary statistics produced by national statistics agencies and

other producers of official statistics. In this context, quality is evaluated in terms of the

statistics’ usefulness for a particular goal. The OECD uses seven dimensions for quality

assessment: relevance, accuracy, timeliness and punctuality, accessibility, interpretability,
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coherence, and credibility (see chap. 5 in Giovanini 2008). Eurostat’s quality dimensions

are relevance of statistical concept, accuracy of estimates, timeliness and punctuality in

disseminating results, accessibility and clarity of the information, comparability,

coherence, and completeness. (Eurostat 2003, 2009). See also Statistics Canada (2002),

UK Department of Health (2004) and Office for National Statistics (2007).

In the United States, the National Center for Science and Engineering Statistics

(NCSES), formerly the Division of Science Resources Statistics, was established within

the National Science Foundation with general responsibility for statistical data. Part of

its mandate is to provide information that is useful to practitioners, researchers, policy-

makers, and the public. NCSES prepares about 30 reports a year based on surveys.

The purpose of survey standards is to set a framework for assuring data and reporting

quality. Guidance documents are meant to help

(1) increase the reliability and validity of data,

(2) promote a common understanding of the desired methodology and processes,

(3) avoid duplication and promote the efficient transfer of ideas, and

(4) remove ambiguities and inconsistencies.

The goal is to provide the clearest possible presentations of data and their analysis.

Guidelines typically focus on technical issues involved in the work rather than issues of

contract management or publication formats (Biemer et al. 2003, 2012).

Specifically, NCSES aims to adhere to the ideals set forth in “Principles and Practices

for a Federal Statistical Agency” (Citro and Straf 2006). As NCSES is a US federal

statistical agency, NCSES surveys must follow guidelines and policies as set forth in the

Paperwork Reduction Act and other legislation related to surveys. For example, NCSES

surveys must follow the implementation guidance, survey clearance policies, response-

rate requirements, and related orders prepared by the Office of Management and Budget

(OMB). The following standards are based on US government standards for statistical

surveys (see www.nsf.gov/statistics/). We list them in Table 1 with an annotation mapping

them onto InfoQ dimensions, where relevant.

I. Development of Concepts, Methods, and Design

Survey Planning

Standard 1.1: Agencies initiating a new survey or major revision of an existing survey

must develop a written plan that sets forth a justification, including: goals and objectives;

potential users; the decisions the survey is designed to inform; key survey estimates; the

precision required of the estimates (e.g., the size of differences that need to be detected);

the tabulations and analytic results that will inform decisions and other uses; related and

previous surveys; steps taken to prevent unnecessary duplication with other sources of

information; when and how frequently users need the data; and the level of detail needed

in tabulations, confidential microdata, and public-use data files.

This standard requires the explicit declaration of goals and methods for communicating

results. It also raises the issue of data resolution in terms of dissemination and

generalization (estimate precision).
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Survey Design

Standard 1.2: Agencies must develop a survey design, including defining the target

population, designing the sampling plan, specifying the data-collection instrument and

methods, developing a realistic timetable and cost estimate, and selecting samples using

generally accepted statistical methods (e.g., probabilistic methods that can provide

estimates of sampling error). Any use of nonprobability sampling methods (e.g., cut-off or

Table 1. Relationship between NCSES standards and InfoQ dimensions.
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model-based samples) must be justified statistically and be able to measure estimation

error. The size and design of the sample must reflect the level of detail needed in

tabulations and other data products, and the precision required of key estimates.

Documentation of each of these activities and resulting decisions must be maintained in

the project files for use in documentation (see Standards 7.3 and 7.4).

This standard advises on data resolution, data structure and data integration. The

questionnaire design addresses the issue of construct operationalization, and estimation

error relates to generalizability.

Survey Response Rates

Standard 1.3: Agencies must design the survey to achieve the highest practical rates of

response, commensurate with the importance of survey uses, respondent burden, and data-

collection costs, to ensure that survey results are representative of the target population so

that they can be used with confidence to inform decisions. Nonresponse bias analyses must

be conducted when unit or item response rates or other factors suggest the potential for

bias to occur.

The main focus here lies on statistical generalization. In a sense, this standard also deals

with action operationalization. The survey must be designed and conducted in a way that

encourages respondents to take action and respond.

Pretesting Survey Systems

Standard 1.4: Agencies must ensure that all components of a survey function are as

intended when implemented in the full-scale survey and that measurement error is

controlled by conducting a pretest of the survey components or by having successfully

fielded the survey components on a previous occasion.

Pretesting relates to data resolution and the question of whether the collection

instrument is sufficiently reliable and precise.

II. Collection of Data

Developing Sampling Frames

Standard 2.1: Agencies must ensure that the frames for the planned sample survey or

census are appropriate for the study design and are evaluated against the target population

for quality.

Sampling-frame development is crucial for statistical generalization. Here we also

ensure the chronology of data and goal in terms of the survey deployment.

Required Notifications to Potential Survey Respondents

Standard 2.2: Agencies must ensure that each collection of information instrument clearly

states the reasons the information is planned to be collected; the way such information is

planned to be used to further the proper performance of the functions of the agency;

whether responses to the collection of information are voluntary or mandatory (citing

authority); the nature and extent of confidentiality to be provided, if any, citing authority;
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an estimate of the average respondent burden together with a request that the public direct

to the agency any comments concerning the accuracy of this burden estimate and any

suggestions for reducing this burden; the control number; and a statement that an agency

may not conduct and a person is not required to respond to an information collection

request unless it displays a currently valid control number.

This is another aspect of action operationalization.

Data-Collection Methodology

Standard 2.3: Agencies must design and administer their data-collection instruments and

methods in a manner that achieves the best balance between maximizing data quality and

controlling measurement error while minimizing respondent burden and cost.

III. Processing and Editing of Data

The standards in this section focus upon the data component, and in particular upon

assuring data quality and confidentiality.

Data Editing

Standard 3.1: Agencies must edit data appropriately, based on available information, to

mitigate or correct detectable errors.

Nonresponse Analysis and Response-Rate Calculation

Standard 3.2: Agencies must appropriately measure, adjust for, report, and analyze unit

and item nonresponse to assess their effects on data quality and to inform users. Response

rates must be computed using standard formulas to measure the proportion of the eligible

sample that is represented by the responding units in each study, as an indicator of

potential nonresponse bias.

Coding

Standard 3.3: Agencies must add codes to collected data to identify aspects of data quality

from the collection (e.g., missing data) in order to allow users to appropriately analyze

the data. Codes added to convert information collected as text into a form that permits

immediate analysis must use standardized codes, when available, to enhance

comparability.

Data Protection

Standard 3.4: Agencies must implement safeguards throughout the production process to

ensure that survey data are handled to avoid disclosure.

Evaluation

Standard 3.5: Agencies must evaluate the quality of the data and make the evaluation

public (through technical notes and documentation included in reports of results or
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through a separate report) to allow users to interpret results of analyses, and to help

designers of recurring surveys focus improvement efforts.

This relates to communication.

IV. Production of Estimates and Projections

Developing Estimates and Projections

Standard 4.1: Agencies must use accepted theory and methods when deriving both direct

survey-based estimates as well as model-based estimates and projections that use survey

data. Error estimates must be calculated and disseminated to support assessment of the

appropriateness of the uses of the estimates or projections. Agencies must plan and

implement evaluations to assess the quality of the estimates and projections.

This standard is aimed at statistical generalizability and focuses on the quality of the

data analysis (deriving estimates can be considered part of the data-analysis component).

V. Data Analysis

Analysis and Report Planning

Standard 5.1: Agencies must develop a plan for the analysis of survey data prior to the start

of a specific analysis to ensure that statistical tests are used appropriately and that adequate

resources are available to complete the analysis.

This standard once again focuses on analysis quality.

Inference and Comparisons

Standard 5.2: Agencies must base statements of comparisons and other statistical

conclusions derived from survey data on acceptable statistical practice.

VI. Review Procedures

Review of Information Products

Standard 6.1: Agencies are responsible for the quality of information that they disseminate

and must institute appropriate content/subject-matter, statistical, and methodological

review procedures to comply with OMB and agency Information Quality Guidelines.

VII. Dissemination of Information Products

Releasing Information

Standard 7.1: Agencies must release information intended for the general public according

to a dissemination plan that provides for equivalent, timely access to all users and provides

information to the public about the agencies’ dissemination policies and procedures,

including those related to any planned or unanticipated data revisions.

This standard touches on the chronology of data and goal as well as on communication.
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Data Protection and Disclosure Avoidance for Dissemination

Standard 7.2: When releasing information products, agencies must ensure strict

compliance with any confidentiality pledge to the respondents and all applicable federal

legislation and regulations.

Survey Documentation

Standard 7.3: Agencies must produce survey documentation that includes those materials

necessary to understand how to properly analyze data from each survey, as well as the

information necessary to replicate and evaluate each survey’s results (see also Standard

1.2). Survey documentation must be readily accessible to users, unless it is necessary to

restrict access to protect confidentiality.

Proper documentation is essential for proper communication.

Documentation and Release of Public-Use Microdata

Standard 7.4: Agencies that release microdata to the public must include documentation

clearly describing how the information is constructed and provide the metadata necessary

for users to access and manipulate the data (see also Standard 1.2). Public-use microdata

documentation and metadata must be readily accessible to users.

This standard aims at adequate communication of the data (not the results).

These standards provide a comprehensive framework for the various activities involved

in planning and implementing official statistics surveys.

The next section focuses on customer-satisfaction surveys, such as the surveys on

Service of General Interest (SGI) conducted within the European Union (EU).

4. Standards for Customer Surveys

Customer satisfaction, according to the ISO10004:2010 standards of the International

Organization for Standardization (ISO), is the “customer’s perception of the degree to

which the customer’s requirements have been fulfilled ”. It is “determined by the gap

between the customer’s expectations and the customer’s perception of the product [or

service] as delivered by the organization” (ISO/TS 10004 2010).

The ISO describes the importance of standards on its website:

“ISO is a non-governmental organization that forms a bridge between the public and

private sectors. Standards ensure desirable characteristics of products and services

such as quality, environmental friendliness, safety, reliability, efficiency and

interchangeability – and at an economical cost.”

ISO’s work program ranges from standards for traditional activities such as agriculture

and construction, through mechanical engineering, manufacturing and distribution, to

transport, medical devices, information and communication technologies, standards for

good management practice and for services. Its primary aim is to share concepts,

definitions and tools to guarantee that products and services meet expectations. When

standards are absent, products may turn out to be of poor quality, might be incompatible

with available equipment, or could be unreliable or even dangerous.
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The goals and objectives of customer-satisfaction surveys are described clearly in ISO

10004:

“The information obtained from monitoring and measuring customer satisfaction can

help identify opportunities for improvement of the organization’s strategies, products,

processes and characteristics that are valued by customers, and serve the organization’s

objectives. Such improvements can strengthen customer confidence and result in

commercial and other benefits”.

In the following, we give a brief description of the ISO 10004 standard.

ISO 10004 Guidelines for Monitoring and Measuring Customer Satisfaction

The rationale of the ISO 10004 standard – as reported in Clause 1 – is to provide

“guidance in defining and implementing processes to monitor and measure customer

satisfaction”. It is intended for use “by organizations regardless of type, size or product

provided” but it is related only “to customers external to the organization”.

The ISO approach outlines three phases in the processes of measuring and monitoring

customer satisfaction:

(1) Planning (Clause 6);

(2) Operation (Clause 7);

(3) Maintenance and Improvement (Clause 8).

Planning

The planning phase “refers to the definition of the purposes and objectives of measuring

customer satisfaction and the determination of the frequency of data gathering (regularly,

on an occasional basis, dictated by business needs or specific events)”. For example, an

organization might be interested in investigating reasons for customer complaints after the

release of a new product or causes of a loss of market share. Alternatively, it might want to

compare its position relative to other organizations regularly. Moreover, “[i]nformation

regarding customer satisfaction might be obtained indirectly from the organization’s

internal processes (e.g., customer complaints handling) or from external sources (e.g.,

reported in the media) or directly from customers”.

In determining the frequency of data collection, this clause relates to chronology of data

and goal as well as to temporal relevance. “[D]efinition of : : : customer satisfaction”

concerns construct operationalization. The collection of data from different sources

indirectly touches on data structure and resolution. However, the use of “or” for choice of

data source indicates no intention to integrate data.

Operation

The operation phase represents the core of the standard and introduces the operational steps an

organization should follow in order to meet the requirements of ISO 10004. These steps are:

(a) identify the customers (current or potential) and their expectations,

(b) gather customer-satisfaction data directly from customers through a survey and/or

indirectly examining existing sources of information, after having identified
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the main characteristics related to customer satisfaction (product, delivery, or

organizational characteristic),

(c) analyze customer-satisfaction data after having chosen the appropriate method of

analysis,

(d) communicate customer-satisfaction information,

(e) monitor customer satisfaction at defined intervals to control that “the customer-

satisfaction information is consistent with, or validated by, other relevant business

performance indicators” (Clause 7.6.5).

Statistical issues mentioned in ISO 10004 relate to the number of customers to be surveyed

(sample size), the method of sampling (Clause 7.3.3.3 and Annex C.3.1, C3.2), and the

choice of the scale of measurement (Clause 7.3.3.4 and Annex C.4).

Identifying the population of interest and sample design relate to generalization.

Communication is central to step (d). Step (e) refers to data integration, and the choice of

measurement scale relates to data resolution.

Maintenance and Improvement

The maintenance and improvement phase includes periodic review, evaluation, and

continual improvement of processes for monitoring and measuring customer satisfaction.

This phase aims at maintaining generalizability and temporal relevance, as well as the

appropriateness of construct operationalization (“reviewing the indirect indicators of

customer satisfaction”). Data integration is used to validate the information against other

sources, and communication and actionable operationalization are also mentioned. Table 2

summarizes the relationship between the three phases of the ISO 10004 and the eight

InfoQ dimensions.

5. Conclusions and Discussion

The present article begins by referring to two examples where official statistics data are

combined with organizational data in order to derive information of higher quality through

analysis. In the Intesa Sanpaolo Bank example, the competitiveness of an enterprise was

Table 2. Relationship between ISO 10004 guidelines and InfoQ dimensions.
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assessed using factors such as innovation and R&D, intangibles (such as human capital,

brands, quality, and environmental awareness), and foreign direct investment. Some of the

challenges encountered when establishing a coherent integrated database included

incomplete matching using “tax ID number” as the key, since patent, certification and

trademark archives contain only the business name and address of the enterprise. As a

result, an algorithm was developed for matching a business name and address to other

databases containing both the same information and the tax ID number. With this

approach, different business names and addresses may appear for the same enterprise (for

instance, abbreviated names, acronyms with or without full stops, presence of the

abbreviated legal form, etc.). The tax ID number of an enterprise may also change over the

years. Handling these issues properly is key to the quality of information generated by

regression analysis. These aspects are related to data resolution, data structure, data

integration, temporal relevance, and chronology of data and goal, four of the InfoQ

dimensions. Therefore, considering each of these InfoQ dimensions, with their associated

questions, can help guide the analyst to detect and formalize the challenges to the final

information quality.

In the study of Dalla Valle (2014), data from a survey about the economic climate,

firms’ activity and production, and the number and types of employees of 167 firms

located in the provinces of Milan and Lodi in the North of Italy were combined with

official statistics data from the Italian national stock exchange. An analysis combining

Vines and Bayesian networks permits the proper calibration of the data, thus strengthening

the quality of the information derived from the survey. The InfoQ dimensions involved in

this work also include data resolution, data structure, data integration, temporal relevance

and chronology of data and goal. These two examples demonstrate how concern for the

quality of the information derived from an analysis of a given data set requires that

attention be paid to several dimensions beyond the quality of the analysis method used.

The eight InfoQ dimensions provide a general template for identifying and evaluating such

challenges.

With the increased availability of data sources and ubiquity of analytic technologies, the

challenge of transforming data into information and knowledge is growing in importance

(Kenett 2008). Official statistics play a critical role in this context and applied research,

using official statistics, needs to ensure the generation of high-information quality. In this

article, we discuss the various elements that determine the quality of such information and

describe several proposed approaches for achieving it. Specifically, we compare the InfoQ

concept of Kenett and Shmueli (2014) with NCSES and ISO standards. InfoQ is a general

approach that has been applied to a wide range of applied research applications such as

education, healthcare, risk management and customer-satisfaction surveys (for more

examples see Kenett and Shmueli 2016). Here we discuss examples of how official

statistics data and data from internal sources are integrated to generate higher information

quality. These various guidelines and initiatives focus on identifying what was learned

from the data analysis and was actually done within the analysis framework. These two

aspects are related to the issue of reproducibility and replicability of research. The

terminology in this context is not unified (Kenett and Shmueli 2015). For example, quoting

Drummond (2009):
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“Reproducibility requires changes; replicability avoids them. A critical point of

reproducing an experimental result is that irrelevant things are intentionally not

replicated. One might say, one should replicate the result not the experiment.”

In contrast, Banks (2011) notes:

“As a former editor of the Journal of the American Statistical Association, my own

sense is that very few applied papers are perfectly reproducible. Most do not come with

code or data, and even if they did, I expect a careful check would find discrepancies

from the published paper. The reasons are innocent: code written by graduate students

is continually tweaked and has sketchy documentation. The exact data cleaning

procedures are not perfectly remembered when the final version of the paper is written,

or may be muddled by miscommunication among multiple authors. And even if a

conscientious researcher provided a full description of every cleaning step, every model

fitting choice, and all aspects of variable selection, the resulting paper would be so long

and tedious that no doubt the foolish editor would demand that it be shortened.”

The expanded view of information quality, embedded in the InfoQ dimensions, is an

attempt to clearly map both reproducibility and replicability components in a research

study. From any report derived from data analysis we would like to understand both what

was learned and how it was achieved. Our work is an initial step in such an endeavor and

further tools, and methodology needs to be developed in order to support it.
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The Use of Official Statistics in Self-Selection Bias Modeling

Luciana Dalla Valle1

Official statistics are a fundamental source of publicly available information that periodically
provides a great amount of data on all major areas of citizens’ lives, such as economics, social
development, education, and the environment. However, these extraordinary sources of
information are often neglected, especially by business and industrial statisticians. In
particular, data collected from small businesses, like small and medium-sized enterprizes
(SMEs), are rarely integrated with official statistics data.

In official statistics data integration, the quality of data is essential to guarantee reliable
results. Considering the analysis of surveys on SMEs, one of the most common issues related
to data quality is the high proportion of nonresponses that leads to self-selection bias.

This work illustrates a flexible methodology to deal with self-selection bias, based on the
generalization of Heckman’s two-step method with the introduction of copulas. This approach
allows us to assume different distributions for the marginals and to express various depen-
dence structures. The methodology is illustrated through a real data application, where the
parameters are estimated according to the Bayesian approach and official statistics data are
incorporated into the model via informative priors.

Key words: Bayes theorem; copulas; Heckman’s two-step method; informative priors; small
and medium-sized enterprizes.

1. Introduction

Official statistics are a fundamental source of information about many aspects of citizens’

lives, about health, education, public and private services, as well as about the economic

climate, the financial situation, and the environment.

Official statistics represent precious and rich data sources not only for public

institutions, but also for firms that need to compare their performance against their

competitors, measure the satisfaction of their customers, explore new markets and identify

the most profitable locations to establish new subsidiaries.

However, the use of official statistics by firms, and in particular by medium-sized

enterprizes (SMEs), is still rather limited.

Due to the recent growth of the number of available data sources and the increase

in data quality, the use of innovative methods to aggregate results obtained from
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official statistics and from specific datasets is fundamental in order to obtain reliable

analyses.

The issue of data quality may invalidate statistical results, in which case integrating

different data sources and methods to improve data quality is needed.

According to the literature, the reliability of the results of a survey is reduced by the

existence of nonsampling errors or errors related to data-collection methods.

The major types of nonsampling errors are measurement, coverage, and self-selection

errors (see Nicolini and Dalla Valle 2012).

A coverage error is observed when the total number of subjects (target population) and

their list (frame population), available to the creator of the sampling list used to select

surveyed units, do not coincide.

A measurement error is given by the difference between the real value of an item related

to a surveying unit and the corresponding observed value. This type of error frequently has

been attributed to the presence of an interviewer.

Finally, a self-selection error, or unit nonresponse error, takes place when the selected

unit does not answer or does not fill in the questionnaire form. This nonresponse may be

caused by the inability to reach the subject or by his/her refusal to join the survey. The self-

selected subjects who have provided answers to the questionnaire form a nonprobabilistic

sample of the population.

In this article we focus on self-selection error, which is associated with subjects’

independent decision to take part in the survey.

The main issue with self-selection is that the responders differ from nonresponders and

therefore estimating an effect from only the responders might confound the effect and the

choice to respond. Typically responders have common characteristics (i.e., they may all be

young, middle-class women). In this case the sample is biased, since it does not represent

the population it is related to, and the sample distribution of the variables differs from the

same variables in the population.

The literature proposes some methods to correct the bias caused by self-selection. The

Propensity Score Matching method was first introduced by Rubin (1974) and later

developed by Rosenbaum and Rubin (1983), and suggests correcting the self-selection

bias in probabilistic terms. According to this method, propensity scores are calculated

using a multivariate logistic regression, and then each responder (from the so-called

treatment group) is matched with a nonresponder (from the so-called control group) with

the same score (for more details, please see Nicolini and Dalla Valle 2011). However,

Propensity Score Matching requires large samples with substantial overlap between

treatment and control groups.

The Heckman two-step Procedure, proposed by Heckman (Heckman 1979), considers

two equations tied together by a latent factor that allows the missing data associated with the

nonresponding subjects to be estimated. Heckman’s method and its variants have been an

essential tool for applied economics. Hamilton and Nickerson (2003) apply Heckman’s

method to strategic management and in particular to endogenous self-selection, according to

which managers choose strategies and organizational forms with the expectation that they

will yield high performance. The authors show that the use of corrections for endogeneity

may yield more accurate estimates of the costs and benefits of alternative strategic choices.

Lucchetti and Pigini (2013) use Heckman’s self-selection model to propose a test for
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bivariate normality in imperfectly observed models, based on the information matrix test

for censored models with bootstrap critical values via Monte Carlo simulation. However,

Heckman’s approach requires restrictive assumptions that limit its flexibility and makes

it difficult to adapt it to various dependence structures in the data.

We propose a novel approach allowing us on the one hand to correct self-selection bias

and on the other hand to integrate specific data with official statistic data. This innovative

approach combines the virtues of a flexible generalization of Heckman’s two-step method

using copulas and the Bayesian approach. The use of copulas to generalize Heckman’s

method relaxes the assumptions of normality and permits the accommodation of different

types of dependencies, while the Bayesian approach allows the integration of official data

by means of prior information. Moreover, our method can be applied successfully when

dealing with small samples.

The remainder of this article is organized as follows: in Section 2 we introduce copulas

and we present the main results of copula theory; Section 3 is devoted to the self-selection

model as proposed by Heckman; Section 4 illustrates the characteristics of the proposed

approach, using copulas within the self-selection model and integrating information with

the Bayesian approach; Section 5 introduces an illustrative example and presents the

results of the application of our model; finally, concluding remarks are given in Section 6.

2. Introduction to Copulas

2.1. Definition of Copula

The copula allows us to model the joint distribution of two or more random variables in a

flexible way, incorporating their dependency effects. The word copula is derived from Latin,

meaning to bind, tie, connect, and was first adopted by Sklar (Sklar 1959). In this context, the

term refers to the ability of the copula to link the marginal distributions of random variables

to a multivariate distribution, generating a stochastic dependence relationship. The main

advantage of the copula is that it allows us to explicitly express the dependence structure of

a set of random variables, whatever the distribution of these variables.

More formally, the copula is a multivariate distribution function defined over the unit

cube ½0; 1�d (where d is the dimension of the copula), C : ½0; 1�d ! ½0; 1�, linking two or

more marginals distributed as uniforms. In the bivariate case, our focus in the remainder of

the article, d ¼ 2 and the copula is expressed as

Cuðu1; u2Þ ¼ PrðU1 , u1;U2 , u2Þ; ð1Þ

where C is the bivariate copula, U1;U2 are uniformly distributed random variables, with

support belonging to the set [0, 1]2, and u is the copula dependence parameter vector.

The most important result in copula theory is Sklar’s theorem (Sklar 1959), stating that

if F is a joint bivariate distribution function with marginals F1 and F2, then there exists a

bivariate copula C such that for ðx1; x2Þ

Fðx1; x2Þ ¼ CuðF1ðx1Þ;F2ðx2ÞÞ: ð2Þ

If F1 and F2 are continuous functions, then the copula is unique for any

ðx1; x2Þ [ R < {21;þ1}. Thus, although the marginals are arguments of the copula, it
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is independent of them, since it separates the distributions of the marginals from their

dependence structure, parametrized by u.

Nelsen’s (1999) corollary suggests a method of generating copulas via the inversion

method. If F is a continuous bivariate joint distribution function with univariate marginals

F1 and F2 and generalized inverses F21
1 and F21

2 , then for ðu1; u2Þ there exists a unique

copula C such that

Cuðu1; u2Þ ¼ F F21
1 ðu1Þ;F

21
2 ðu2Þ

� �
: ð3Þ

2.2. Types of Copulas

The two main families of copulas are the Elliptical and Archimedean copulas (see Joe

1993, 1997).

Elliptical copulas are the copulas of elliptical distributions and their form is generally

obtained using Nelsen’s corollary (3). They are multivariate distributions sharing many of

the tractable properties of the multivariate normal distribution.

The most popular elliptical copula is the Normal or Gaussian copula, whose

characteristics are summarized in Table 1.

Another example of a copula that is particularly useful for its mathematical simplicity

is the Farlie-Gumbel-Morgenstern (FGM) copula (Morgenstern 1956; Gumbel 1960;

Farlie 1960).

The Archimedean family includes copulas expressed in a simple form based on the

mathematical theory of associativity, and covers a variety of dependence structures.

Archimedean copulas are constructed based on a generator function w : ½0; 1�! ½0;1�,

with the properties of being a continuous, convex, and decreasing function (i.e., wð1Þ ¼ 0,

w 0ðtÞ , 0 and w 00ðtÞ . 0 for 0 , t , 1). The function wðtÞ generates the copula, in the

bivariate case, as follows

wðCuðu1; u2ÞÞ ¼ wðu1Þ þ wðu2Þ: ð4Þ

When the generator is strict (i.e., wð0Þ ¼ 1), then the inverse w21ð�Þ exists and the copula

is expressed as

Cuðu1; u2Þ ¼ w21½wðu1Þ þ wðu2Þ�;

otherwise a pseudoinverse function w ½21� is used.

Some of the most popular Archimedean copulas are the AMH, Clayton, Gumbel and

Frank copula (Ali et al. 1978; Clayton 1978; Gumbel 1960; Frank 1979). The main

characteristics of these types of copulas are listed in Table 1 and they will be used in

Section 5 to fit our model to real data. The range of Kendall’s t is reported for comparison

purposes. This concordance measure is generally preferred to the copula’s dependence

parameter u, since t is invariant with respect to the marginals and to strictly increasing

transformations of the variables. For more details about transforming the copula parameter

u into Kendall’s t, please see Smith (2003).

Figure 1 shows the bivariate contour plots of the different types of copulas illustrated in

this section, all with standard normal margins and t ¼ 0.5.
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3. The Self-Selection Model

The self-selection model we are proposing is also known as the Tobit-2 model (as

introduced by Tobin 1958). This is a censored regression model where the dependent

variable is only observed in a selected sample that is not representative of the population.

Censoring occurs when the value of the dependent variable is only partially known. It is

a defect in the sample, because if there were no censoring, then the data would be a

representative sample from the population of interest.

In 1979, Heckman proposed a model for self-selection, which is made by two linear

equations related to each other: the substantial equation and the selection equation.

Supposing that data are missing for N 2 n observations (the number of nonresponders),

we define the selection equation (that represents participation) for individual i,

i ¼ 1, : : : , N, as follows:

y*
1i ¼ x1ib1 þ 11i; ð5Þ

where y*
1i is an unobserved latent random variable such that y*

1i . 0 corresponds to

responders, while y*
1i # 0 corresponds to nonresponders; x1i is the ith vector of variables

known for all N subjects, b1 is a vector of parameters, and 11i is the error.

The substantial equation (that is observed for participants) for individual i is:

y*
2i ¼ x2ib2 þ 12i; ð6Þ

where y*
2i denotes the latent continuous variable of interest, x2i is the ith vector of variables

known for all N subjects, b2 is a vector of parameters, and 12i is the error.

Normal, θ = 0.7

−3 −1 1 2 3

−3

0

2

FGM, θ = 1

−3 −1 1 2 3

−3

0

2

AMH, θ = 0.714

−3 −1 1 2 3

−3

0

2

Clayton, θ = 2

−3 −1 1 2 3

−3

0

2

Gumbel, θ = 2

−3 −1 1 2 3

−3

0

2

Frank, θ = 5.74

−3 −1 1 2 3

−3

0

2

Fig. 1. Bivariate contour plots of different copulas, with standard normal margins and t ¼ 0.5. From the top

left figure: Normal with u ¼ 0.7, FGM with u ¼ 1, AHM with u ¼ 0.714, Clayton with u ¼ 2, Gumbel with u ¼ 2,

Frank with u ¼ 5.74.
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Note that the explanatory variables x1 and x2 for the selection and substantial equation

may or may not be equal. However, the model is well identified if the exclusion restriction

is fulfilled, that is, if x1 includes a component that has substantial explanatory power but

that is not present in x2 (see Heckman 1979). If the exclusion restriction is not fulfilled, the

consequence is perfect multicollinearity and the equations cannot be estimated.

We can now define the observed variables

y1i ¼
0 if y*

1i # 0

1 if y*
1i . 0

8
<

:

and

y2i ¼
0 if y1i ¼ 0

y*
2i if y1i ¼ 1;

(

where y1i ¼ 1 corresponds to a responder and y1i ¼ 0 to a nonresponder, and we observe

the outcome y2i only if the latent selection variable y*
1i is positive.

Note that the self-selection model can be alternatively written such that the selection

equation becomes

and the substantial equation becomes

where ½�� is the indicator function.

Hence, the likelihood function of the self-selection model is

L ¼
YN

i¼1

Pr y*
1i # 0

� �� 	12y1i f 2j1 y2ijy
*
1i . 0

� �
�Pr y*

1i . 0
� �� 	y1i

ð7Þ

where the first term is the contribution of nonresponders and the second term is the

contribution of responders. In other words, the density of y2i is the same as that of y*
2i for

y1i ¼ 1 and is equal to the probability of observing y*
1i # 0 if y1i ¼ 0.

The conditional density in Equation (7) can be written as follows

f 2j1 y2ijy
*
1i . 0

� �
¼

1

1 2 F1ð0Þ
f 2ð y2iÞ2

›

›y2

Fð0; y2iÞ


 �

where F1ð0Þ ¼ Pr y*
1i # 0

� 	
¼ Pr{y1i ¼ 0} and Fð�;�Þ is the bivariate joint cdf

(cumulative distribution function). Substituting the conditional density form into (7) yields

L ¼
YN

i¼1

{F1ð0Þ}
12y1i f 2ð y2iÞ2

›

›y2

Fð0; y2iÞ

� y1i

: ð8Þ
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4. Copulas Applied to Self-Selection

The likelihood function of the self-selection model (8) can be re-expressed in a more

flexible way using copulas. In particular, in (8) the derivative of the joint cdf, following

Sklar’s theorem and its corollary, can be written as

›

›y2

Fð0; y2iÞ ¼
›

›v
CuðF1ð0Þ; vÞ

����
v!F2

�
›F2

›y2

:

Thus the likelihood function (8) can be written in terms of copulas as follows

L ¼
YN

i¼1

F1ð0Þf g
12y1i 1 2

›

›F2

CuðF1;F2Þ


 �
�f 2ð y2iÞ

� y1i

: ð9Þ

4.1. Heckman’s Model

Heckman’s model is also called the Normal model. He supposes that the marginal latent

variables Y*
1 and Y*

2 are distributed according to Gaussian models, such that:

Y*
1 , Nðx1b1; 1Þ Y*

2 , N x2b2;s
2
2

� �
;

where s2
1 ¼ 1. As a consequence the error terms follow a bivariate normal distribution:

11

12

 !

, N
0

0

 !

;
s2

1 u

u s2
2

0

@

1

A

0

@

1

A:

The likelihood function in this case takes the form

L ¼
YN

i¼1

1 2 Fðx1ib1Þf g
12y1i

1

s2

f
y2i 2 x2ib2

s2

� �
F

x1ib1 þ
u

s2

ð y2i 2 x2ib2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2 u2
p

0

BB@

1

CCA

8
>><

>>:

9
>>=

>>;

y1i

; ð10Þ

where the left term corresponds to non self-selection, while the right term corresponds to

self-selection.

Heckman’s assumption of a joint normal distribution for the error terms is overly

restrictive, limiting the applicability of his approach. As pointed out by Lee (1983), the

copula approach can be used to relax the traditional assumption that the marginal

distributions are normal. Indeed, the marginals are very often not normally distributed,

especially financial variables. Smith (2003) provides a general copula-based framework

for Heckman’s model by demonstrating that copulas can be used to extend the standard

analysis to any bivariate distribution with given marginals (see also Smith 2005). The use

of normal marginals and normal copula leads us to the traditional Heckman’s method, as is

shown by comparing Equations (10) and (8) (see Bhat and Eluru 2009). However, with

significant departures from normality for the marginals and/or the copula, the traditional

Heckman’s approach is no longer sufficiently general and the use of the copula approach is

essential to provide the flexibility necessary for modelling the data and the dependencies

in the correct way. The following sections will demonstrate how the Bayesian approach
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allows us to incorporate different sources of information into the generalized Heckman’s

model, and how this technique can be applied to nonresponse modelling.

According to the copula approach, the likelihood has to be calculated using the (8). The

expressions of the derivatives ›
›F2

CuðF1;F2Þ for each type of copula are listed in Table 2.

4.2. The Bayesian Approach

In order to integrate specific data with official data sources, we use the Bayesian approach,

specifying informative priors using official information. The Bayesian approach is based

upon the idea that the interviewer begins with some prior beliefs about the system and then

updates these beliefs on the basis of observed data. This updating procedure is based upon

Bayes’ Theorem:

p ðhjdataÞ / f ðdatajhÞpðhÞ ðposterior / likelihood £ priorÞ;

where h is the parameter vector. Generally, parameter estimates are determined

employing the Markov Chain Monte Carlo (MCMC) method, which uses algorithms to

sample observations from the posterior distribution based on the construction of a Markov

chain that has the posterior as its equilibrium distribution. The state of the chain after

a number of steps is then used as a sample of the posterior distribution. If the prior

distributions are conjugate, general MCMC algorithms are not needed, but simpler

techniques, like the Gibbs Sampler, may be used (see Albert and Chib 1993; Gamerman

and Lopes 2006; Armero et al. 2008).

In order to apply the Bayesian approach to the generalized Heckman’s model, we

specify prior distributions for the vectors of parameters of the selection equation b1 and of

the substantial equation b2, for the variance parameter s2
2, and for the copula dependence

parameter u. Then, we sample from the posterior distribution by implementing a

Metropolis-within-Gibbs algorithm.

We assume a multivariate normally distributed vague prior for the selection equation

parameter vector b1 , Nðm1;S1Þ where m1 is a (n1 þ 1)-dimensional vector of zeros and

S1 ¼ 100In1þ1, with In1þ1 the (n1 þ 1)-dimensional identity matrix. Like for the

parameter vector b1, we consider a multivariate normal prior for the substantial equation

parameter vector b2, but we used information from official statistics to define informative

prior distributions. Hence, b2 , Nðm2;S2Þ, where m2 is a (n2 þ 1)-dimensional vector and

Table 2. Expressions for the copula derivatives ›
›F2

CuðF1;F2Þ.

Copula Expression for ›
›F2

CuðF1;F2Þ

Gaussian F F21ðu1Þ2uF21ðu2Þffiffiffiffiffiffiffiffiffi
12u 2
p

� �

FGM u1 1þ uð1 2 u1Þð1 2 2u2Þ½ �

AMH
ð12uÞu1þuu2

1

12uð12u1Þð12u2Þð Þ2

Clayton u2ðuþ1Þ
2 u2u

1 þ u2u
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S2 is the (n2 þ 1)-dimensional prior covariance matrix. For s 2
2 we consider the vague

prior s 2
2 , G21ða; bÞ where a ¼ 0.001 and b ¼ 0.001. As prior distribution for t we

consider the vague prior t , Betaða;bÞ extended to the range [21, 1] (Huard et al. 2006),

where a ¼ 1 and b ¼ 1.

5. Innovation Survey Data

The methodology illustrated in the previous section was tested using two datasets: a

national-level survey and an official EU-level survey dataset.

The first dataset is available on the ISTAT (Italian National Institution of Statistics)

website and it contains data collected through a survey on innovations introduced and

innovative activities undertaken by a sample of Italian firms between 2008 and 2010.

The Italian Innovation Survey, carried out on a two-year basis, collects information

about new or significantly improved goods or services (product innovations) and new or

significantly improved processes, logistics or distribution methods (process innovations),

as well as about organizational and marketing innovation. The original data were per-

turbed by ISTAT, in order to guarantee the privacy of respondents (see ISTAT 2013).

From the original ISTAT dataset, we only selected SMEs, that, according to the

definition provided by the European Union, include enterprises which employ fewer than

250 persons and which have an annual turnover not exceeding 50 million euros, and/or an

annual balance sheet total not exceeding 43 million euros.

Moreover, we restricted our attention to the reference period of 2010, hence limiting the

number of firms in the dataset to 4,266.

Therefore, from a total number of 3.8 millions of Italian SMEs in 2010, we only

considered survey information of a small sample of about 4,200 firms.

The variables we used from the innovation survey dataset are described in Table 3.

We integrated the ISTAT innovation survey data with a second dataset, the 2010

Innovation Union Scoreboard (IUS) provided by the European Union (see European

Commission 2010). IUS provides a comparative assessment of the research and innovation

performance of the EU Member States and the relative strengths and weaknesses of their

research and innovation systems.

In particular, we used data about human resources, firms’ activities, and outputs,

considering the following variables:

. human resources who completed tertiary education,

. business R&D firm expenditure,

. non-R&D innovation firm expenditure,

. firms introducing product or process innovations,

. firms introducing marketing/organizational innovations,

. knowledge-intensive services exports,

. sales of new-to-market and new-to-firm innovations.

We used the IUS variables listed above to define informative prior distributions for the

substantial equation parameters b2 of the generalized Heckman’s model, described in

Section 4. The parameters of these informative priors were defined based on the empirical

distributions of the corresponding IUS variables. This approach allows us to integrate the
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ISTAT national data source with the more general IUS international data source, provided

by the European Commission.

5.1. The Model

We suppose the firms that did not respond to the questionnaire are those belonging to the

business and other services and nonmarketed services NACE macrosectors. The percentage

of respondent firms is 85.07%, while the percentage of nonrespondent firms is 14.93%.

We assume a Normal distribution for the marginal Y*
1 (selection equation)

Y*
1 , Nðx1b1; 1Þ

and a log-normal distribution for Y *
2 (substantial equation), after a graphical examination

of the variable and the application of the Kolmogorov-Smirnov test, which accepts log-

normality:

logY*
2 , N ml;s

2
l

� �
;

where ml ¼ e x2b2þs
2=2 and s 2

l ¼ es 2

2 1
� �

e2x2b2þs
2

. Figure 2 shows the histogram of

the variable Turnover.

In the model, the target variable y2 is turn; the vector x1 comprises the above eleven

variables listed in Table 3. The model is well identified if the exclusion restriction is

fulfilled, that is, if x1 includes a component (empdeg) that has substantial explanatory

power but that is not present in x2.

5.2. Results

We run the Metropolis-within-Gibbs algorithm for 10,000 iterations and discarded the first

2,000 iterations as the burn-in period. Because of space considerations, we here analyze

the MCMC traceplots of the model using the Clayton copula, since the results obtained

Table 3. Description of the innovation survey dataset variables.

Innovation survey dataset

Variable names Variable label

turn turnover
rrdinx expenses for activities of R&D
rrdexx expenses for acquisitions of R&D services
rmacx expenses for acquisition of machinery and equipment
roekx expenses for acquisition of other external technologies
rdsgx expenses for design activities
rprex expenses for other innovative activities
rtrx expenses for education on innovative activities
rmarx expenses for marketing of innovative products
empdeg number of employees with a university degree
turnmar turnover coming from new products or services

(or significantly improved products and services)
for the reference market

turnin turnover coming from new products or services
(or significantly improved products and services) for the firm only
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with the other choices of copulas are very similar to those presented. The trace plots of the

parameters b1, b2, s 2 and u are listed in the Appendix. The sample paths show that the

chains are well mixing, freely exploring the sample space.

Parameter estimates for the selection and substantial equations are very stable, as shown

in Figures 3 and 4, representing credible intervals for b1 and b2, respectively. A credible

interval is computed from the posterior distribution and is the interval within which the

probability of the parameter of interest falling in is given by the level of credibility. The

credible intervals are all very similar for the different choices of copula. The only

exceptions are the credible intervals of the b2 parameters modeled with the independence

copula. However, this was expected, since the independence copula assumes no asso-

ciation between the selection and substantial equations. The results of the b1 parameters

indicate which variables are associated with response. From Figure 3, the variables with a

significant negative influence on the response are rrdinx, roekx and empdeg, while the

variable with a significant positive influence on the response is rmarx. This means that

firms that invest in R&D and external technologies, do not invest in marketing, and

employ several graduates, are nonrespondents. The b2 parameters indicate which variables

explain the firms’ turnover. Figure 4 suggests that the variables with a significant positive
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Fig. 2. Histogram of Turnover.
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influence on the firms’ turnover are rrdinx, turnmar, turnin, rmacx, rrdexx, and rprex. This

means that firms investing in R&D, machinery equipment, new products and services, and

other innovative activities show a high turnover.

Figures 5 and 6 show the boxplots of the posterior distributions of the parameters u

and t. As can be seen from the plots, the dependence parameters t are positive, meaning

that the nonrespondent SMEs (firms that did not fill in the questionnaire) are those with

high turnover. The values of Kendall’s t denote a moderate degree of dependence for

almost all the different types of copulas.

5.2.1. Model Comparison

We compare the performances of the different copula models using the Deviance

Information Criterion (DIC), which has the following expression

DIC ¼ �Dþ pD
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Fig. 4. Credible intervals of b2 for all copulas considered at 95% level.
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Fig. 5. Boxplots of the posterior distributions of u for the different copulas.
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where �D ¼ Eð22log½LðdatajhÞ�Þ is the average of the log-likelihoods calculated at the end

of each MCMC iteration, pD ¼ �D 2 D̂ and D̂ ¼ 22log½Lðdatajh*Þ� is the log-likelihood

calculated using the parameter posterior means. Models with smaller DIC are better

supported by the data.

Table 4 lists the DIC results for the different copulas. The Clayton copula model

outperforms the others, since it has the lowest DIC value. Therefore, the Clayton copula

is the one that best models the relationship between Heckman’s equations. The main

advantage that the Clayton copula offers over the Normal is that the unequal tail

dependence, which is stronger in the left tail, is properly accounted for, leading to more

accurate results.

Finally, in order to correctly estimate our target variable, that is the turnover of the

SMEs, we need to consider the dependence value estimated through the most suitable

copula for our data. The mean turnover can be calculated as

E YjY*
1 . 0

� �
¼

ð1

0

y f 2j1 yjY*
1 . 0

� �
dy ¼

1

1 2 F1ð0Þ
EðYÞ2

ð1

0

y
›

›F2

CuðF1;F2Þf 2dy

0

@

1

A

where the result was evaluated at x ¼ �x, the covariate averages across the total number

of firms. Figure 7 shows the histogram of the mean turnover value for the SMEs,

Boxplots of the τ posterior distributions
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Fig. 6. Boxplots of the posterior distributions of t for the different copulas.

Table 4. Model comparison.

DIC

AMH 243599.06
Clayton 250993.80
FGM 243678.94
Frank 243681.95
Gumbel 245594.26
Indep 243767.92
Normal 243593.09
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calculated from the MCMC simulations. The dashed line represents the true average

value of turnover for the observed dataset, while the dotted line represents the average

value of turnover predicted by the traditional OLS model, which is based on the Normal

copula and the log-transformation of y2. Please note that the true value of turnover is

available, since self-selection was artificially introduced in the Innovation survey

dataset, as explained in Subsection 5.1. This result shows that the use of the OLS model

in presence of self-selection is completely unrealistic and underestimates the true value

of the target variable. The generalized Heckman’s model using the Clayton copula

performs well and accurately predicts the true value of turnover, since the predicted

turnover is very close to its true value. The Clayton copula in this case is more flexible

than the traditional Normal copula in capturing asymmetric tail dependence, and it gives

more reliable predictions.

6. Concluding Remarks

This article illustrated the application of the Bayesian generalized Heckman approach to

correct the self-selection bias integrating different sources of information.

This approach has a number of potential applications, especially where survey data are

employed. The use of official statistics in sector and marketing analysis by firms is one of

them. However, this approach can be successfully implemented in education, medical, and

social studies.

A limitation of the study could be the computational complexity in some cases.

However, the main advantage is the accuracy of the results compared to traditional

approaches.

Further studies may include the analysis of additional families of copulas and their

rotated versions.
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Fig. 7. Histogram of Turnover predicted via the Bayesian generalized Heckman approach. The plot compares

the copula estimate for the average turnover with the biased OLS estimates.
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Appendix
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Fig. 8. Trace plots of the b1 parameters for the Clayton copula model. The labels on the vertical axes refer to

the names of the variables.
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the names of the variables.
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Invited Commentary Special Section: The Role of Official
Statistics in Statistical Capacity Building

John Pullinger1

1. Introduction and Outline

The United Nations Fundamental Principles of Official Statistics place official statistics

as an indispensable element in the information system of a democratic society (United

Nations Economic and Social Council 2013). In that light, official statistics are themselves

a critical element of national capability, providing a trustworthy foundation for decision

makers and an essential tool for citizens to make good choices in their own lives. Official

statistics also hold decision makers, in the public and private sectors, to account.

The capacity built within systems of official statistics is also part of wider civil society.

This capacity supports a wider infrastructure within nations, regions, and globally,

incorporating academia, business, and civil society, including national statistical societies

and the International Statistical Institute.

Equally, statistical capacity developed through the education system in schools and

universities and through continuous professional development in businesses, provides a

statistical ecosystem that is mutually reinforcing, fostering a resource that can benefit

official statistics as well as other fields of endeavour.

Especially salient is statistical literacy, which needs to be nurtured within all parts of

society including amongst politicians, officials, and the media as well as in the worlds of

finance, commerce, and academia. High levels of statistical literacy in society create a

virtuous circle – the greater the statistical expertise of the using community the greater the

demand for high quality data.

The current imperative to build statistical capacity of official statisticians as discussed

by Deutsch, as well as Forbes and Keegan in the special section of this issue, is strong as

data becomes the defining resource of our age. The ability to mobilise the power of data

to help individuals, organisations, and states make better decisions is becoming the

differentiator between those who thrive and those who fail to do so.

2. Context – History and Current

The root of the word statistics hints at the fundamental value it has in the effective

functioning of a state. Notions from the 18th century that the purpose of statistics is to

improve the quantum of happiness of the people reference its potential to empower

citizens and transform lives (Pullinger 2013). However, information is always associated

with power, and that power can be used benevolently or malevolently. A vital aspect of the
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public value of statistics is openness – helping to challenge decisions as well as to make

them.

The history of official statistics in many nations links to the ups and downs of the

countries themselves. In several instances (positive and negative) critical moments in

official statistics parallel critical moments for the nation (Seltzer 1994).

This is also so at the international level. The role of the Conference of European

Statisticians during the period before 1989 enabled it to be ready in the years afterwards to

play a pivotal role in supporting the new democracies of Central and Eastern Europe.

These nations needed to develop statistical capability, by, among other things, the

adoption of fundamental principles of official statistics. These principles were taken up by

other regions and finally adopted by the United Nations General Assembly in 2014, the

same year as the UN Secretary General published his report on the impact of the data

revolution on global development (United Nations 2014b), emphasising the need for

continuous evolution of official statistics, which MacFeely discusses in the special section

of this issue.

3. Official Statistics as a Part of National and Global Capacity

Over the last two years the role of official statistics as part of national and global capacity has

been given sharpened focus by the adoption by the UN General Assembly of Sustainable

Development Goals for the period 2015–2030 (United Nations Department of Economic

and Social Affairs 2014). The goals include specific proposals to provide the means of

implementation for the ambitions set out. These include enhanced capacity-building support

to developing countries to increase significantly increase the availability of high-quality,

timely, and reliable data disaggregated by income, gender, age, race, ethnicity, migratory

status, disability, geographic location, and other characteristics relevant in national

contexts (United Nations 2014a). The agreement reached in Addis Ababa on financing for

development provides a strong underpinning for this in the call for international support and

partnerships for implementing effective and targeted capacity-building in developing

countries (United Nations Department of Economic and Social Affairs 2015).

The United Nations Statistical Commission has now agreed on a package of indicators

to provide a practical starting point for measuring progress on sustainable development in

the years ahead. There is work to be done in all countries but especially in Africa, the least

developed countries, landlocked developing countries, and small island developing states.

The world data forum that takes place in South Africa in 2017 will provide an opportunity

for partners from all sectors to meet and consider how best to work together to build the

capability required (United Nations Statistical Commission 2016).

The history of statistical capacity building merits detailed reflection. Despite the valiant

work of PARIS21 (Soremho-Ramos 2015) and others arising from the follow up to the

Millennium Development Goals, sustained and successful capacity development remain

elusive. We must learn from this experience to be more successful in the years ahead.

4. Official Statistics Supporting National Statistical Capability

Of course, official statistics themselves already provide a resource that can help grow

wider capability. As an employer, National Statistical Institutes can draw on academic
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training and there are many examples of positive symbiosis. The European Union Masters

in Official Statistics programme is an example (Eurostat (n.d.)). The plan in the UK to

develop an Economic Statistics Centre of Excellence is another highlighting an increasing

trend towards using partnership approaches to develop capacity in the medium term

(Office for National Statistics 2016).

At another level, the services provided by statisticians can help generate innovation and

entrepreneurship in other sectors. The UK has been in vanguard of supporting Open Data

with many positive outcomes across the economy (Open Government Partnership (n.d.)),

also highlighting benefits for small and medium-sized enterprises, which Coleman details

in the special section of this issue. Other UK initiatives, such as the Justice Data Lab, that

enables third sector organisations to benefit from statistical analysis of sensitive data

without compromising confidentiality, can provide a boost to the contribution statistics

makes to wider society (Ministry of Justice 2014). Another example is the Integrated Data

Infrastructure in New Zealand, which has helped solve complex issues such as on crime

and vulnerable children to improve outcomes for citizens (Statistics New Zealand 2016).

5. National Statistical Capability Supporting Official Statistics

Mutual dependence goes further. Official statistics in a country benefits enormously from a

vibrant national statistical capability in the wider community. Of particular importance

is the role of national statistical societies (and at the global level of the International

Statistical Institute). The Royal Statistical Society (RSS) for example has instituted a

strategy designed to play a pivotal role in supporting statistical systems. The strategy is

focused on four core themes: the discipline of statistics; the statistical profession; statistics

in public policy; and statistical literacy (Royal Statistical Society 2013). All of these areas

benefit and add capability to official statistics and reflect the public value offered by strong

statistical communities in universities, in workplaces (especially those that recognise the

contribution made by chartered statisticians), and in the public realm.

The nurturing of statistical literacy has a special place. Indeed, the adoption of the Royal

Statistical Society strategy was accompanied with the launch of the Getstats campaign for

statistical literacy (Royal Statistical Society (n.d.)). The campaign was designed to raise

levels of statistical understanding across society and thereby raise national statistical

capability. The campaign focused initially on two critical groups – politicians and the

media. Seminars and skills training opportunities for Members of Parliament and their

staff were well received. Journalists had already had strong engagement with the RSS

awards for statistical excellence and were ready to take up further opportunities (Royal

Statistical Society 2016). These examples show that when statistics presents itself as

something that can help people do their own jobs better, they will want to get involved.

Statistics also complement wider developments such as the review of the way the BBC

used statistics in the most recent UK general election (BBC Trust 2016).

Within schools, initiatives such as CensusAtSchool has demonstrated the value of

good curriculum based materials in the classroom (CensusAtSchool UK (n.d.)). This and

other initiatives paved the way to make the case for better statistical and data curriculum

content across the age and subject range, especially in the 16–18 age group. Also at

university level, the Q-Step programme developed by the Economic and Social Research
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Council and the Nuffield Foundation has provided quantitative training for university

students of a wide variety of social science disciplines from politics to sociology (Nuffield

Foundation. (n.d.)).

Another valuable initiative has been that taken by the policy profession in the UK civil

service to incorporate statistical training in the core curriculum for their professional

development. What links all these initiatives is the fact that if the consumers of official

statistics are more statistically literate they will be better able to get value from them. They

will also be likely to be more critical of what they get, thereby helping to drive up quality

in a virtuous circle.

The role of official statistics in statistical capacity building can thus be characterised as

the combination of developing both the supply side and the demand side of the equation.

6. The Opportunity of the Data Revolution

The data revolution presents an opportunity to turn this analysis into action in a profound

way. As data becomes the defining resource of our age, those who can add value to that

resource and create meaning and insight from it will have a special contribution to make to

our economies and societies. The thinking required is illustrated by the idea of moving

from quality to information quality, see Kenett and Shmueli in the special section of this

issue. Building the data capability of statistical organisations is thus a pressing imperative.

At the global level there is the potential for a grand partnership between governments,

businesses, and civil society. There is an opportunity for those with a special position

linking these communities to step up. The International Statistical Institute, International

Association of Official Statisticians, International Association of Statistical Education and

many others have much to contribute. Similarly within the regions and nations there are

partnerships to be encouraged.

In the UK, the mutual benefits accruing to UK official statistics and the Royal Statistical

Society from a vibrant relationship could inspire others.

The launch of a Data Science Campus at the ONS headquarters in Newport is a symbol

to the organisation and to the nation that we are taking that opportunity (Office for

National Statistics (n.d.)). At the heart of our strategy is the enhancement of technological

and human capability with major investments in a learning academy for our staff and

apprenticeships to train the next generation of colleagues (Office for National Statistics

2014). We are also ready reach out and make common cause with those interested in the

development of official statistics that serve the public good. Central to this is the desire

to work with colleagues in other countries, especially those who struggle to access the

necessary resources internally. Here we can work with UN and other agencies to form new

kinds of partnerships and together mobilise the power of data to help the world make better

decisions.
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Invited Commentary
Special Section: Addressing the Needs of Official

Statistics Users: The Case of Eurostat

Dr. Marleen De Smedt1

As the producer of official statistics for the European Union, Eurostat aims to produce

relevant and accurate European statistics (official statistics at the European level) that are

directly accessible to and understood and used by a wide range of users.

On a monthly basis, the Eurostat website records more than three million visits, over

four million page views, some 700,000 pdf downloads and more than one million

extractions of data. These metrics rank the site among the top five websites of the

European Commission (Bautier et al. 2014). But who are these users? And what are they

looking for?

Eurostat obtains information about the users of its data in various ways: via bilateral

contacts with Commission policy services (via “annual hearings” and through written

agreements – “Memorandum of Understanding”), via requests that users address to the

Eurostat Statistical Support services (which include the Eurostat User Support network

and separate central services for media and institutional requests) and via the annual

Eurostat User Satisfaction Surveys.

The Eurostat User Support network consists of Eurostat and Support Centres in all 28

EU countries and in a number of countries in the wider European area. This network has

been in operation since 2004. Users can put forward specific questions to this network,

which in turn gives a first insight of the type of users and the main type of support wanted.

In the period April 2015 to September 2015, the Eurostat User Support network

processed 3,757 requests and, in the same period, 1,271 requests were sent directly to

Eurostat. Of these requests sent directly to Eurostat a further analysis was made on the type

of user (see Table 1).

Through an annual Eurostat User Satisfaction Survey, which includes general questions

about clarity and user-friendliness of the data, Eurostat is reaching out to its users – inside

and outside the Commission services – in order to learn about the type of users and uses,

users’ assessment of the quality of, and trust in, European statistics and on its dissemination.

The report on the 2015 User Satisfaction Survey indicated that students, academic and

private users account for 43.5% of users and that “research” and “general background

information” were the most common purposes for all users combined. Results also showed

a high user satisfaction rate with the renewed Eurostat website, a significant improvement

q Statistics Sweden

1 Advisor to the Director-General, Eurostat, European Commission, Luxembourg. Email: marleen.desmedt@
ec.europa.eu
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in ease of understanding European statistics, and a high level of trust among users of

European statistics.

Previous User Satisfaction Surveys (before 2014) indicated that many users wanted

easier access to data, “ready-to-use” statistical tables and more context information. This

has resulted in continuous improvements of data presentation on the Eurostat website,

which now offers – in addition to the detailed data base and extraction tools – a series of

most popular tables, key figures and domains in focus (i.e., “Sustainable Development”

and “GDP and beyond”) as well as Statistics Explained.

Statistics Explained is a special website that uses Wiki techniques and presents a

number of articles that make up an encyclopedia of European statistics for everyone,

supplemented by a statistical glossary clarifying all terms used and by numerous links to

further information. It is a portal for occasional as well as for regular users. From January

to July in 2015, Statistics Explained had over three million page views with a high current

number of visits and rising. For specific domains, such as “quality of life”, “you in the

EU”, “young Europeans” users can go directly from Eurostat’s main page to

“Infographics”, which presents statistics in a user-friendly way. In addition, mobile

apps can be downloaded (for instance concerning the EU economy and country profiles).

In addition, Eurostat has invested in organising training sessions for Commission policy

departments and provides practical training on how to access, interpret and use statistics to

groups of visitors and journalists. The European Statistical Training Programme (ESTP),

coordinated by Eurostat, helps officials and employees of the ESS improve statistical

literacy, taking into account the different levels of statistical knowledge and working

experiences. It includes courses in Official Statistics, IT applications, Research and

Development and Statistical Management. As a result of another programme for Training

and Education in Official Statistics within existing Master programmes at European

universities, the European Statistical System Committee (ESSC) awarded – in May 2015

0%

2015 65,4 21,6 4,5 8,5

57,2

Yes Partly No No opinion

35,0 4,9 2,82014

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Fig. 1. Assessment of the presentation of the statistics on the website, in %. (Are European statistics presented

in an easy-to-understand way?)
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for the first time – twelve university master programmes with the European Master in

Official Statistics (EMOS) label.

The 2015 User Satisfaction Survey showed an important rise in the percentage of users

satisfied with the presentation of Eurostat data (Figure 1).

These are satisfactory results, but there is still room for continued efforts to improve

clarity and accessibility of European statistics. In addition, the data environment is

constantly evolving with new openings such as open data, big data, and use of geographic

information.

To respond to these challenges, in 2014 Eurostat and its partners in the ESS agreed on

a Vision2020 priority area for action on “Identifying user needs and cooperation with

stakeholders” (European Statistical System Committee 2014). In 2015, a statistical

project, DIGICOM, was launched among the ESS partners to support their actions on user

analysis and on creating a new dissemination and communication strategy using

innovative technologies.

Users of European statistics can also reach through to the European official statistics

providers within the framework of the biannual meetings of the European Statistical

Advisory Committee (ESAC). This Committee has set up a “classification” of users,

thereby allowing producers of European statistics to focus on different sets of users and

different contexts (Vichi et al. 2015).

The above illustrates Eurostat’s efforts aimed at satisfying the needs of its users.

However, before any further steps in this direction are taken it might be wise to first

thoroughly assess statistical literacy of the current groups of users to better target their

needs – now and in the future. This assessment should also include user groups

represented by official statisticians and by small and medium enterprises (SMEs) – as

discussed by Deutsch, Forbes and Keegan, as well as Coleman in the special section of

this issue.
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Measuring and Detecting Errors in Occupational Coding: an
Analysis of SHARE Data

Michele Belloni1, Agar Brugiavini1, Elena Meschi1, and Kea Tijdens2

This article studies coding errors in occupational data, as the quality of this data is important
but often neglected. In particular, we recoded open-ended questions on occupation for last and
current job in the Dutch sample of the “Survey of Health, Ageing and Retirement in Europe”
(SHARE) using a high-quality software program for ex-post coding (CASCOT software).
Taking CASCOT coding as our benchmark, our results suggest that the incidence of coding
errors in SHARE is high, even when the comparison is made at the level of one-digit
occupational codes (28% for last job and 30% for current job). This finding highlights the
complexity of occupational coding and suggests that processing errors due to miscoding
should be taken into account when undertaking statistical analyses or writing econometric
models. Our analysis suggests strategies to alleviate such coding errors, and we propose a set
of equations that can predict error. These equations may complement coding software and
improve the quality of occupational coding.

Key words: ISCO; coding software; coding error; cognitive functioning; education.

1. Introduction

Knowledge concerning the occupations of individuals is important in many fields of the

social sciences. For example, in economics, sociology, and other disciplines, occupation is
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often considered – either in itself or as part of an index – as a proxy for socioeconomic

status. In sociology and labour economics, occupation is a key variable in a wide range of

studies, such as the ‘task approach’ to labour markets and job polarisation (e.g., Autor

2013; Autor et al. 2006; Goos and Manning 2007); the definition of skill mismatch and

overeducation (for an extensive overview of this literature, cf. e.g., Hartog 2000; Leuven

and Oosterbeek 2011); the analysis of the effect of occupation on health status (e.g.,

Fletcher et al. 2011; Ravesteijn et al. 2013); the dynamics of occupational mobility (e.g.,

Moscarini and Thomsson 2007; Perales 2014); and the analysis of socioeconomic status

(e.g., Rose and Harrison 2007).

The quality of occupational data is rarely discussed in this literature, despite the fact that

the measurement of occupation in social surveys is a rather complex issue. Handbooks by

international institutions such as the International Labour Organization (ILO) detail how

to ask about occupation in labour force surveys and censuses (e.g., ILO 2010). However,

empirical research on best practices and miscoding is scarce. The difficulty of providing

researchers with an accurate measure of occupation concerns, first, the choice of questions

to include in the questionnaire, second, the training of interviewers and, third, the

conversion of job titles and descriptions that are often recorded in open text fields into

occupational codes.

The statistical agencies of 150 countries associated with the ILO have adopted the

International Standard Classification of Occupations (ISCO) to normalise the

measurement of occupations. The first classification dates back to 1958, with updates in

1968, 1988, and recently in 2008. The Commission of the European Communities (2009)

has adopted ISCO-08 as its occupational classification standard, and the European

statistical agency Eurostat has made efforts to support European countries to develop

coding indexes for occupation data collected through their own labour force and similar

surveys. In 2012, almost half of the 150 countries associated with the ILO used the ISCO

standard, while the other half either did not classify occupations or maintained their own

classification standard (UN 2014).

The ILO provides a classification standard as well as task descriptions for all four-digit

occupational units in ISCO (ILO 2014). The task descriptions also provide a coding index,

but only in English. Therefore, the coding of occupations becomes particularly challen-

ging in international surveys – such as the “Survey of Health, Ageing and Retirement in

Europe” (SHARE) and the “European Social Survey” (ESS), where the occupational

codes should be fully comparable across countries – because it is sometimes problematic

for countries to map their specific occupations and job titles onto the international ISCO

categories.

Researchers are often not aware of the complex preparatory work behind occupational

coding, and often consider the published variable of ‘occupation’ as free of error. This is

not the case if processing errors arise during the coding of the variable. Processing errors

are one source of nonsampling errors that contribute to total survey errors (see Biemer and

Lyberg 2003). Processing errors arise during the data-processing stage and comprise

editing errors, coding errors, data-entry errors, and programming errors. For example, in

coding answers to open-ended questions related to economic characteristics – such as

occupation – coders may deviate from the procedures laid out in coding manuals and

therefore assign wrong codes to these characteristics.
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Elias (1997) highlighted possible sources of error in occupational data, surveying the

few existing studies that evaluated the quality of occupational data through recoding. He

found that agreement rates (i.e., the percentage of verbatim responses coded equally after

recoding) increased with higher levels of aggregation, thus at one or two digits. At three

digits, agreement rates in excess of 75% were hard to obtain. Ellison (2014) pointed out

that agreement rates tend to be higher for mother’s, father’s and last jobs than for an

individual’s current job. The intuitive explanation for these results is that individuals tend

to give too many details about their current job because they think that their job is complex

and thus do not provide a simple description, while this occurs to a lesser extent for

parents’ and last job.

In this article, we will first demonstrate that occupational coding is in fact susceptible to

processing errors. In addition, we will test whether such processing errors are random or

correlated to some specific individual or job-related characteristics. Finally, we will

present our recommendations for reducing this type of error and will propose a novel

predictive equation for coding error, given some individual and job-related characteristics,

which may be particularly useful if used during interviews.

To attain our aims, we conducted the following empirical analysis. First, we recoded the

verbatim response to the open-ended questions on current and last occupation for the

Dutch sample of SHARE data using a well-known and high-quality software program for

ex-post coding called CASCOT. Second, we compared SHARE data as originally

published with recoded occupational variables. Finally, we analysed which individual and

job-related characteristics (such as age, gender, education, or industry) were associated

with the probability of coding error. The article proceeds as follows: Section 2 discusses

the alternative methods used to collect and code information on individuals’ occupations

and describes the main features of CASCOT. In Section 3, we describe our empirical study

and present the data and the methodology adopted. The results of our analysis are

presented and discussed in Section 4. Finally, Section 5 presents our conclusions and

suggests some directions for further research.

2. Coding Occupations in Survey Data: Alternative Methods

Most occupational information in survey data is obtained from direct questions addressed

to respondents. The question about occupation is usually asked in an open text field (e.g.,:

‘What occupation did you perform in your principal job during the week of : : : to : : : ?’;

for an overview of survey questions see Tijdens 2014b; for question design see Jackle

2008 and DESA 2010). Open-ended questions allow the classification of occupations at a

detailed level of disaggregation, but the text fields require coding afterwards (‘office

coding’). Promising attempts to code job titles during CAPI interviews are currently being

made using a look-up table or coding index. One notable example of these new coding

methods is the semantic text-string matching algorithm (the ‘Jobcoder’) developed by

CentERdata (http://www.centerdata.nl/) and used for the first time in SHARE Wave 6. The

occupational coding process in this wave of SHARE followed a two-step approach. In the

first step, verbatim responses to the open-ended question on occupation were stored for

future possible checks. In the second step, the verbatim responses were forwarded to the

‘Jobcoder’, which searched its job titles database and checked whether there was an entry
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that corresponded precisely. If such an entry was found, the software coded the text

immediately; otherwise, the interviewer was given the opportunity to ask the interviewee

for a more precise job description.

In the more standard case of ‘office coding’, the classification of occupational

information is achieved after the interview through a coding process that can be done

manually or semi-automatically using a computerised coding system (‘computer-assisted

coding’) or by a combination of both. Manual coding requires a lot of training for coders

and coder supervisors (see Hoffmann et al. 1995; Ganzeboom 2008). Semiautomatic

coding tools are becoming increasingly reliable instruments that use semantic matching

with previously coded occupations. Machine-learning algorithms also appear to be a

promising recent development, requiring a substantial number of manually coded

occupations to be used as training data for the automatic classification (Bethmann et al.

2014; Cheeseman Day 2014).

CASCOT is a software tool for coding text automatically or manually (http://www2.

warwick.ac.uk/fac/soc/ier/software/cascot/). It was developed at the Institute for

Employment Research (IER) in 1993 and since then has been continuously updated and

used by over 100 organisations in the UK and abroad. The software developed at IER is

able to code job titles in the UK into various editions of the Standard Occupational

Classification (SOC) and International Standard Classification of Occupations (ISCO).

CASCOT software is coupled with an editor which allows users to modify internal coding

rules and permits the software to use alternative occupational classification structures.

High-quality coding requires high-quality job descriptions. The recorded text should

ideally contain sufficient information to distinguish it from alternative text descriptions

which may be coded to other categories within the classification, but it should not contain

superfluous words. The recorded text should also be free of typing errors if possible. This

ideal will not always be achieved, but CASCOT has been designed to perform a

complicated analysis of the words in the text, understand common typing errors and

compare these words to those in the classification, ultimately providing a list of

recommended codes. If the input text is not sufficiently distinctive, the topmost

recommendation may not necessarily be the correct code. When CASCOT assigns a code

to a piece of text, it also calculates a score from 1 to 100, which represents the degree of

certainty that the given code is the correct one. When CASCOT encounters a word or

phrase that is descriptive of an occupation but lacks sufficient information to distinguish it

from other categories (i.e., without any further qualifying terms), CASCOT will attempt

to suggest a code but the score will be limited to below 40 to indicate the uncertainty

associated with the suggestion (e.g., cases such as ‘Teacher’ or ‘Engineer’).

The user may run CASCOT in three different modes: fully automatic, semiautomatic, or

manual/one-by-one. The fully automatic mode does not require any human intervention:

once a list of job descriptions is provided in the software, a series of corresponding codes

plus the associated scores is produced. If the software considers the quality of a given job

description too low to be able to attribute any reasonable code, it reports ‘no conclusion’

for that specific text. The semiautomatic mode works by setting a minimum score: in all

cases in which CASCOT attributes a score greater than the minimum value, it codes the

text automatically; otherwise it asks for human intervention. In these cases, the operator is

asked to choose manually from a list of recommendations. The operator’s decision may be

Journal of Official Statistics920

Unauthenticated
Download Date | 11/24/16 12:39 PM

http://www2.warwick.ac.uk/fac/soc/ier/software/cascot/
http://www2.warwick.ac.uk/fac/soc/ier/software/cascot/


supported by ancillary variables if they are available in the data: a pop-up window opens in

CASCOT and shows, for example, the industry in which the individual is/was working. In

manual mode, CASCOT provides a list of recommended codes with corresponding scores

for each job description, and leaves the final choice of the best code to the operator.

CASCOT output was compared to a selection of high-quality manually coded data, with

the overall results showing that 80% of the records receive a score greater than 40 and,

of these, 80% are matched to manually coded data. When using CASCOT, one can expect

this level of performance with similar data, but the performance depends on the quality of

the data input (for more information about the software, see Elias et al. 1993; Jones and

Elias 2004).

Statistics Netherlands (CBS) has developed a Dutch version of CASCOT, building on

the English version. Since 2012, this software (henceforth CASCOT-NL) has been used in

the Netherlands to code job titles in the most relevant social surveys, including the Dutch

Labour Force Survey. CASCOT-NL is suitable for implementation in CAPI, CATI, and

CAWI modes.

In this study, we use a version of CASCOT-NL that was used by CBS to classify job

descriptions given in the Dutch Labour Force Survey into four-digit ISCO-08 codes. A

noticeable difference between CASCOT-UK and CASCOT-NL (the ‘classification file

ISCO v1.1’) is that the latter includes a special category for vague responses called ‘99’.

Very often, a certainty score equal to 99 is given to these cases originally coded ‘99’. This

is because – once tagged in this way – these especially problematic answers go through

subsequent coding steps. These steps exploit information from additional variables such as

sector of work, the individual’s educational attainment and tasks and duties involved in the

job. Finally, the most difficult cases are manually coded by a team of experts (see CBS

2012 and Westerman 2014 for further details on CBS coding procedures).

3. Data and Empirical Strategy

Our analysis is based on SHARE data. SHARE is a cross-national longitudinal survey on

health, socioeconomic status and social and family networks representative of the

population aged 50 and over. Four waves of SHARE are currently available. We focus on

the first wave of data (collected in 2004–2005) because this is the only one in which

information on occupation was gathered using an open-ended question (in the subsequent

waves 2 to 5, the occupation question uses a tick list of ten occupational titles). In

particular, in SHARE Wave 1, respondents were asked the following question: “What

[is/was] your [main/last] job called? Please give the exact name or title.” This question

was directed at both employed/self-employed and retired/unemployed individuals (the

latter conditional on having worked earlier in life). Note that SHARE also collects

information on respondents’ second job, parents’ job and former partner’s job. Parents’

jobs are intrinsically more difficult to code than respondents’ jobs because the former may

have been excluded from recent job classifications. There are very few observations for

respondents’ second job and former partner’s job. Thus we excluded these additional

variables from our analysis.

SHARE country teams manually coded the text strings on respondents’ job titles using

ISCO-88 (COM) codes – the International Standard Classification of Occupations used at
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that time. Each country team hired and trained coders independently. Coders were asked

to follow a protocol providing them with guidelines on how to code ‘critical’ jobs (e.g.,

managers in agriculture or teachers). These guidelines were partly common to all countries

and partly language specific. SHARE coders also made use of ancillary information on

training and qualifications needed for the job and on the industry the respondent was

working in based on the question: “What kind of business, industry or services do you

work in (that is, what do they make or do at the place where you work)?” SHARE coders

were asked to code job descriptions at the maximum possible level of detail, that is, at

four-digit (or Unit group) ISCO-88 level. It was also suggested that they code vague

responses by means of trailing zeros: this means that if they were unsure whether a given

job description could be attributable to a given Unit group, they should attribute it to either

a Minor (i.e., three digits), Sub-major (two digits) or Major (one digit) group. The ISCO-

88 codes generated for two variables – one for current main job (ep016_) and one for last

job (ep052_) – were then published (for further details, see MEA 2013, 29). The first wave

of SHARE covered eleven European countries and Israel. Our recoding exercise only uses

the Dutch sample of this wave because CASCOT is currently available in two languages –

English and Dutch – and the English language is not present in SHARE data.

We recoded job descriptions using CASCOT-NL in its semiautomatic mode by setting

a minimum score of 70 and with the assistance of an expert coder who was a Dutch native

speaker and who has been involved in occupational coding and occupational databases for

many years. As mentioned above, in all cases in which CASCOT-NL attributed a score

greater than 70, it coded the text automatically. The expert coder manually coded all the

residual cases. Consistent with what is done in SHARE, the operator coded vague

responses by means of trailing zeros. The manual recoding was done twice: with and

without ancillary information. The use of ancillary variables increased the comparability

between the SHARE and CASCOT-NL coding. Moreover, the operator made use of

the same ancillary variables (on training and qualifications needed for the job and on the

industry the respondent was working in) used by SHARE coders. In order to avoid the

‘anchoring effect’ – that is, the tendency of human coders to select the code already in

front of them (see Cheeseman Day 2014) – the expert coder used a recent CBS coding

index (see http://www.cbs.nl/nl-NL/menu/methoden/classificaties/overzicht/sbc/default.

htm) including 4,705 job titles rather than the list of codes recommended by the CASCOT-

NL classification file ISCO v1.1. We believe that the combination of a high-quality

software program (which automatically coded a high proportion of cases at the four-digit

level, see below), an expert coder, the use of ancillary information, and the use of an

extensive external job titles list ensured a high level of coding and provided better coding

than manual SHARE coding. In the following, we will therefore consider the CASCOT-

NL coding (the version exploiting ancillary variables) as our benchmark.

Tables 1a and 1b show the number of recoded cases available for our statistical analysis:

2,790 observations, of which 1,773 concern last job (Table 1a) and 1,017 current job

(Table 1b). The higher frequency for last job in comparison with current job primarily

reflects the distribution of respondents by work status in the first wave of SHARE. Two

points are worth mentioning with respect to Tables 1a and 1b: first, the number of cases

automatically coded (scoring above 70) at four-digit level is high (40%, i.e., 708 out of the

1,773 total observations for last job; 55%, i.e., 557 out of the 1,017 observations for
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current job); second, making use of ancillary information dramatically increases the

number of digits at which the observations are coded. For example, for last job, the

percentage of cases coded at four-digit level among those which scored below 70

increased from 50 to 80% when using ancillary variables.

The main issue arising when comparing codes from SHARE and CASCOT-NL is the

lack of homogeneity in the classification structure. SHARE Netherlands coded job

descriptions at three-digit ISCO-88 level (note that all other countries coded jobs at ISCO-

88 four-digit level, see above), while CASCOT-NL, as described above, coded to ISCO-08

four-digit level. We therefore homogenised the two sets of codes as follows. First, we

converted CASCOT-NL codes from ISCO-08 into ISCO-88 using an official corres-

pondence table (ILO 2014). Unfortunately, according to this table, there is a ‘many-to-

one’ correspondence between ISCO-88 and ISCO-08, that is, multiple ISCO-88 codes are

associated with the same four-digit ISCO-08 code. In our data, this occurs for about

20% of the sample. In these cases, we associated multiple ISCO-88 codes with the same

job description. Considering the issue of nonunivocal correspondence between different

versions of ISCO, we decided that a job description would have a different code if the

ISCO-88 code attributed by SHARE coders is not equal to any of the ISCO-88 codes

resulting from the conversion of the CASCOT-NL output into ISCO-88. Otherwise, the

Table 1a. Output of CASCOT-NL recoding at different number of digits by score level and use of ancillary

variables – Last job: frequencies, and row percentages (in italics).

4 digit 3 digit 2 digit 1 digit Total

Score above 70* 708 108 142 71 1029
69 10 14 7 100

Score below 70** No ancillary 336 146 115 73 670
50 22 17 11 100

With ancillary 596 98 23 27 744
80 13 3 4 100

Total 1,773

*automatically coded; **manually coded.

Table 1b. Output of CASCOT-NL recoding at different number of digits by score level and use of ancillary

variables – Current job: frequencies, and row percentages (in italics).

4 digit 3 digit 2 digit 1 digit Total

Score above 70* 557 87 0 7 651
86 13 0 1 100

Score below 70** No ancillary 188 104 37 37 366
51 28 10 10 100

With ancillary 241 53 42 30 366
66 14 11 8 100

Total 1,017

*automatically coded; **manually coded.
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job description has the same code. Second, we only considered three digits. In summary,

we compared codes from SHARE and CASCOT-NL in terms of three-digit ISCO-88

codes.

4. Results

4.1. Descriptive Statistics

Figures 1a and 1b show the distribution of occupations by ISCO-88 Major groups

according to both SHARE and CASCOT-NL coding, and for last and current job

respectively. Given the fact that multiple codes are sometimes associated with the same

individual in our recoding exercise due to the lack of one-to-one correspondence between

ISCO-08 and ISCO-88, we used weighting to construct these figures. In particular, when

n codes are associated with the same individual, we attributed a weight equal to 1/n to each

of them.

The figures reveal sizable differences between ISCO distributions of current and last

job. The share of professionals and associate professionals (ISCO Major groups 2 and 3) is

much higher for current job than for last job, whereas the opposite occurs for lower-skilled

occupations. This fact may reflect changes in occupational structure over time, possibly

due to technological change or international trade, as last job may often refer to

occupations started early in an individual’s working career. There is in fact extensive

literature showing that technological progress and increased competition from low-wage

countries have changed labour demand in favour of more skilled occupations (e.g., Autor

et al. 2003; Feenstra and Hanson 1996). In addition, these differences in the distribution of

occupations may also be due to selective retirement: manual workers may retire earlier

from the labour force than nonmanual workers and therefore may be overrepresented in
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Fig. 1a. Distribution of occupation by ISCO-88 Major group, CASCOT-NL and SHARE coding – Last job

(frequencies with 95% confidence intervals). Legend: 1 ¼ Legislators, senior officials and managers,
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market sales workers, 6 ¼ Skilled agricultural and fishery workers, 7 ¼ Craft and related trades workers,

8 ¼ Plant and machine operators and assemblers, 9 ¼ Elementary occupations.
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the last job variable. The contrary may occur for professionals, who may remain in the

labour market even beyond the standard retirement age. The issue of selective retirement is

non-negligible in countries favouring part-time work such as the Netherlands. Finally,

note that the number of observations for each Major group is limited; consequently,

statistical analyses disaggregated by ISCO groups at 2/3 digits are not presented in this

section.

Tables 2a and 2b report frequency and percentage of same and different codes for last

and current job respectively. The percentage coded differently (which we call

‘disagreement rate’ hereafter) appears high even when the comparison is made at the

one-digit level (28% for last job and 29% for current job). As expected, such percentages

rise with the number of digits at which the comparison is performed. This result is in line

with the meta-analysis of the results from occupational recoding studies carried out by

Elias (1997) and cited in the introduction. The disagreement rate is slightly higher for

current job than for last job: for example, at three-digit level, 47% of texts for current job

are coded differently, compared with 43% for last job. A possible explanation for this last

finding is related to sample composition: we have seen that the ISCO-88 Major group

distribution for current and last job are different for good reasons (Figure 1), and some

CASCOT SHARE
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250

1 2 3 4 5 6 7 8 9

F
re

qu
en

ci
es

 w
it

h 
95

%
 c

.i.

ISCO-88 Major group

Fig. 1b. Distribution of occupation by ISCO-88 Major group, CASCOT-NL and SHARE coding – Current job

(frequencies with 95% confidence intervals). Legend: 1 ¼ Legislators, senior officials and managers,

2 ¼ Professionals, 3 ¼ Technicians and associate professionals, 4 ¼ Clerks, 5 ¼ Service workers and shop and

market sales workers, 6 ¼ Skilled agricultural and fishery workers, 7 ¼ Craft and related trades workers,

8 ¼ Plant and machine operators and assemblers, 9 ¼ Elementary occupations.

Table 2a. Observations coded equally and differently by CASCOT-NL and SHARE at different number of digits

– Last job (frequencies and percentages).

1 digit 2 digit 3 digit

ISCO-88 Code: Freq. Percent Freq. Percent Freq. Percent

Same 1,195 72 1,086 65 937 56
Different 464 28 573 35 722 44
Total 1,659 100 1,659 100 1,659 100
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ISCO groups may be more subject to coding errors than others (see Table 3). Finally, this

finding is consistent with the explanation proposed by Ellison (2014) and mentioned

earlier in this article: individuals tend to give too many details about their current job

because they think it is complex, while this occurs to a lesser extent for last job.

Table 3 reports disagreement rates for ISCO-88 Major groups, for both last and

current job. There is wide variety in the disagreement rate across groups, with groups 1

(“Legislators, senior officials and managers”) and 3 (“Technicians and associate

professionals”) being those with the highest values. The percentage of observations coded

differently is also high for the current job variable in group 6 (“Skilled agricultural and

fishery workers”). Agricultural workers are known to be difficult to code and some

occupations in this category were subject to changes in classification from ISCO-88 to

ISCO-08. The high disagreement rate for this category may be due to the fact that the

ISCO-88 Unit groups of 1221, “Production and operations department managers in

agriculture forestry and fishing”, and 1311, “General managers in agriculture, forestry and

fishing”, were removed from Major group 1 in the ISCO-08 classification. The

occupations included within this category were moved to Sub-Major Group 61 and merged

with the relevant supervisory groups (UN 2007). Therefore, “General managers in

agriculture, hunting, forestry and fishing” were classified as ISCO-88 Unit group 1311,

and should not be included within Major group 6.

In addition to disagreement rates, in the following we attempt to quantify the degree of

disagreement between the two sets of codes in terms of skill levels (where a hierarchical

order and a measure of difference – or ‘distance’ – among groups in terms of skills can be

established). The ILO in fact maps ISCO Major groups into skill levels (Elias 1997; ILO

2012) which can then be mapped onto education levels defined by ISCED-97 (see Table

A1 in the Appendix). For example, the difference in skill level between a job in ISCO-88

Major group 9 (Elementary Occupations, skill level 1) and 2 (Professionals, skill level 4) is

equal to 3. We first performed the Wilcoxon signed-rank test for paired data (Wilcoxon

1945). The results of this test were very different for last and current job. While for last job

the null hypothesis that SHARE and CASCOT-NL coding distributions will be the same

was not rejected ( p-value ¼ 0.12), for current job this hypothesis was rejected even at one

percent significance level ( p-value ¼ 0.0004). Tables 4a and 4b present the bivariate

distributions – SHARE vs CASCOT-NL skill-level groups – for last and current job

respectively. The tables show that most of the coding disagreement occurs within similar

groups of occupations. Looking at last job, 85% of occupations coded into skill group 1 in

SHARE are coded into the same skill group in CASCOT-NL. The percentages of correct

Table 2b. Observations coded equally and differently by CASCOT-NL and SHARE at different number of digits

– Current job (frequencies and percentages).

1 digit 2 digit 3 digit

ISCO-88 Code: Freq. Percent Freq. Percent Freq. Percent

Same 631 71 555 62 465 52
Different 258 29 334 38 424 48
Total 889 100 889 100 889 100
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coding are around 83% for skill group 2, 52% for skill group 3 and 72% for skill group 4.

As suggested by the Wilcoxon signed-rank test, these percentages are lower when

considering current job, with the exception of skill level 4. We currently have no

explanation for the latter.

In the remainder of the article, we investigate which individual characteristics are more

likely to be associated with coding disagreement. To this end, we performed both

univariate and multivariate analyses. The tables reporting univariate statistics can be found

in the Appendix. In particular, Table A2 presents the disagreement rate according to

education level, Table A3 according to gender and Tables A4a and A4b according to

industry for last and current job respectively. The figures clearly show that the rates of

coding disagreement differ substantially across education and gender, with higher rates for

more educated individuals (only for last job) and for males. No clear patterns emerge from

the tables on disagreement rates for industry, probably because of the very low number of

observations in some groups. In the following subsection, we explore these results in more

detail based on a multivariate analysis.

4.2. Multivariate Analysis: Predicting Coding Errors

In this section, we estimate a set of Linear Probability Models (LPM) that can be used to

predict coding errors. They can also provide information about which ISCO groups are

more difficult to code. An LPM is a multiple linear regression model with a binary

dependent variable (Wooldridge 2010). As a robustness check, we also estimated the same

equations using nonlinear methods and the results were almost the same. The dependent

variable in these models allows for the possibility of multiple correspondences in the

ISCO-08 to ISCO-88 conversion tables. In other words, in our models the dependent

variable is a dummy variable equal to 1 if the three-digit ISCO-88 code provided by

SHARE is not equal to any of the three-digit ISCO-88 codes resulting from the conversion

of the ISCO-08 CASCOT-NL code into ISCO-88; otherwise, the dependent variable is

equal to 0. We estimated weighted regressions to account for the multiple correspondences

in the ISCO-08 to ISCO-88 conversion tables (where each observation is given a weight

that is inversely related to the number of correspondences). The results for the unweighted

regressions were virtually unchanged. Moreover, we considered two alternative dependent

variables, namely a dummy for being coded differently at one- or two-digit ISCO level.

Again, the results of these regressions were similar to those reported in the paper. All these

additional results are available from the authors upon request.

Table 4a. Skill levels bivariate distributions – SHARE vs CASCOT-NL – Last job (%).

CASCOT !
SHARE # 1 2 3 4 Total

1 85 14 1 0 100
2 6 83 10 1 100
3 3 28 52 17 100
4 0 9 19 72 100
Total 16 56 17 11 100
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The set of LPM we estimated differ in terms of the set of explanatory variables. We

estimated separate models for last and current job. By pooling these two variables, we

would have considerably increased the number of observations and perhaps improved the

precision of our estimates. However, the descriptive findings outlined earlier suggest that

coding disagreements for current and last job have different patterns: our econometric

results (see below) clearly confirm that pooling current and last job – assuming that

explanatory variables have the same effect on the probability of miscoding for current and

last job – would have led to misspecification.

Table 5a reports LPM estimates for the probability of the last job being miscoded at

three-digit level. We present six specifications in this table. The first three columns include

only individual and job-related characteristics, that is, they do not include any variable that

results from the coding process. Models 1–3 can be used during (or before) ‘office’

coding: if the survey containing the questions on occupation also provides information on

the explanatory variables included in the estimated equation, their values can be ‘plugged

in’ and used to predict the likelihood that any attributed code is correct or incorrect.

Specification 1 includes basic individual characteristics present in almost all surveys as

explanatory variables, namely gender, educational attainment (four aggregated ISCED-97

groups), whether the individual is self-employed (controlling for self-employment is also

important to identify the gender effects, as females are overrepresented within this group

of workers), and whether the individual is foreign born. Our results indicate that females

are 29% less likely to be miscoded than males. Remarkably, there is a strong positive

gradient between education and coding disagreement: relative to individuals with no or

primary education, those with an upper and postsecondary degree (ISCED 3-4) have a

14% higher probability of being miscoded; this percentage rises to about 18% for

individuals holding a tertiary education degree (ISCED 5-6). Being self-employed

translates into about ten percent higher chance of being miscoded. The same holds for

being born abroad. With the exception of the dummy variable of ISCED 2, all of the

explanatory variables included in this model were significant at least at five percent level.

This very basic model with few right-hand side variables is able to explain about twelve

percent of the variability in the dependent variable (see the R-squared statistic at the

bottom of the table).

Specification 2 includes two additional regressors: age and a cognitive skills index.

These individual characteristics (especially the latter) might be particularly important for

predicting miscoding when looking at mature (50þ ) individuals. It might be expected that

older individuals and individuals with less cognitive functioning provide poorer job

Table 4b. Skill levels bivariate distributions – SHARE vs CASCOT-NL – Current job (%).

CASCOT !
SHARE # 1 2 3 4 Total

1 80 16 2 2 100
2 4 82 13 1 100
3 4 18 50 28 100
4 1 8 14 77 100
Total 12 47 21 21 100
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descriptions, which are thus more difficult to code. A ‘Cognitive Functioning’ module

included in SHARE reports the results of simple tests of verbal fluency, such as counting

the number of items that can be named in one minute; recalling as many words as possible

from a ten-word list; and testing daily life numerical calculations (see e.g., Christelis et al.

2010). Based on these tests, we built an index of cognitive abilities (Leist et al. 2013). This

index is given by the average value of the standardised results of these tests. The higher the

value of the index, the higher the cognitive abilities. We did not find any significant effect

of these two variables on the probability of miscoding last job.

In Specification 3, we additionally controlled for industry by including a set of 31

industry dummy variables in the model. Industry was classified using NACE Codes,

Version 4 Rev. 1 1993 (see http://www.top500.de/nace4-e.htm for a description of NACE

Version 4 Rev. 1 and MEA 2013, 32–33 for the shorter classification used in SHARE).

They jointly affect the probability of coding error, as indicated by the result of the Wald

test reported at the bottom of the table ( p-value ¼ 0.0003). Remarkably, even after

controlling for industry, the effects of gender, educational attainment, and being self-

employed on coding disagreement remained significant, although they were somewhat

attenuated. This richer specification is able to explain about 15% of the observed

miscoding.

Specifications 4 to 6 add a set of variables to individual and job-related characteristics

that result from coding the verbatim response to the open-ended questions on occupation.

Specification 4 includes ten ISCO one-digit (Major) groups fixed effects, Specification 5

includes 28 ISCO 2-digits (Sub-major) groups fixed effects, and Specification 6 includes

90 ISCO three-digit (Minor) groups fixed effects. Moreover, all models include a dummy

variable for being coded as “Not elsewhere classified” (NEC). This was constructed by

looking at the ISCO-88 four-digit codes, as coded by CASCOT-NL software. This NEC

dummy was equal to 1 if the ISCO-88 fourth digit was equal to 9, which, according to

ILO’s guidelines, refers to occupational categories that are not classified into other specific

categories within the classification. This variable includes ISCO categories which usually

contain many types of clerical jobs. We thus expect NEC jobs to be more likely to be

miscoded.

These extended specifications can be used to predict coding errors during CAPI

interviews. In addition to proposing a given ISCO code, the coding software (such as the

‘Jobcoder’, see Section 2) would be able to evaluate the quality of the proposal by

determining the probability that it is correct (similarly to the score produced by CASCOT).

If this probability is low, the interviewee can be asked for additional information. Another

possible use of the predictive equations 4 to 6 is to ‘double check’ office coding. After an

ISCO code has been attributed to the occupation, all of the explanatory variables are in fact

available for error prediction.

These specifications – especially Specification 6 – are very demanding in terms of data

requirements, and we expect to have limited variability in individual and job-related

characteristics once we condition on being coded in a given ISCO group. Nonetheless, the

negative coefficient for “female” remained significant at five percent even after controlling

for ISCO Minor groups. The same occurred for the industry dummy variables (the p-value

of the Wald test for no joint significance of the industry dummy variables is almost equal
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to 0 in Specification 6). This independent source of variation increases the overall

explanatory power of our error-predicting equations.

Adding ISCO dummy variables to the model dramatically improves the model fit: the

R-squared in fact increases from 15% (Specification 3; no information on ISCO codes) to

22% (Specification 4) and progressively increases further with the number of ISCO digits,

up to about 45% (Specification 6). The p-value of the Wald test for no joint significance of

the ISCO group dummy variables is always equal to 0.

As outlined at the beginning of this section, the estimated equations can also provide

information about which ISCO groups are more likely to be miscoded. Figures 2 and 3

present the predictions of models 4 and 5 respectively for last job. Figure 2 shows that

ISCO Major groups 1, 3, and 8 are the most miscoded groups. Prediction uncertainty is

limited at ISCO one-digit level, with the exception of group 6. These predictions can be

compared with the disagreement rates reported in Table 3. In some cases, remarkable

differences emerge. For example, the disagreement rate of ISCO Major group 9

(“Elementary occupations”) is equal to 29% in Table 3, whereas it is much higher (the

point estimate being around 40%) in Figure 2. This difference is due to composition

effects – mainly related to industry – which are accounted for in Equation (4). Figure 3

highlights that ISCO groups 11 (“Legislators and senior officials”), 12 (“Corporate

managers”), 33 (“Teaching associate professionals”), 82 (“Machine operators and

assemblers”) and – with higher uncertainly – groups 62 (“Subsistence agricultural and

fishery workers”) and 81 (“Stationary-plant and related operators”) are the ISCO Sub-

major groups most subject to coding error. We do not present predictions for ISCO Minor

groups from Specification 6 since they were too imprecise to be reliable out of sample.
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Predictive margins of ISCO 1-digit last job with 95% confidence intervals

Fig. 2. Predicted probability of coding error with 95% confidence intervals for ISCO one-digit level – Last job.

Legend: 1 ¼ Legislators, senior officials and managers, 2 ¼ Professionals, 3 ¼ Technicians and associate

professional, 4 ¼ Clerks, 5 ¼ Service workers and shop and market sales workers, 6 ¼ Skilled agricultural and

fishery workers, 7 ¼ Craft and related trades workers, 8 ¼ Plant and machine operators and assemblers,

9 ¼ Elementary occupations. Note: Predictions from Specification 4, Table 5a.
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Table 5b reports LPM estimates for the probability of the current job being miscoded at

ISCO three-digit level. To facilitate comparability, we report the same six specifications

presented in Table 5a. The results for current job are very different from those obtained for

last job. First, there is no education miscoding gradient for the current job variable.

Second, the cognitive skills index has a sizable and significant effect on miscoding, even

when ISCO Minor group is controlled for. According to Specification 6, one standard

deviation (0.67) increase in this variable (corresponding roughly to a change from its

sample median to its 90th percentile) determines a reduction in the probability of

miscoding equivalent to 5.7% (¼20.086*0.67). Counterintuitively, age has a negative

sign, but its effect is quantitatively very small and disappears once the ISCO two-digit

level is included in the model (Specification 5). Gender, industry and ISCO groups

maintain their strong explanatory power (see the results of corresponding Wald tests at the

bottom of the table for the last two groups of variables).

Figures 4 and 5 present coding error predictions for current job using model

specifications 4 and 5 respectively. Figure 4 highlights that ISCO Major groups 1, 3,

and 6 are the most miscoded groups. The most relevant difference with respect to last

job concerns Major group 6: although not precisely estimated, the point estimate of

the predicted error is about 90% for current job (it is about 30% for last job; this

difference is statistically significant at five percent level). We provided an explanation

for the high value of group 6 miscoding for current job in the previous section. Error

prediction for group 8 is much higher for last job (point estimate, 0.58) than for

current job (0.35). Figure 5 shows that the predicted probabilities of coding error for

current job are much higher than for last job for the following ISCO Sub-major

groups: 34 (“Other associate professionals”), 61 (“Market-oriented skilled agricultural
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Fig. 3. Predicted probability of coding error with 95% confidence intervals for ISCO two-digit level – Last job.

Note: Predictions from Specification 5, Table 5a.
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and fishery workers”), 71 (“Extraction and building trades workers”), and 74 (“Other

craft and related trades workers”). In contrast, and for good reasons, they are lower

for ISCO groups 32 (“Life science and health associate professionals”), 42 (“Customer

services clerks”), 52 (“Models, salespersons and demonstrators”), and 83 (“Drivers and
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Predictive margins of ISCO 1-digit current job with 95% confidence intervals

Fig. 4. Predicted probability of coding error with 95% confidence intervals for ISCO one-digit level – Current

job. Legend: 1 ¼ Legislators, senior officials and managers, 2 ¼ Professionals, 3 ¼ Technicians and associate

professionals, 4 ¼ Clerks, 5 ¼ Service workers and shop and market sales workers, 6 ¼ Skilled agricultural and

fishery workers, 7 ¼ craft and related trades workers, 8 ¼ plant and machine operators and assemblers,

9 ¼ elementary occupations. Note: Predictions from Specification 4, Table 5b.
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Fig. 5. Predicted probability of coding error with 95% confidence intervals for ISCO two-digit level – Current

job. Note: Predictions from Specification 5, Table 5b.
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mobile-plant operators”). Most of these differences are, however, not statistically

significant.

5. Discussion and Conclusions

There is growing use of information on occupation in research in the fields of labour

economics and sociology, but the quality of occupational data, which is of key

importance, is often neglected. Most occupational information in survey data is obtained

from direct questions addressed to respondents who provide answers in an open text field.

This allows the classification of occupations at a detailed level of disaggregation, but

requires coding afterwards (‘office coding’). Promising attempts to code occupational data

during CAPI interviews are currently being made using a look-up table or coding index,

such as the semantic text-string matching algorithm used in SHARE Wave 6.

In this study, we recoded open-ended questions on occupation for last and current job

in the Dutch sample of SHARE data using CASCOT, a well-known and high-quality

software program for automatic ex-post coding. We used a Dutch version of CASCOT

(CASCOT-NL) in its semiautomatic mode. The combination of a high-quality software

program, an expert coder, the use of ancillary information, and the use of an extensive

external job titles list ensured a high level of accuracy in coding. A key novelty of our

article is the provision of equations that can predict coding errors. We estimated two sets

of equations. The first included only individual and job-related characteristics. These

equations can be used during (or before) ‘office’ coding: if the survey containing the

questions on occupation also provides information on the explanatory variables included

in the estimated equation, their values can be used to predict the likelihood that any code

attributed is (in)correct. The second set of equations also includes ISCO codes and can be

used to predict coding errors during the CAPI interview. In addition to proposing a given

ISCO code, the coding software can use these equations to determine the probability that

the code is correct. If this probability is low, the interviewee can be asked for additional

information. Another possible use of the second set of equations is to recheck office

coding: after an ISCO code has been attributed to the occupation, all of the explanatory

variables are in fact available for error prediction.

The main findings of this study were: first, the incidence of miscoding in SHARE is high

even when comparison is performed at one-digit level – at 28% for last job and 30% for

current job. Second, the use of ancillary information drastically increases the number of

digits at which the observations are coded. Third, coding errors in occupation are more

pronounced for males than for females. Fourth, for the last job variable, they are more

likely for more educated individuals and for the self-employed. Fifth, cognitive abilities

seem to play an important role in explaining coding errors for current job. Sixth, predictive

error equations have a high explanatory power and, finally, ISCO groups 1, 3, and 6 for

current job, and 8 for last job, are more susceptible to miscoding.

To reduce coding errors after the interview (‘office coding’) we suggest a semiautomatic

software program be used, which also exploits the information provided by ancillary

variables as much as possible, such as training and qualifications needed for the job and the

industry in which the respondent is working. Many multidisciplinary surveys targeted at

older individuals collect information on their last and current jobs (e.g., SHARE, the
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English Longitudinal Study of Ageing, and the US Health and Retirement Study). When

coding occupations in these surveys, one should ideally make use of measures of

individuals’ cognitive ability to assist in determining the likelihood of the attributed code

being correct. Additional specific questions targeted at the abovementioned groups of

occupations should be included in the questionnaire. The main advantage of coding during

the interview is that if the response is vague or imprecise, the interviewer can ask the

respondent for a more precise job description. Predictive error equations such as those

presented in this study may complement the coding software in this novel context.

Appendix

Table A1. Mapping of ISCO-08 Major groups to skill levels (Cols. 1 and 2) and mapping of the four ISCO-08

skill levels to ISCED-97 levels of education (Cols. 2 and 3).

ISCO-08 Major groups Skill level ISCED-97 level

1. Managers 3 þ 4 5b þ 6, 5a
2. Professionals 4 6, 5a
3. Technicians and associate professionals 3 5b
4. Clerical support workers 2 4, 3, 2
5. Services and sales workers 2 4, 3, 2
6. Skilled agricultural, forestry and fishery workers 2 4, 3, 2
7. Craft and related trades workers 2 4, 3, 2
8. Plant and machinery operators and assemblers 2 4, 3, 2
9. Elementary occupations 1 1

Note: ISCED-97 levels of education: Level 1 ¼ Primary education or first stage of basic education; Level

2 ¼ Lower secondary or second stage of basic education; Level 3 ¼ (Upper) secondary education; Level

4 ¼ Postsecondary nontertiary education; Level 5a ¼ First stage of tertiary education, first degree, medium

duration; Level 5b ¼ First stage of tertiary education, short or medium duration, practical orientation; Level

6 ¼ Second stage of tertiary education.

Source: ILO (2012), 14.
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Table A4a. Disagreement rate at different number of digits by industry – Last job (sorted by disagreement rate

at three digits).

Disagreement rate (%)

Industry Frequencies 3 digit 2 digit 1 digit

Recycling 1 100 100 100
Research and development 5 80 60 40
Manufacture of coke, refined petroleum

products and nuclear fuel
14 79 64 64

Manufacture of motor vehicles, trailers
and semi-trailers

14 79 50 43

Electricity, gas, steam and hot water supply 21 76 52 38
Manufacture of other nonmetallic mineral products 8 75 63 63
Financial services and insurance 28 64 21 21
Public administration and defence;

compulsory social security
127 61 55 53

Sewage and refuse disposal, sanitation
and similar activities

5 60 40 40

Manufacture of basic metals, metal products
except machinery & equipment

22 59 50 32

Mining 74 58 54 24
Computer and related activities 7 57 57 57
Publishing, printing and reproduction

of recorded media
28 57 54 43

Manufacture of wood and of products of
wood and cork, except furniture; manufacture
of articles of straw and plaiting materials

9 56 44 44

Hotels and restaurants 20 55 55 20
Recreational, cultural and sporting activities 37 54 38 24
Transport, post, telecommunications 66 53 45 38
Real-estate activities; renting of machinery and

equipment without operator and of personal
and household goods

10 50 20 20

Construction 120 48 38 29
Manufacture of food, tobacco, textiles, clothes,

bags, leather goods
101 48 41 35

Manufacture of furniture; manufacturing NEC 7 43 43 29
Education 111 41 17 14
Manufacture of electronic or electric machinery

and devices
17 41 29 18

Manufacture of machinery and equipment NEC 8 38 38 25
Wholesale trade and commission trade, except

of motor vehicles and motorcycles
34 38 35 29

Activities of membership organisation NEC 17 35 24 18
Sale, maintenance and repair of motor vehicles and

motorcycles; retail sale of automotive fuel
17 35 35 24

Other business activities 100 33 27 23
Retail trade, except of motor vehicles

and motorcycles; repair of personal and
household goods

192 29 27 22

Other service activities 39 26 23 21
Health and social work 211 25 21 19

Total 1470 44 35 28

Note: Disagreement rate is the percentage of observations coded differently by CASCOT-NL and SHARE.

Industry is classified using NACE Codes, Version 4 Rev. 1 1993 (see http://www.top500.de/nace4-e.htm for a

description of NACE Version 4 Rev. 1 and MEA 2013, pp. 32–33 for the shorter classification used in SHARE).
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Table A4b. Disagreement rate at different number of digits by industry – Current job (sorted by disagreement

rate at three digits).

Disagreement rate (%)

Industry Frequencies 3 digit 2 digit 1 digit

Electricity, gas, steam and hot
water supply

6 100 83 67

Manufacture of motor vehicles,
trailers and semi-trailers

2 100 50 50

Manufacture of other nonmetallic
mineral products

1 100 100 100

Mining 43 84 77 33
Manufacture of wood and of products of

wood and cork, except furniture; manufacture
of articles of straw and plaiting materials

7 71 43 29

Construction 50 68 44 38
Hotels and restaurants 9 67 67 22
Manufacture of basic metals, metal products

except machinery & equipment
3 67 67 33

Research and development 3 67 67 67
Financial services and insurance 15 60 27 20
Manufacture of food, tobacco, textiles, clothes,

bags, leather goods
22 59 59 41

Real-estate activities, renting of machinery and
equipment without operator and of personal
and household goods

12 58 42 42

Transport, post, telecommunications 35 57 51 40
Computer and related activities 9 56 56 44
Other business activities 61 54 41 36
Manufacture of coke, refined petroleum

products and nuclear fuel
4 50 25 25

Manufacture of electronic or electric
machinery and devices

6 50 33 17

Public administration and defence;
compulsory social security

68 50 43 35

Sale, maintenance and repair of motor
vehicles and motorcycles; retail sale
of automotive fuel

13 46 38 23

Education 107 41 19 16
Recreational, cultural and sporting activities 25 40 32 20
Manufacture of machinery and equipment NEC 8 38 38 25
Retail trade, except of motor vehicles and

motorcycles; repair of personal and
household goods

58 34 31 24

Health and social work 173 33 30 28
Publishing, printing and reproduction

of recorded media
12 25 25 25

Other service activities 17 24 18 18
Activities of membership organisation NEC 7 14 14 14
Manufacture of furniture; manufacturing NEC 3 0 0 0
Wholesale trade and commission trade,

except of motor vehicles and motorcycles
4 0 0 0

Total 783 47 37 29

Note: Disagreement rate is the percentage of observations coded differently by CASCOT-NL and SHARE.

Industry is classified using NACE Codes, Version 4 Rev. 1 1993 (see http://www.top500.de/nace4-e.htm for a

description of NACE Version 4 Rev. 1 and MEA 2013, pp. 32–33 for the shorter classification used in SHARE).
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Demographic Projections: User and Producer Experiences
of Adopting a Stochastic Approach

Kim Dunstan1 and Christopher Ball2

Statistics New Zealand is one of the few national statistical agencies to have applied a
stochastic (probabilistic) approach to official demographic projections. This article discusses
the experience and benefits of adopting this new approach, including the perspective of a key
user of projections, the New Zealand Treasury. Our experience is that the change is less
difficult to make than might be expected. Uncertainty in the different projection inputs
(components) can be modelled simply or with more complexity, and progressively applied to
different projection types. This means that not all the different demographic projections an
agency produces need to adopt a stochastic approach simultaneously. At the same time, users
of the projections are keen to better understand the relative certainty and uncertainty of
projected outcomes, given the important uses of projections.

Key words: Population; projection; stochastic; uncertainty.

1. Introduction

Demographic projections are a high-priority output for most national statistical

organisations. They complement other demographic statistics, such as census statistics

and population estimates, to give information about possible future changes in the size and

composition of populations (and families, households, and the labour force). In doing so,

the projections assist planning and decision making in areas such as health, education,

housing, retirement planning, and transport.

This article describes the user and producer experiences of adopting a stochastic

(probabilistic) approach to official projections of New Zealand’s population, ethnic

populations, and labour force. It complements the Letter to the Editor of this journal by

Bijak et al. (2015) which touches on some related themes. The stochastic approach

implemented by Statistics NZ in 2012 was a shift from the conventional deterministic

approach used extensively in demographic projections worldwide. Uncertainty and

stochastic processes are not exclusive to the population domain, but the future is inherently

uncertain, so demographic projections seem an obvious area of application.

This article does not detail the stochastic methods that have been used, or how specific

stochastic models are chosen. These are discussed more fully in Dunstan (2011), Woods

and Dunstan (2014), and Statistics NZ (2012a, 2012b, 2014, 2015a, 2015b, 2016).

q Statistics Sweden
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This process of change offers lessons for others: why change to stochastic projections

and how difficult is it to change? Section 2 contrasts the deterministic and stochastic

approaches. Section 3 explores the advantages of a stochastic approach to understand why

Statistics NZ is one of the few national statistical agencies to have applied a stochastic

approach to demographic projections. Section 4 discusses the practical challenges of

making the change, while Section 5 presents thoughts on the likely future direction of

demographic projections. Section 6 concludes with some recommendations.

2. Deterministic and Stochastic Approaches Contrasted

At first glance, Figure 1 suggests little difference between deterministic and stochastic

projections of the population. Like most national statistical organisations, Statistics NZ’s

projections have conventionally been derived deterministically – by combining specific

assumptions (e.g., about fertility, mortality, and migration) to produce a single projection.

Different projections or scenarios can be produced by systematically combining different

assumptions (Figure 1a). Collectively, those different projections can convey something

about the relative certainty or uncertainty of different outcomes, but not in any quantified

way. Hence, the probability that an outcome will be above or below a given scenario is

unknown and is not estimated in a deterministic projection.

Stochastic or probabilistic projections are produced in much the same way as

deterministic projections. The most important difference is that the projection assumptions

– the critical inputs to the projection model – also include a measure of variability. The

stochastic approach typically involves creating multiple simulations for each of the

projection assumptions. The simulations vary randomly according to the probability

distributions of each assumption derived from empirical models using historical data, or

from judgements (Lutz 2009; Booth and Tickle 2008). These simulations of the assumptions

are combined in a conventional way, namely using the cohort-component method (Statistics

NZ 2012b, 2014, 2015a, 2016), to produce a population simulation or projection.

The input assumptions and resulting population simulations have realistic trajectories,

with all the year-to-year fluctuations inherent in the real world. However, the real value of
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Fig. 1. Alternative projections of the New Zealand population.
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the stochastic approach is not in the individual simulations per se, but in repeating the

process and creating many (e.g., 2,000) simulations. From this collective, we can build up

a probability distribution of population size and other characteristics. The distribution can

be summarised by percentiles, and illustrated using fan charts (Figure 1b), which indicate

the probability of different outcomes. In this case, the fifth percentile indicates a five

percent chance that the given outcome will be lower than this percentile.

There are many different ways to model uncertainty and to produce stochastic

projections. For the purposes of this article, it is sufficient to note that the different

approaches share a common aim of conveying uncertainty in a quantified way by allowing

the inputs into the models to vary randomly according to probability distributions. Both

expectation (e.g., Billari et al. 2014; Lutz et al. 2014; Lutz 2009; Lutz and Scherbov 1998)

and empirical approaches are used internationally to model uncertainty, and both have

their advantages and disadvantages. The empirical approaches include the propagation of

deviations from past projections (e.g., Stoto 1983; Keilman 1997) as well as statistical

models (e.g., Wisniowski et al. 2015; United Nations 2014; Raftery et al. 2012), although

even these latter approaches include a mix of expert-based inputs. Empirical models have

been most intensively applied where demographic trends have been largely monotonic and

sustained, as in the case of death rates and life expectancy (e.g., Lee and Carter 1992).

In Statistics NZ’s case, statistical models have been developed where possible to

generate stochastic measures of the critical projection assumptions, notably for mortality

(Woods and Dunstan 2014). However, other assumptions retain the conventional approach

of using the expectations (or so-called ‘expert judgement’) of demographers within

Statistics NZ, reflecting that assumptions need to be plausible in both the short term (over

the next ten years) and long term (beyond 50 years). Current methods for projections of

New Zealand’s total population are summarised in Table 1 and highlight that Statistics NZ

uses a mix of expectation and empirical approaches. This is a pragmatic approach if not a

purely statistical one, but would be the case whether Statistics NZ’s projections were

deterministic or stochastic.

For projections of ethnic populations – of four broad and overlapping ethnic groups

(European, Māori, Asian, and Pacific) – and labour force, a mix of expectation and

empirical approaches also applies. These projections include extra assumptions on

paternity and interethnic mobility (Statistics NZ 2015a), and labour-force participation

and average hours worked (Statistics NZ 2015b). In the case of ethnic projections, greater

emphasis is put on expectation due to the shorter historical time series that are available

compared with the total population. From a user’s perspective, however, this different

emphasis makes no visible difference to the projection results.

3. Benefits of a Stochastic Approach

The advantages of a stochastic approach are discussed in Alho (1997, 2005), Booth

(2006), Bryant (2003, 2005), and Keilman (1991) among others. In this section we raise

the discussion above a purely academic or theoretical level by discussing the real benefits

experienced in the production and publication of stochastic projections since 2012.

By providing quantification of uncertainty, stochastic projections have assisted the

interpretation of projections. There are several aspects to the improved interpretation.
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Firstly, the probability distribution of a given variable or characteristic in the stochastic

population projections is often skewed, which is typically not conveyed by conventional

scenarios. Secondly, the resulting fan charts are intuitive. The 50th percentile or median is

analogous to the mid-range deterministic projection that used to be derived. For those

people who want one number, they can take that median or indeed another percentile.

Finally, the stochastic projections offer more in terms of interpretation. The fan chart of

the stochastic projections in Figure 1b, for example, indicates that there is a 50 percent

chance that the actual population will lie within the dark band and a 90 percent chance that

the actual population will lie within the wider combined lighter and dark band.

By contrast, deterministic scenarios give a poor indication of uncertainty for some key

demographic characteristics (e.g., dependency ratios, death numbers). Even for other

characteristics, the uncertainty indicated by the scenarios is neither consistent between

characteristics, nor consistent across the projection period. For example, Scenarios 1 and 9

give the lowest and highest New Zealand populations, respectively (Figure 1a), but it is

Scenarios 3 and 7 which give the lowest and highest ratio of 65þ population to 15–64

population (Figure 2a). Scenarios 1 and 9 actually give a misleadingly narrow range for the

ratio of 65þ population to 15–64 population. This partly reflects that the ‘low’ and ‘high’

variant assumptions combined to give the different scenarios are not equivalent to a

consistent probability interval between the fertility, mortality, and migration assumptions

(Bongaarts and Bulatao 2000; Bryant 2005; Lee 1998). Deterministic projections can

therefore risk giving the impression that a variable or characteristic is more certain than

what is presented in stochastic projections.

The use of time-series models is often aimed at improving the accuracy of projections

(e.g., United Nations 2014; Woods and Dunstan 2014). However, it is important to clarify

Table 1. Method of assumption formulation for New Zealand population projections (published 2016).

Assumption Median (50th percentile) Variance/distribution of values

Base
population

Empirical model: official
population estimates based on
census and post-enumeration
survey

Expectation (judgement):
variance varies by age-sex

Fertility Expectation (judgement):
long-term total fertility rate
of 1.85 births per woman

Empirical model: ARIMA
(0,1,0) model fitted to
total fertility rate for
1977–2016 June years

Mortality Empirical model: coherent functional demographic model fitted to
age-specific death rates for 1977–2015 June years

Migration Expectation (judgement): long-term
annual net migration of 15,000

Empirical model: ARIMA
(1,0,1) model fitted to net
migration for 1988–2016
June years

Sex ratio
at birth

Empirical model: median and variance from sex ratio at birth for
1900–2015 December years

Journal of Official Statistics950

Unauthenticated
Download Date | 11/24/16 12:41 PM



that Statistics NZ’s shift to stochastic projections was not driven by an expectation of

improving the predictive power or accuracy of the projections. The main driver was to

improve the interpretation of projections. Partly, this reflects that Statistics NZ’s

projections are not produced solely using empirical models (Table 1). Given the inherent

uncertainty of the future, encouraging users of projections to think about uncertainty is

important. It is only feasible for users to think about uncertainty if that uncertainty is

conveyed to them appropriately.

Some other benefits of stochastic projections have yet to be realised, but are worth

identifying here as we expect these benefits will be forthcoming. Essentially these benefits

are extensions of enhanced interpretation.

First, stochastic projections, with their quantified measures of uncertainty, can actually

help statistical agencies make and validate decisions to define the projection period. In

principle, there is no limit to how far a projection can be extended (the projection horizon).

In practice, statistical agencies are wary of publishing projections with very long horizons,

on the basis that the large uncertainty makes the projections more misinformative than

informative. For projections of different subpopulations, the horizon might be justifiably

different. For example, the stochastic projections for ethnic populations (Statistics NZ

2015a) do have wider uncertainty intervals for all characteristics than the stochastic

projections of the total population (Statistics NZ 2014). Moreover, for users of projections,

the probability distribution can help them make their own informed decisions about the

usefulness of different projections across any projection period.

Second, stochastic projections are generally a better input for users who are involved in

modelling and projecting other parameters. For example, stochastic projections help them

understand the sensitivity of their projections to the demographic inputs. Or, they help

them understand the importance of demographic uncertainty relative to uncertainty

coming from, say, economic parameters. For users wanting to use the projections in their

own models, they will often need to access the full dataset of simulations. Published

percentiles may exclude the specific percentiles needed by specific users, and even a full
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Fig. 2. Alternative projections of the ratio of 65þ population to 15–64 population.
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range of percentiles will sometimes be inadequate, especially where users want to extend

the stochastic approach to their own models (e.g., with variability estimated for additional

parameters).

Population projections are a core input into the New Zealand Treasury’s Long Term

Fiscal Model (LTFM), which quantifies the sustainability of public finances over a 50-

year horizon (New Zealand Treasury 2013). Large government expenditure items – such

as public pensions, education and health – are sensitive to changes in the age structure

of the population, whereas revenue is sensitive to changes in the size of the labour force.

The long-term gap between revenue and expenditure, which is typically used to assess

fiscal sustainability, is largely driven by changes in the population and labour-force

projections.

Before the availability of stochastic population projections, Treasury typically

showed sensitivity of the LTFM to the demographic inputs by using deterministic

scenarios which altered one of the fertility, mortality, or migration assumptions. These

alternative projections gave a range of possible outcomes, but did not give an indication of

how likely a given alternative was relative to another projection (including the mid-range

projection). Hence, it is difficult for users to test sensitivity to the population inputs by

altering single demographic assumptions. Stochastic projections make that assessment

explicit and Treasury is now developing the LTFM to incorporate a stochastic approach

(Ball et al. 2015).

Stochastic population projections, conveyed using percentiles and fan charts, give users

an idea of the mid-range projection, but also place greater emphasis on the uncertainty in

each direction. The uncertainty is conditional on past variability (if using empirical

approaches) or expert input (if using expectation). More generally, if modelled variability

is not indicative of future variability, then the projections may misrepresent the true

probability intervals. See Raftery et al. (2012) for an evaluation of calibration of

uncertainty, based on probability intervals for 1990–2010 using variability modelled from

1950–1990 data.

The challenges of conveying uncertainty and the nature of the projections generally are

new neither from a user perspective nor from a producer perspective and underscore

several aspects. First, they emphasise the importance of communicating to users what the

projections are (e.g., an indication of future trends based on current policy settings) and

how the assumptions have been derived (e.g., how the variability is estimated for each

input assumption). Second, it highlights the importance of regularly updating the

projections to incorporate changes to levels and variability in the assumptions, as well as to

changes in policy settings. Statistics NZ currently updates its projections every 2–3 years.

Third, it reinforces the observation that the value of population projections is only partly

defined by whether or not they match reality, especially given the long-term horizon of

many projections, but also about whether they are plausible and useful to users at the time

the projections were published. Projections aim to form a basis for developing reasonable

expectations about the future; to help focus attention on potential events, risks, and

opportunities; and to assist people and policy makers to plan and make decisions

accordingly. Fourth, this motivates the production of alternative ‘what if?’ scenarios to

complement stochastic projections. These allow particular scenarios of interest to be

examined and compared with the benchmark stochastic projections.
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4. Challenges of Implementing a Stochastic Approach

National statistical agencies are generally wary of adopting new statistical methodologies.

This wariness is warranted, as adopting every new statistical development is neither

pragmatic nor cost-effective. In this section we outline the main challenges we faced in

adopting a stochastic approach and how these were overcome, as a guide to how other

producers of projections might negotiate such challenges.

4.1. Computing Capacity

From a production viewpoint, producing large numbers of simulations means that datasets

are bigger and programs take longer to run. This can be an issue for users also if they are

using those simulations in their own projection models. Computing capacity was a

legitimate practical constraint in the past, but it is difficult to justify this as a constraint on

implementation in the 21st century.

4.2. User Need

It is sometimes suggested that users of the projections neither want nor need uncertainty to

be conveyed in any quantified way. Raftery (2014) identifies five types of general users of

projections. Of these, the ‘low-stakes user’ may have little use for anything but a mid-

range projection. However, for other user types, an accurate assessment of projection

uncertainty is vital as it affects if and how they use the projections.

Importantly, users of projections get nothing less with Statistics NZ’s stochastic

projections than they got before. They can still get and use one number or projection

according to their needs (e.g., median or other percentile). They can still get scenario-type

projections with the ‘what if?’ scenarios which assume fertility, life expectancy, or net

migration at specific levels (Statistics NZ 2014, 2015b, 2016). Users need not worry that

the projections look radically different to what they did historically. What users also get,

however, is better information about uncertainty.

4.3. User Expectations

Stochastic projections are not necessarily more accurate (or less accurate) than

conventional projections when compared with actuality (i.e., observed population

change). There is evidence that empirically based stochastic projections are better than

expert-based ones (e.g., Alkema et al. 2011; Raftery et al. 2013). Whether or not they are

more accurate, stochastic projections do assist interpretation. Communicating these

aspects to users is important to ensure their expectations align realistically with what is

produced.

Statistics NZ has not conducted any specific research on the use and understanding

of the stochastic projections compared with deterministic projections. However, the

development of the stochastic projections from 2005 was gradual rather than a sudden

substantial shift in approach. This allowed time for discussions with key users, for

discussions at population conferences (e.g., Population Association of New Zealand),

for national population prototypes to be developed in 2005 and 2010, and for the

publication of a working paper (Dunstan 2011). There was therefore the opportunity for
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both the producer and users to consider the implications of a shift in approach before

the new methodology was adopted. Importantly, there has been no negative reaction

from users to the adoption of a stochastic approach in the release of official projections

since 2012.

4.4. User Understanding

Two important aspects of stochastic projections to convey to users is information about the

stochastic methods (metadata) and the projections (results) themselves. These aspects are

not new for statistical agencies, which have always had the challenge of conveying

technical aspects and detailed data to a variety of users.

The experience of Statistics NZ was that existing products and services were suitable for

disseminating the stochastic projections. Conventional information releases presented

summary results via commentary, graphs and tables (Statistics NZ 2012a, 2012b, 2014,

2015a, 2015b, 2016). More detailed data for each of the projections were disseminated

using the existing web-based tool NZ.Stat, a table-builder product powered by software

provided by the OECD (Statistics NZ 2012c, OECD 2013).

Conventionally, projections of different characteristics from different scenarios would

be published. With the stochastic projections, different percentiles (5th, 10th, 25th, 50th,

75th, 90th, and 95th) of those same characteristics are published. These published

percentiles appear to have satisfied user demand, although other percentiles can be readily

supplied on request. Given the trend of increasing data dissemination, one can envisage

users in future being able to select any percentiles of interest to them, or even the

individual simulations for use in their own modelling.

In the two years following the publication of the first stochastic population projections

in 2012, the number of unique visitors viewing the main NZ.Stat table (population by age-

sex) online averaged more than 100 per month. We are not aware of any of those users

requiring assistance to interpret the projections through the website feedback forms or

Statistics NZ’s free helpline. While this could simply indicate that users are not seeking

assistance when they need it, the continued use and downloading of the stochastic

projections seems to suggest that users generally understand them.

4.5. Spurious Precision

The estimates of uncertainty are themselves uncertain and Statistics NZ has always

been upfront about this (Statistics NZ 2012a, 2012b, 2014, 2015a, 2015b, 2016).

The projections do not try to include uncertainty arising from catastrophic events

(e.g., earthquakes, wars). As they are projections based on current policy settings, they do

not try to anticipate major policy changes, so there is the additional uncertainty of

‘nondemographic’ factors (assuming these factors are not captured in the modelling of

‘demographic’ uncertainty). The estimates of uncertainty depend on what historical data

is used and how uncertainty is modelled. While it is possible to estimate uncertainty based

on the historical variability of the demographic parameters, it is more difficult to estimate

the uncertainty that arises from the choice of models (for one approach, see Abel et al. 2013),

or from the choice of time period(s) that affect the model parameters.
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Dowd et al. (2010) refer to these three different types of uncertainty as:

1. model uncertainty (e.g., we do not know the true fertility model),

2. parameter uncertainty (e.g., whatever mortality model we use, we do not know the

true values of its parameters),

3. projection uncertainty (e.g., the uncertainty of future migration rates given any

particular model and its calibration).

There may be additional uncertainty arising from factors such as errors in historical data and

errors in expert judgement (see Keilman 1991; Alho 1997; De Beer 2000). Notably, Bayesian

methods are capable of combining various sources of uncertainty in a coherent manner,

including, for example, expert uncertainty, model uncertainty, parametric uncertainty, and

covariate uncertainty (see Bijak and Bryant 2016). In effect, many stochastic projections

(including those of Statistics NZ) model only the projection uncertainty, and are therefore

inclined to underestimate the true uncertainty. Nonetheless, this is an improvement on

conventional deterministic projections which do not model any of the types of uncertainty.

So while the estimated probability intervals in the stochastic projections may appear

spuriously precise, this is preferable to a spuriously precise deterministic projection.

One of the challenges for Treasury in moving to a stochastic projection framework is

conveying a more accurate assessment of the fiscal pressures without giving the

impression of spurious accuracy. In fact, stochastic projections better allow users to focus

on broad trends, without overemphasising small changes in the mid-range projection that

occur between updates every few years. But there is a challenge in conveying the full

uncertainty in fiscal projections in addition to the uncertainty coming from the

demographic projections. There are judgements around the effects of government policy

and economic variables which are also subject to uncertainty. As a result, the current fiscal

projections underestimate the true range of uncertainty.

4.6. Impact on Other Projections

Like many statistical agencies, Statistics NZ produces a suite of demographic projections,

including projections of subpopulations (Figure 3). These projections are not produced

National
population

Subnational
population

Area unit (‘suburb’)
population

National
labour force

National
family & household

Subnational
family & household

Customised

National
ethnic population

Subnational
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Fig. 3. Demographic projections produced by Statistics NZ.
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using a single model (e.g., micro-simulation), but are produced using independent

projection models, albeit designed explicitly or implicitly to produce an internally

consistent set of projections. For example, the mid-range projection for subnational areas

will align with the mid-range national projection. This additivity of geographical areas is

highly sought by users and contributes to the general coherence of the projections

produced.

One of the attractions of Statistics NZ’s stochastic approach is that it can be applied to

one or more of its projection types without compromising the other projections. For

example, a stochastic approach was applied to national population and labour-force

projections in 2012, and was extended to national ethnic population projections in

2015. Other projections, including all subnational projections, have continued in

their more conventional deterministic form. This is an important consideration for

statistical agencies. who might see the challenge of producing stochastic projections for

subpopulations a barrier to producing any stochastic projections at all. Long and Hollman

(2004) discuss this in relation to ethnic and Hispanic population projections in the

United States.

4.7. Cost

A detailed assessment of the costs to develop and produce stochastic projections is

beyond the scope of this article, but a few observations based on Statistics NZ’s

experience are pertinent. First, there are nontrivial investment costs to formulate

measures of uncertainty using empirical and/or expectation approaches, to embed the

stochastic methods within the organisational production process, and to engage with

users in advance of adoption. However, these are initial one-off costs and producers of

projections can potentially benefit from the development of stochastic projections by

the United Nations, Statistics NZ and elsewhere, thereby reducing the cost and time of

their own development. The availability of free open-source software (e.g., Sevcikova

et al. 2011; Hyndman 2015) also means cost need not be an obvious deterrent to

implementation.

Beyond the development phase, the ongoing production costs have been similar to those

of producing conventional deterministic projections. Additional resources are required to

formulate measures of uncertainty and to produce multiple simulations when each set of

projections is produced, although this is offset by not needing to produce alternative

deterministic assumptions (e.g., ‘low’ and ‘high’ variants). It was possible to use existing

products and services to disseminate metadata and the stochastic projections.

5. Future Developments

In common with other statistical agencies, Statistics NZ has an expressed set of strategic

objectives to which it aspires. These include being a trusted provider of official statistics,

empowering customers in data understanding and use, and driving value for customers

through the use of innovative tools and techniques (Statistics NZ 2015c). The development

of stochastic projections can be viewed as concomitant with the organisation’s core values

and strategic direction. As a producer of official (population) statistics, high priority is

placed upon the statistical rigour of data, concepts, and methods, including incorporating
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international best practices. However, there is also an onus on Statistics NZ to provide

statistical leadership (e.g., in statistical methodologies), which can run counter to more

conservative statistical practices.

Lutz and Scherbov (1998) discuss how “the change of a long-established tradition”

generally requires the following:

1. The new practice must have clear advantages when compared with the current one.

2. It should be consistent with other work done by the producing institution, and present

an evolution along established lines rather than a discontinuity.

3. The proposed approach should be internally consistent and based on accepted

scientific work.

4. It should be practical for both the users and producers, and not cost too much.

What is the experience of Statistics NZ in terms of these criteria? Stochastic projections do

offer clear advantages, as discussed in this article. The adoption of a stochastic approach

has been a progressive evolution in methodology and, we would argue, not a paradigm

shift. For example, the traditional cohort-component method remains the basis of the

projections, but with the addition of a stochastic dimension. The stochastic approach

builds on a large body of published work from respected demographers and statisticians

worldwide. The publication of stochastic projections (Statistics NZ 2012a, 2012b, 2014,

2015a, 2015b, 2016; United Nations 2014) shows that they are practical to produce, and

once developed the production costs are similar to conventional methods.

These are important messages for other producers of projections, or for users of

projections looking to influence producers of projections. Others can leverage off stochastic

developments in New Zealand and elsewhere. Our experience shows that a stochastic

approach can be applied to selected projection types while maintaining consistency with

other projections produced deterministically. Projection assumptions can be formulated

using time series or other empirical models and/or using expert-based approaches.

In addition, Statistics NZ continues to publish hypothetical ‘what if?’ scenarios which are

useful in illustrating the effect of specific fertility, mortality, and migration assumptions on

population size and structure. A blend of deterministic and stochastic methods is therefore

a pragmatic approach for producers of projections, and useful from a user’s perspective.

Statistics NZ is aiming to apply stochastic approaches to its other demographic

projections – of families and households, and of subnational populations – with the

common rationale of increasing the interpretability and usefulness of the projections.

Extending the stochastic approach is not without further challenges, and may require

different modelling approaches to that used already, such as the use of Bayesian modelling

for subnational projections (Bryant and Graham 2013; Bijak and Bryant 2016).

We should expect to see more countries and agencies producing stochastic projections

in future. Partly this will be driven by users of projections wanting more informative

indications of future demographic change, given the importance of projections for

planning and decision making. Partly this will be driven by practical solutions, assisted by

technology, to overcome the challenges of adopting a stochastic approach.

More generally, we can expect a growing integration of statistical methods into

demographic projections (and other applications) in New Zealand and internationally.

This collaboration should be encouraged by producers and users of projections, as the
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combination of statistical knowhow with demographic knowledge should strengthen the

value of projections. In particular, users can have increased confidence in projections

which have a strong statistical and data-driven basis, yet remain plausible and

interpretable. The development of global stochastic population projections by the United

Nations Population Division is likely to add momentum to their uptake.

6. Conclusion

From a user’s perspective, stochastic projections have been a welcome development.

Conventional deterministic projections were poor at conveying the inherent uncertainty

of future changes. By quantifying uncertainty, stochastic projections assist interpretation.

They clarify which demographic trends are probable and which are improbable. By

giving users some quantification of the probability of an event occurring, they can make

the case for intervention much sharper. Importantly, there has been no negative reaction

from users to the adoption of a stochastic approach in the release of official projections

since 2012.

In addition to these benefits, the stochastic projections are inspiring users to quantify

additional components of uncertainty. For example, Ball et al. (2015) explore uncertainty

in economic parameters such as interest rates, productivity growth, and government

expenditure. Such work might be expected to flow through to products dependent on

demographic projections, such as long-term fiscal projections, to fully convey the

distribution of uncertainty.

The following recommendations provide guidance for producers of projections

considering adopting a stochastic approach:

1. Engage with users of projections. Do they understand and use alternative

deterministic projections, such as ‘low’ and ‘high’ variants? Would they benefit

from more informed measures of uncertainty in projections?

2. Identify institutional barriers to adopting a stochastic approach.

3. Look for opportunities to collaborate with other organisations, researchers and

academics on using and developing stochastic methods.

4. Utilise existing open-source software to produce stochastic projections in testing and

productions.

5. Utilise published examples of how stochastic projections are disseminated in terms

of metadata (explanatory information) and data (projection results).

6. Consider producing ‘what if?’ deterministic scenarios to complement the principal

stochastic projections to illustrate specific demographic scenarios.

7. Consider applying a stochastic approach to selected projection types (e.g., national

population) before extending further. A progressive development allows projection

types to be tackled in order of complexity, and can also help manage user expectations.

From a producer’s perspective, stochastic projections are meeting a user need.

Increasingly, producers are more focussed on measuring and conveying uncertainty,

and less on conveying overly precise point estimates. There are few practical obstacles to

producing stochastic population projections, other than the additional resources required

to formulate measures of uncertainty and produce multiple simulations. Moreover, given

Journal of Official Statistics958

Unauthenticated
Download Date | 11/24/16 12:41 PM



the nature of projections, a stochastic approach is consistent with how statistical agencies

would like projections to be conveyed and interpreted.
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Small-Area Estimation with Zero-Inflated Data – a
Simulation Study

Sabine Krieg1, Harm Jan Boonstra1, and Marc Smeets1

Many target variables in official statistics follow a semicontinuous distribution with a mixture
of zeros and continuously distributed positive values. Such variables are called zero inflated.
When reliable estimates for subpopulations with small sample sizes are required, model-based
small-area estimators can be used, which improve the accuracy of the estimates by borrowing
information from other subpopulations. In this article, three small-area estimators are
investigated. The first estimator is the EBLUP, which can be considered the most common
small-area estimator and is based on a linear mixed model that assumes normal distributions.
Therefore, the EBLUP is model misspecified in the case of zero-inflated variables. The other
two small-area estimators are based on a model that takes zero inflation explicitly into
account. Both the Bayesian and the frequentist approach are considered. These small-area
estimators are compared with each other and with design-based estimation in a simulation
study with zero-inflated target variables. Both a simulation with artificial data and a
simulation with real data from the Dutch Household Budget Survey are carried out. It is found
that the small-area estimators improve the accuracy compared to the design-based estimator.
The amount of improvement strongly depends on the properties of the population and the
subpopulations of interest.

Key words: Generalized linear mixed model; EBLUP; MCMC; Logit; Dutch Household
Budget Survey.

1. Introduction

Traditionally, national statistical institutes (NSIs) such as Statistics Netherlands prefer

design-based estimation methods, since these methods lead to approximately design-

unbiased estimates. However, the demand for detailed estimates for subpopulations is

increasing, while at the same time budgets are under continuous pressure. Therefore,

several NSIs started to investigate the possibilities of small-area estimation (SAE), see, for

example Eurarea (2004) and Boonstra et al. (2008). This model-based methodology is

developed for situations where the sample sizes of the subpopulations (often called

domains or areas in the SAE context) or time periods are too small to compute reliable

estimates based on design-based methods. An SAE method borrows information from

other domains or from other time periods to improve the accuracy of the domain estimates.

The most common SAE estimator is the Empirical Best Linear Unbiased Predictor

(EBLUP) (Battese et al. 1988; Rao 2003). The EBLUP is based on a linear mixed model

and assumes normal distributions. However, NSIs often have to deal with non-normally

distributed data, for which the EBLUP may yield seriously biased estimates. For such
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situations, different adjustments of the EBLUP and some new SAE methods have been

developed in recent years. For example, the robust EBLUP (Sinha and Rao 2009) reduces

the influence of outliers in the data. Chandra and Chambers (2011b) developed an

estimator for skewly distributed data, and the M-quantile estimator (Chambers and

Tzavidis 2006) does not make any assumptions about the distribution.

This article deals with the estimation for variables that are zero for a substantial part of

the population. This type of data is also called zero-inflated data. Pfeffermann et al. (2008)

and Chandra and Sud (2012) developed an estimator for such kinds of data, the first using a

Bayesian approach and the second a frequentist approach. The estimator is based on two

models, the first being a linear mixed model for the nonzero values and the second a

generalized linear mixed model for the binary zero indicator. Both the Bayesian and the

frequentist approaches are used in this article, with a small simplification of the method

used in Pfeffermann et al. (2008). The SAE method for zero-inflated data is compared with

the EBLUP and with a design-based method (the survey regression estimator). In the first

part of the article, a simulation with artificial data is carried out in which different

populations are created to investigate the properties of the considered estimators in

different situations. This simulation shows to what extent the model misspecification of

the EBLUP increases the bias of the estimates and to what extent the accuracy of the

estimates is improved when the estimators of Pfeffermann et al. (2008) and Chandra and

Sud (2012) are applied instead. In a second simulation, the estimators are applied to real

zero-inflated data of the Dutch Household Budget Survey (HBS). The HBS measures the

consumption expenditures of Dutch households. Many target variables which describe the

expenditures for different products, are zero inflated.

In Section 2 the considered methods are described. Then the results of the simulation

with artificial populations are discussed in Section 3. The results of the simulation for the

HBS follow in Section 4. In Section 5 the conclusions are given.

2. Methods

2.1. Notation

The finite population U with N elements is divided into m subpopulations or domains. A

sample with n elements is drawn using simple random sampling without replacement. The

observed value of the target variable for unit i in domain j is given by yij. The total sample

and population size in domain j are denoted by nj and Nj, respectively. The total sample is

called S and the sample in domain j is called Sj.

The explanatory variables for unit i in domain j are given by the vector

xij ¼
�
x1

ij; : : : ; x
p
ij

�t
. An intercept is always included, that is, it can be assumed that

x1
ij ¼ 1. Population means Ymean

j ¼ 1
Nj

PNj

i¼1yij for target variable y for all domains

j ¼ 1; : : : ;m have to be estimated.

The target variable yij is equal to zero for a substantial part of the population. We define

dij ¼
1 if yij – 0

0 if yij ¼ 0:

(

ð1Þ

The subscript nz is used to denote the nonzero part of the population or sample.
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2.2. Survey Regression

Survey regression (SR) is a design-based model-assisted estimator which is approximately

design unbiased (Woodruff 1966; Battese et al. 1988; Särndal et al. 1992). In this article

the SR is considered to be the reference estimator; the model-based methods are expected

to be more accurate than the SR. The SR of the unknown population mean Ymean
j for

domain j is given by

Ŷ
SR

j ¼ Ŷ
HT

j þ Xmean
j 2 X̂

HT

j

� �t

b̂; ð2Þ

where

b̂ ¼ ðXtXÞ21Xty:

Here the Horvitz-Thompson estimators are given by Ŷ
HT

j ¼ 1
nj

Pnj

i¼1yij and

X̂
HT

j ¼ 1
nj

Pnj

i¼1xij. Furthermore, Xmean
j ¼ 1

Nj

PNj

i¼1xij is the p-vector of population means

of the auxiliary information in domain j, y ¼ ð y11; : : : ; yn11; y12 : : : ; ynmmÞ
t and

X ¼ ðx11; : : : ; xn11; x12; : : : ; xnmmÞ
t.

2.3. Empirical Best Linear Unbiased Predictor (EBLUP)

Consider the linear mixed model given by

yij ¼ xt
ijbþ qj þ eij; for j ¼ 1; : : : ;m and i ¼ 1; : : : ;Nj; ð3Þ

where

qj ,N 0;s2
r

� �
; eij ,N 0;s2

e

� �
:

Here s2
e is the within-area variance parameter, whereas s2

r is the between-domain

variance.

Based on Model (3), the EBLUP (Rao 2003) is considered to estimate the population

means Ymean
j for the domains j ¼ 1; : : : ;m. The estimator for Ymean

j is then given by

Ŷ
EBLUP

j ¼ Xmean
j b̂þ q̂j: ð4Þ

Expressions for b̂ and q̂j can be found in Rao 2003, sec. 7.2. The variance parameters s2
r

and s2
e are estimated by the method of Restricted Maximum Likelihood (REML).

A refined version of (4) would use predicted values only for the nonsampled part of the

population, and the observed values for themselves. However, when sampling fractions

are small, the difference is negligible and for that reason (4) is used in this article. The

EBLUP estimator is computed with R (R Development Core Team 2009), where the

function lmer of package lme4 (Bates et al. 2015) is used to fit the linear mixed model.

2.4. A Small-Area Estimator for Zero-Inflated Data

In this section, an estimator is described that takes the zero inflation into account. There

are two approaches to estimate the models: the frequentist approach (Subsection 2.4.1),

described by Chandra and Sud (2012), and the Bayesian approach (Subsection 2.4.2),

described by Pfeffermann et al. (2008). For both approaches we use the abbreviation
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ZERO in the rest of the article, or ZERO-F or ZERO-B to make clear which approach is

used. The theoretical properties of the estimators are discussed in Pfeffermann et al. (2008)

and Chandra and Sud (2012).

Note that an important disadvantage of ZERO compared with the EBLUP is that ZERO

can only be applied if the auxiliary information is known for all elements in the population.

2.4.1. The Frequentist Approach

The target variable yij is assumed to be the product of an underlying normally distributed

variable y*
ij and dij, that is yij ¼ y*

ijdij. These two variables are modelled in two different

(generalized) linear mixed models. The first model describes the distribution of y*
ij:

y*
ij ¼ xt

nz;ijbnz þ qnz;j þ eij; for j ¼ 1; : : : ;m and i ¼ 1; : : : ;Nj; ð5Þ

where

qnz;j ,N 0;s2
r;nz

� �
; eij ,N 0;s2

e;nz

� �
:

The second model describes the probabilities pij ¼ Pðdij ¼ 1Þ ¼ Pð yij – 0Þ of the target

variable to be nonzero:

logitð pijÞ ¼ ln
pij

1 2 pij

� �
¼ xt

z;ijbz þ qz;j; for j ¼ 1; : : : ;m and

i ¼ 1; : : : ;Nj;

ð6Þ

with

qz;j ,N 0;s2
r;z

� �
:

Model (5) is estimated based on the nonzero part of the sample, Model (6) is estimated

based on the complete sample, resulting in the estimates b̂nz, q̂nz;j, b̂z, q̂z;j for the location

parameters and in estimates ŝr;nz, ŝe;nz, ŝr;z for the variance parameters.

Based on these estimates, y*
ij and pij are estimated for all elements in the population:

ŷ*
ij ¼ xt

nz;ijb̂nz þ q̂nz;j; ð7Þ

p̂ij ¼
exp xt

z;ijb̂z þ q̂z;j

� �

1þ exp xt
z;ijb̂z þ q̂z;j

� � : ð8Þ

The estimate for yij is then taken to be the product ŷij ¼ ŷ*
ijp̂ij, and the mean for domain j

can be estimated as

Ŷj ¼
1

Nj

XNj

i¼1

ŷ*
ijp̂ij: ð9Þ

Note that the model for y* can only be fitted using the nonzero observations, whereas it is

applied to predict all population elements, zero or nonzero. In order to reduce the risk of
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bias, it is therefore important to also include variables that predict dij in the model for y*.

In this article we always use the same predictors x in both models.

Again, for convenience, the prediction in (9) is used for all population elements,

including the ones observed. The mixed models can be estimated using the function lmer

of R-package lme4. Within this function, the family parameter is taken to be

binomial(link ¼ “logit”) for Model (6) and gaussian for Model (5).

Chandra and Sud (2012) proposed parametric bootstrapping for the estimation of the

mean squared error.

2.4.2. The Bayesian Approach

The two Models (5) and (6) can also be estimated in a Bayesian fashion using a Markov

Chain Monte Carlo (MCMC) simulation. Such a simulation results in a series of draws of

parameters from their joint posterior distribution given the data. An important advantage

of the Bayesian MCMC approach is that the draws can be used both for computing point

estimates and for measures of accuracy, including interval estimates. Parametric

bootstrapping, as proposed by Chandra and Sud (2012) for the frequentist approach, is less

easily available in R software packages.

The MCMC simulation is carried out over R runs. The first part of the MCMC

simulation (burnin) is not used, as it depends too strongly on the starting values.

Moreover, only every lth run is retained to save memory and increase the effective number

of independent draws. In the end, r runs are retained for further analysis. Both R and r

have to be chosen sufficiently large so that the Markov chain can converge and explore the

entire distribution. There is no reason that the number of retained runs rz and rnz has to be

equal for the two Models (5) and (6) to achieve this goal. Equality r ¼ rz ¼ rnz is

necessary for the computation of model estimates for Yj. In all MCMC simulations carried

out for this article we have taken R ¼ 40,000 runs with a burnin of 20,000 and thinning

by retaining each 20th iteration, so that r ¼ 1,000 draws are retained for posterior

analysis. From inspection of trace plots and autocorrelations, these numbers were seen

to be adequate.

From the parameter draws obtained for both MCMC simulations, posterior draws for the

small-area quantities of interest can be computed by simulating from the posterior

predictive distributions:

1. Draw residuals eij;r ,N 0;s 2
e;nz;r

� �
independently for all population units i, j and

for each MCMC iteration r ¼ 1; : : : ; r, and form posterior predictions

y*
ij;r ¼ xt

nz;ijbnz;r þ qnz;j;r þ eij;r:

All parameter draws se;nz;r, bnz;r, qnz;j;r are part of the MCMC simulation output.

2. Similarly, draw zero indicators independently from the Bernoulli distribution

according to

d*
ij;r , Beð pij;rÞ;
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with probability of a nonzero response value

pij;r ¼
exp xt

z;ijbz;r þ qz;j;r

� �

1þ exp xt
z;ijbz;r þ qz;j;r

� � :

3. Combine the posterior predictive draws to obtain posterior draws for the small-area

estimands,

Y*
j;r ¼

1

Nj

XNj

i¼1

y*
ij;r d

*
ij;r: ð10Þ

Estimates for the domain means of interest are now obtained as MCMC approximations

of the posterior means, that is,

Ŷj;mcmc ¼
1

r

Xr

r¼1

Y*
j;r:

The mean squared error of Ŷj;mcmc under the model, that is, the posterior variance, is

approximated by

mseðŶj;mcmcÞ ¼
1

r

Xr

r¼1

Y*
j;r 2 Ŷj;mcmc

� �2

: ð11Þ

Credible intervals are also considered. In particular, highest posterior 95% intervals have

been computed using the R package coda (Plummer et al. 2006).

The MCMC simulations have been carried out using the function MCMCglmm from the

R package of the same name (Hadfield 2010), which supports both models by way of

Gibbs sampling (Geman and Geman 1984; Gelfand and Smith 1990). We use weakly

informative default priors as implemented in MCMCglmm for the coefficients and variance

parameters in both models. In particular, the regression coefficients in both models are

assigned normal priors with zero mean and very large variance. Following Gelman (2006),

we use parameter-expanded inverse-chi-squared priors for the random effect variances in

both models, implying half-Cauchy priors on the standard-deviation parameters. The

scales of the half-Cauchy priors are taken to be 25, larger than the scale of the response

variable in both models. The half-Cauchy priors are more robust than inverse chi-squared

priors and their parameter-expansion representation also improves convergence and

mixing of the Gibbs sampler, especially in situations with relatively small random effect

variances (Gelman et al. 2008). For the residual variance of Model (5), a default

noninformative prior p
�
s2

e;nz

�
/ 1=s2

e;nz is used.

2.4.3. Correlated Random Effects

In Pfeffermann et al. (2008), a single two-part model is used that allows for correlations

between the random effects of the two submodels. It is possible that such a model would

better fit the data. For this article we have chosen to use the somewhat simpler model in

which components are treated independently. The main reason for this simplification is
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that the separate models can be fit using relatively fast and standard functions in R. In an

example, Pfeffermann et al. (2008) showed that taking the correlation into account only

slightly improved the accuracy of the estimates.

3. Simulation with Artificial Populations

3.1. Lay-Out of the Simulation

To investigate the properties of the ZERO and to compare it with the SR and the EBLUP,

a simulation with artificial populations is carried out. From the artificial populations,

samples are drawn repeatedly. Based on these samples, the SR, EBLUP, and ZERO are

computed. In most cases, only the frequentist approach (ZERO-F) is used because the

MCMC simulation (ZERO-B) takes much more computation time. This choice makes it

possible to simulate many different situations. In a small part of the investigated situations,

the MCMC approach is also applied and both approaches are compared.

We start with the description of the main part of the simulations with artificial

populations. The artificial populations consist of m ¼ 50 domains with N ¼ 60,000

elements. The domains are not equally sized. The domain size increases from 30 for the

first five domains up to 3,250 for the last domain.

The creation of the artificial populations starts with drawing an auxiliary variable x from

the normal distributionN (2,2.25). The mean of the auxiliary variable is then more or less

equal for all domains. This is not realistic. To get an idea of the consequences of unequal

means of the auxiliary variable, the value of the 0.9-quantile of the vector x is added for

one randomly chosen domain. This is not realistic either, but it makes it easier to analyze

the effects of such a deviation. The random effects qnz;j and qz;j for the domains j ¼

1; : : : ;m are independently distributed followingN
�
0;s2

r;nz

�
andN

�
0;s2

r;z

�
. The target

variable is then computed as yij ¼ y*
ijdij, where y* and d are generated according to Models

(5) and (6) and dij , Beð pijÞ is Bernoulli distributed taking value 1 with probability pij.

Model (6) is extended with residuals eij;z ,N
�
0;s2

e;z

�
. In both models the vector of

covariates consists of two components, the intercept and the generated auxiliary variable x.

The corresponding coefficients will be referred to as b0;nz, b1;nz, b0;z, b1;z with subscripts

0 and 1 corresponding to the intercept and x, respectively.

With different choices for b0;nz, b1;nz, b0;z, b1;z, s2
r;nz, s2

r;z, s2
e;nz, s2

e;z different types of

populations can be created. In total, 48 situations based on different parameter sets are

investigated. The parameters are chosen in such a way that populations with a wide range

of properties are included in the study, with

. a small (around 0.1), medium (around 0.5), or large proportion (around 0.85) of

nonzeros by an appropriate choice of b0;nz, b1;nz, b0;z, b1;z,

. a small (around 0.2) or large (around 0.7) correlation between the auxiliary variable x

and p, by an appropriate choice of s2
e;z,

. a small (around 0.3) or large (around 0.7) correlation between the auxiliary variable x

and y*, by an appropriate choice of s2
e;nz,

. small or large random effects qz;j and qnz;j by an appropriate choice of s2
r;z and s2

r;nz.

In the case of small random effect variances, their frequentist estimates are often

zero.
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The considered sets of parameters and corresponding types of populations are shown

in Table 1.

For each set of parameters, ten different populations are created, and with each

population, a simulation with 500 runs is carried out. In each run, a sample of size

n ¼ 2,000 using simple random sampling without replacement is drawn. By creating

different populations of each type, coincidences in the populations have less influence.

The number of ten populations per set of parameters turns out to be adequate, for the

generation of different sets of ten populations consistently gives almost the same

properties. At the same time, with 500 runs for each population it is possible to analyze the

results for different domains, for example domains with large random effects.

In addition to the simulation with 48 different parameter sets, a few special cases are

investigated. First, the simulations with the first four parameter sets are repeated with

population and sample sizes that are three times as large for all domains. Second, a

correlation of 0.5 and 0.9 between the random effects of the two model parts is added. This

is also investigated with the first four parameter sets, with the original population and

sample sizes. Third, the simulations with the first four parameter sets are repeated using a

Bayesian approach (with independent random effects). Here, only a single population is

created, for which a simulation with 1,000 runs is carried out. The frequentist approach is

applied to the same 1,000 samples.

In SAE it is sometimes useful to include the domain mean �xj ¼
1

Nj

PNj

i¼1xij as auxiliary

information (Bafumi and Gelman 2006; Neuhaus and McCulloch 2006). It appears that

this is also the case for the EBLUP in this application, especially for the domain where the

0.9-quantile of the vector x is added. Therefore, for the EBLUP xij ¼ ð1; xij; �xjÞ
t. For the

other estimators xij ¼ ð1; xijÞ
t is used, as the additional area-level covariate would slightly

deteriorate the accuracy of these estimates (results not presented).

3.2. Evaluation Measures

The most important quality measure of the estimators is the accuracy measured by the

mean squared error (mse). We use the root mse (rmse), computed as

rmsej ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

q¼1

Ŷj;q 2 Ymean
j

� �2

=n

vuut ; ð12Þ

with Ymean
j the population mean of domain j for the target variable y, Ŷj;q the estimate for

this population mean based on one of the methods in the qth run of the simulation, and v

the number of runs in the simulation. In the simulation with artificial populations, v ¼ 500.

The mse is the sum of the variance and the squared bias. In order to further analyze the

accuracy of the methods, the standard deviation (root of the variance, sd) and the bias are

also discussed. These measures are computed as

sdj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

q¼1

ðŶj;q 2 �YjÞ
2=n

vuut ; biasj ¼
Xn

q¼1

Ymean
j 2 Ŷj;q

� �
=n ð13Þ

where �Yj ¼
Pn

q¼1Ŷj;q=n is the mean of the estimates.
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Table 1. Description of the types of populations, model parameters, fractions nonzeros and population means.

No. b0;z b1;z b0;nz b1;nz sr;z sr;nz se;z se;nz

Fraction
nonzeros Popmean

1 24 2.0 10 1 0.2 0.08 1.0 1 0.51 6.70
2 24 2.0 10 1 2.0 0.08 1.0 1 0.50 6.63
3 24 2.0 10 1 0.2 0.80 1.0 1 0.51 6.70
4 24 2.0 10 1 2.0 0.80 1.0 1 0.50 6.64
5 24 2.0 30 1 0.2 0.08 1.0 5 0.51 16.87
6 24 2.0 30 1 2.0 0.08 1.0 5 0.51 16.86
7 24 2.0 30 1 0.2 0.80 1.0 5 0.51 16.78
8 24 2.0 30 1 2.0 0.80 1.0 5 0.51 16.80
9 21 0.5 10 1 0.2 0.08 2.0 1 0.50 6.31
10 21 0.5 10 1 2.0 0.08 2.0 1 0.52 6.26
11 21 0.5 10 1 0.2 0.80 2.0 1 0.51 6.27
12 21 0.5 10 1 2.0 0.80 2.0 1 0.50 6.21
13 21 0.5 30 1 0.2 0.08 2.0 5 0.51 16.39
14 21 0.5 30 1 2.0 0.08 2.0 5 0.51 16.35
15 21 0.5 30 1 0.2 0.80 2.0 5 0.50 16.25
16 21 0.5 30 1 2.0 0.80 2.0 5 0.50 16.27

17 0 2.0 10 1 0.2 0.08 0.2 1 0.88 10.86
18 0 2.0 10 1 2.0 0.08 0.2 1 0.83 10.45
19 0 2.0 10 1 0.2 0.80 0.2 1 0.88 10.87
20 0 2.0 10 1 2.0 0.80 0.2 1 0.85 10.47
21 0 2.0 30 1 0.2 0.08 0.2 5 0.88 28.33
22 0 2.0 30 1 2.0 0.08 0.2 5 0.85 27.34
23 0 2.0 30 1 0.2 0.80 0.2 5 0.88 28.42
24 0 2.0 30 1 2.0 0.80 0.2 5 0.84 27.41
25 2 0.5 10 1 0.2 0.08 2.0 1 0.86 10.50
26 2 0.5 10 1 2.0 0.08 2.0 1 0.81 9.90
27 2 0.5 10 1 0.2 0.80 2.0 1 0.86 10.51
28 2 0.5 10 1 2.0 0.80 2.0 1 0.82 9.99
29 2 0.5 30 1 0.2 0.08 2.0 5 0.86 27.83
30 2 0.5 30 1 2.0 0.08 2.0 5 0.80 26.17
31 2 0.5 30 1 0.2 0.80 2.0 5 0.86 27.72
32 2 0.5 30 1 2.0 0.80 2.0 5 0.81 26.05

33 29 2.0 10 1 0.3 0.10 0.5 1 0.09 1.36
34 29 2.0 10 1 3.0 0.10 0.5 1 0.16 2.15
35 29 2.0 10 1 0.3 1.00 0.5 1 0.10 1.37
36 29 2.0 10 1 3.0 1.00 0.5 1 0.15 2.04
37 29 2.0 30 1 0.3 0.10 0.5 5 0.09 3.24
38 29 2.0 30 1 3.0 0.10 0.5 5 0.15 5.09
39 29 2.0 30 1 0.3 3.00 0.5 5 0.09 3.27
40 29 2.0 30 1 3.0 3.00 0.5 5 0.16 5.09
41 26 0.6 10 1 0.3 0.10 2.5 1 0.07 0.95
42 26 0.6 10 1 3.0 0.10 2.5 1 0.14 1.80
43 26 0.6 10 1 0.3 1.00 2.5 1 0.07 0.94
44 26 0.6 10 1 3.0 1.00 2.5 1 0.15 1.83
45 26 0.6 30 1 0.3 0.10 2.5 5 0.07 2.34
46 26 0.6 30 1 3.0 0.10 2.5 5 0.14 4.52
47 26 0.6 30 1 0.3 3.00 2.5 5 0.07 2.37
48 26 0.6 30 1 3.0 3.00 2.5 5 0.14 4.57
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Since the population size for the first five domains is only 30 and the inclusion

probability is 1
30

, empty samples occur regularly for these domains in the simulation. In

these runs the SR cannot be computed. In the comparison of the accuracy of the SR with

the EBLUP and ZERO-F, the first five domains are therefore ignored. In the other

domains, empty samples are very rare but not impossible in the simulation. These runs are

ignored in the computation of the abovementioned measures rmsej, biasj, and sdj for the

SR. Since these cases are very rare, this does not disturb the results.

In the simulation with ten populations with the same parameters, the mean of these

measures over the ten populations is computed.

3.3. Results

Table 2 shows the mean absolute bias and mean rmse over the domains and over the ten

created populations for the SR, the EBLUP and ZERO-F. In the first six columns of the

table, where the SR is compared with the EBLUP and ZERO-F, only domains 6–50 are

included, as mentioned in the end of Subsection 3.2. The table shows that in all cases

considered, both SAE methods are more accurate than the SR, and ZERO-F is more

accurate than the EBLUP. The gain in accuracy strongly depends on the properties of the

population. The following points are noticed:

. the SR is generally approximately design unbiased. Small nonzero values are due to

the approximate nature of SR’s design unbiasedness and to the finite number of

simulation runs.

. Both model-based SAE methods are biased. The bias of the EBLUP is generally only

slightly larger than the bias of ZERO-F. The model misspecification does not cause a

serious bias of the EBLUP.

. Generally, the improvement in accuracy of both SAE methods with respect to the SR

is very large in the cases with small sr;z (odd numbers). In those cases, the rmse is

often more than halved by the SAE methods. In the case of large sr;z, the rmse of the

SAE methods is usually around ten percent smaller than the rmse of the SR.

. In some cases, the gain in accuracy of ZERO-F with respect to the EBLUP in the five

smallest domains is substantially larger than in the other domains. Therefore, it is

important to compare the EBLUP and ZERO-F with and without these domains

included.

. In many cases, the additional gain in accuracy by using the ZERO-F instead of the

EBLUP is only five percent to ten percent.

. Larger gains with ZERO-F instead of the EBLUP are possible in the case of large

sr;nz, small sr;z and a small residual variance s2
e;nz, especially if the nonzero fraction

is around 0.5 or 0.85 (number 3,11, 19, 27).

. Larger gains with ZERO-F instead of the EBLUP are also possible in the case of a

small residual variance s2
e;z if the nonzero fraction is around 0.1 or 0.85 (number

17–24, 33–40). This is not surprising as small se;z means that Model (6) is almost the

true model used to simulate the data. The gain is somewhat larger if the nonzero

fraction is around 0.1 than if it is 0.85.

. Altogether, the possible gain with ZERO-F instead of the EBLUP depends only

slightly on the nonzero fraction.
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Table 2. Mean absolute bias and mean rmse.

Domains

No.

bias
6–50
SR

bias
6–50

EBLUP

bias
6–50

ZERO-F

rmse
6–50
SR

rmse
6–50

EBLUP

rmse
6–50

ZERO-F

rmse
1–50

EBLUP

rmse
1–50

ZERO-F

1 0.03 0.21 0.20 0.78 0.29 0.27 0.38 0.33
2 0.03 0.18 0.16 0.74 0.70 0.65 0.82 0.77
3 0.03 0.28 0.20 0.78 0.41 0.30 0.49 0.36
4 0.03 0.18 0.16 0.74 0.70 0.65 0.83 0.78
5 0.08 0.54 0.53 2.14 0.79 0.74 0.97 0.83
6 0.07 0.52 0.44 2.04 1.92 1.73 2.25 2.06
7 0.07 0.64 0.62 2.13 0.91 0.85 1.08 0.93
8 0.07 0.53 0.50 2.05 1.92 1.76 2.39 2.11
9 0.04 0.26 0.26 1.01 0.38 0.36 0.43 0.40
10 0.03 0.23 0.22 0.89 0.85 0.83 1.03 0.99
11 0.04 0.34 0.27 1.01 0.49 0.38 0.57 0.44
12 0.03 0.25 0.24 0.90 0.86 0.85 1.07 1.02
13 0.09 0.73 0.74 2.73 1.03 0.99 1.17 1.12
14 0.09 0.60 0.55 2.38 2.28 2.20 2.69 2.63
15 0.09 0.73 0.72 2.72 1.06 0.99 1.22 1.16
16 0.09 0.58 0.58 2.42 2.29 2.24 2.68 2.63

17 0.02 0.13 0.12 0.51 0.18 0.16 0.22 0.18
18 0.02 0.14 0.12 0.53 0.48 0.41 0.54 0.46
19 0.02 0.19 0.11 0.51 0.40 0.22 0.43 0.26
20 0.02 0.13 0.12 0.53 0.49 0.44 0.61 0.51
21 0.06 0.32 0.31 1.64 0.50 0.44 0.65 0.51
22 0.06 0.49 0.38 1.68 1.50 1.19 1.75 1.35
23 0.06 0.50 0.42 1.63 0.74 0.65 0.86 0.72
24 0.06 0.48 0.45 1.67 1.48 1.26 1.64 1.42
25 0.02 0.17 0.17 0.68 0.25 0.24 0.31 0.28
26 0.02 0.20 0.19 0.67 0.63 0.61 0.75 0.70
27 0.03 0.25 0.16 0.68 0.46 0.27 0.49 0.31
28 0.02 0.19 0.20 0.67 0.63 0.62 0.74 0.71
29 0.07 0.45 0.46 1.98 0.67 0.64 0.77 0.74
30 0.07 0.56 0.52 1.94 1.80 1.64 2.27 1.88
31 0.07 0.61 0.54 1.98 0.86 0.79 0.99 0.92
32 0.07 0.55 0.57 1.96 1.82 1.72 2.12 1.95

33 0.02 0.16 0.14 0.59 0.23 0.19 0.32 0.21
34 0.02 0.16 0.12 0.63 0.59 0.47 0.69 0.56
35 0.02 0.17 0.14 0.59 0.24 0.20 0.29 0.22
36 0.02 0.16 0.13 0.62 0.58 0.47 0.70 0.56
37 0.05 0.36 0.32 1.43 0.52 0.44 0.66 0.52
38 0.05 0.38 0.31 1.54 1.44 1.17 1.77 1.43
39 0.06 0.40 0.35 1.45 0.57 0.49 0.70 0.54
40 0.05 0.38 0.30 1.53 1.43 1.17 1.78 1.40
41 0.02 0.13 0.13 0.55 0.20 0.18 0.26 0.22
42 0.02 0.14 0.13 0.56 0.54 0.51 0.74 0.62
43 0.02 0.14 0.14 0.56 0.21 0.19 0.27 0.22
44 0.02 0.15 0.13 0.59 0.56 0.53 0.68 0.60
45 0.05 0.35 0.34 1.41 0.52 0.49 0.59 0.56
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Another way to summarize the results about the rmse is to compute the ratios

rmseEBLUP/rmseZERO2F for all domains and the ten populations and compute quantiles of

these ratios. The results are shown in Table 3. Since the focus of this article is the

comparison of the EBLUP and ZERO-F, such a comparison is not carried out between SR

and SAE methods. We see the following results:

. In all cases there are at least some domains where the EBLUP is more accurate than

ZERO-F.

. In almost all cases, the 35% quantile is larger than 1, so ZERO-F is more accurate

than the EBLUP in at least 65% of the domains.

. In the cases with large sr;z (even numbers) and a nonzero fraction of around 0.5, the

differences between the domains are relatively small with a ten percent quantile of

between 0.96 and 1.03 and a 90% quantile between 1.05 and 1.2.

. In the cases of large residual variances s2
e;z and s2

e;nz and a nonzero fraction of around

0.5 (number 13 and 15), the differences between the domains are also relatively

small.

. For a nonzero fraction around 0.85 or 0.1, the differences between the domains are

generally larger, with two exceptions (small random effects qz;j and qnz;j and large

residual variance s2
e;z, nonzero fraction of around 0.85 (number 25 and 29).

. In many cases with small sr;z (odd numbers), the EBLUP is substantially more

accurate than ZERO-F for quite a large fraction of the domains (10% quantile smaller

than 0.9). These are often the cases where the mean gain of ZERO-F with respect to

the EBLUP over all domains is relatively large. This means that the gain in accuracy

in many domains has to be paid for with some substantial loss in accuracy in some

other domains.

3.4. Results for Domains

Table 3 shows that the gain in accuracy of ZERO-F with respect to the EBLUP sometimes

differs strongly between the domains. An analysis of the results for the domains shows that

in the situations with large sr;z (even numbered rows), the gain in accuracy of ZERO-F

generally depends strongly on the size of the random effects qz;j. The gain is larger in the

domains with the smallest (most negative) and/or the largest random effects. This gain is

Table 2. Continued.

Domains

No.

bias
6–50
SR

bias
6–50

EBLUP

bias
6–50

ZERO-F

rmse
6–50
SR

rmse
6–50

EBLUP

rmse
6–50

ZERO-F

rmse
1–50

EBLUP

rmse
1–50

ZERO-F

46 0.06 0.43 0.38 1.52 1.43 1.36 1.77 1.63
47 0.05 0.35 0.34 1.43 0.52 0.49 0.63 0.60
48 0.05 0.36 0.37 1.48 1.42 1.37 1.69 1.62
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Table 3. Quantiles, minimum and maximum of ratios rmse EBLUP and ZERO-F.

No. Min 10% 25% 35% 50% 65% 75% 90% Max

1 0.34 0.85 0.97 1.01 1.06 1.11 1.15 1.34 27.79
2 0.78 1.02 1.04 1.05 1.06 1.08 1.10 1.16 4.36
3 0.34 0.78 1.07 1.19 1.33 1.55 1.76 2.25 21.54
4 0.76 1.01 1.03 1.04 1.06 1.07 1.09 1.15 2.88
5 0.41 0.87 0.97 1.01 1.06 1.11 1.15 1.33 34.43
6 0.77 1.03 1.06 1.07 1.09 1.11 1.13 1.20 5.18
7 0.26 0.86 0.97 1.00 1.05 1.09 1.14 1.29 45.14
8 0.72 0.99 1.03 1.05 1.07 1.09 1.12 1.18 56.46
9 0.75 0.98 1.00 1.01 1.02 1.03 1.04 1.08 6.32
10 0.85 0.98 1.00 1.00 1.01 1.02 1.03 1.06 11.52
11 0.42 0.81 0.98 1.06 1.20 1.39 1.57 1.97 8.67
12 0.55 0.98 0.99 1.00 1.01 1.01 1.02 1.05 4.93
13 0.85 0.99 1.01 1.01 1.02 1.03 1.04 1.06 3.33
14 0.83 0.99 1.01 1.01 1.02 1.04 1.05 1.10 1.31
15 0.77 0.94 0.98 1.00 1.02 1.05 1.07 1.12 4.68
16 0.81 0.96 1.00 1.00 1.01 1.03 1.04 1.08 1.47

17 0.28 0.84 0.96 1.01 1.08 1.14 1.23 1.44 43.97
18 0.53 1.03 1.08 1.11 1.15 1.22 1.31 1.56 6.15
19 0.36 1.21 1.50 1.65 1.84 1.98 2.11 2.49 5.42
20 0.62 1.03 1.08 1.09 1.12 1.16 1.19 1.28 19.79
21 0.18 0.85 0.97 1.04 1.12 1.19 1.25 1.56 40.88
22 0.50 1.06 1.14 1.19 1.25 1.33 1.44 1.69 62.60
23 0.12 0.82 0.96 1.04 1.13 1.21 1.28 1.49 31.22
24 0.50 0.98 1.07 1.11 1.15 1.21 1.29 1.51 5.04
25 0.91 0.97 0.99 1.01 1.02 1.05 1.06 1.10 17.24
26 0.64 0.95 0.99 1.00 1.04 1.08 1.13 1.28 11.82
27 0.40 0.94 1.27 1.42 1.68 1.93 2.10 2.56 5.27
28 0.65 0.94 0.98 1.00 1.02 1.05 1.07 1.14 12.87
29 0.71 0.97 0.99 1.01 1.03 1.05 1.06 1.09 6.46
30 0.61 0.98 1.02 1.04 1.10 1.19 1.25 1.37 16.10
31 0.64 0.88 0.97 1.00 1.06 1.11 1.16 1.30 3.43
32 0.62 0.94 1.00 1.02 1.05 1.10 1.16 1.33 12.37

33 0.39 0.79 0.99 1.10 1.21 1.35 1.49 1.99 18.16
34 0.48 1.09 1.16 1.18 1.24 1.33 1.46 1.80 8.12
35 0.16 0.80 0.96 1.08 1.20 1.34 1.48 1.97 18.84
36 0.52 1.07 1.14 1.17 1.23 1.33 1.42 1.75 4.21
37 0.13 0.76 0.95 1.03 1.14 1.25 1.37 1.90 11.24
38 0.51 1.07 1.13 1.16 1.23 1.34 1.51 1.85 5.12
39 0.11 0.76 0.94 1.02 1.13 1.27 1.38 1.85 9.72
40 0.43 1.06 1.13 1.15 1.21 1.34 1.52 1.76 5.97
41 0.45 0.88 0.94 0.98 1.01 1.06 1.09 1.22 6.51
42 0.60 0.95 1.00 1.02 1.08 1.17 1.22 1.35 6.02
43 0.59 0.85 0.94 1.00 1.06 1.11 1.18 1.37 8.00
44 0.61 0.96 1.00 1.02 1.08 1.15 1.21 1.34 4.13
45 0.64 0.90 0.96 0.98 1.01 1.05 1.08 1.17 3.00
46 0.55 0.95 0.99 1.01 1.06 1.12 1.18 1.31 4.81
47 0.61 0.85 0.92 0.96 1.01 1.07 1.12 1.27 2.26
48 0.54 0.95 0.99 1.01 1.05 1.11 1.16 1.27 3.16
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caused by both a smaller bias and a smaller standard deviation of ZERO-F in these

domains. In situations with around 50% nonzero target variables, the gain in accuracy is

similar in the domains with the smallest and the largest random effects. In situations with

around 85% nonzero target variables, this gain is larger in the domains with the largest

random effects. In situations with around ten percent nonzero target variables, it is the

opposite. This is demonstrated for three situations in Table 4. There, for three groups of

domains, the mean rmse is computed over the selected domains and over the ten created

populations for each situation. This is done for both the EBLUP and the ZERO-F.

The column ‘Ratio domains 1–10’ shows the ratio of both values for the ten domains

with the smallest (most negative) random effects qz;j. The same ratio for the ten domains

with the largest random effects is given in the column ‘Ratio domains 41–50’ and the ratio

for the other 30 domains is computed in column ‘Ratio domains 11–40’. For the other

situations with large sr;z, similar results are found. However, sometimes the pattern is

disturbed due to coincidences in the domains.

In the situations with small sr;z (odd numbers), there is no visible influence of the size of

the random effects qz;j on the gain in accuracy in the domains of ZERO-F with respect to

the EBLUP. In a few cases, a similar dependency on the size of the random effects qnz;j is

visible. The gain in accuracy of ZERO-F with respect to the EBLUP does not depend

strongly on the domain size. The gain in accuracy of both SAE methods with respect to the

design-based SR decreases with increasing sample size, a rather general phenomenon in

small-area estimation.

In many situations with small sr;z, the differences between the domains cannot be

explained by domain size or the size of the random effects.

The results for the domain where the 0.9 quantile of the vector x is added are special in

many cases. There, the rmse of the EBLUP and the SR are similar, and the rmse of the

ZERO-F is smaller, whereas in most of the other domains, the rmse of the EBLUP is

smaller than the one of the SR.

3.5. Results for Larger Populations and for Correlated Random Effects

The simulations for the first four situations are repeated for larger populations

(N ¼ 180,000) and larger samples (n ¼ 6,000). The results for these simulations are

similar to those for the smaller populations and samples discussed in the previous

subsection and are therefore not included in detail. As expected, the possible gain in

accuracy by using SAE methods instead of the SR is smaller when the sample size

increases. The gain in accuracy of ZERO-F with respect to the EBLUP is more or less

equal to that with smaller sample sizes.

Table 4. Ratio mean rmse EBLUP and ZERO-F over the ten created populations and over groups of domains,

ordered by size of random effects qz;j.

No.
Fraction
nonzeros

Ratio
domains 1–10

Ratio
domains 11–40

Ratio
domains 41–50

2 0.50 1.10 1.05 1.08
18 0.83 1.09 1.15 1.43
34 0.16 1.60 1.23 1.12
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Furthermore, the simulations for the first four situations are repeated with correlated

random effects qz;j and qnz;j. The results are shown in Table 5 (for correlation 0.5) and

Table 6 (for correlation 0.9). The accuracy of the SR is, as expected, not affected by this

correlation. The effect on the accuracy of the EBLUP and ZERO-F is also small. Only for

the EBLUP in Situation 3 is there some loss in accuracy, compared with the situation with

uncorrelated random effects (Table 2). Despite the model misspecification of ZERO-F (by

ignoring the correlation), the improvement of the accuracy by ZERO-F instead of the SR

is of the same order as in the situation where the correlation is zero. Nevertheless, it can be

useful to investigate ZERO with modelling the correlation in order to achieve an

additional gain in accuracy. However, in the example of Pfeffermann et al. (2008) the

improvement in accuracy by using this more complex model is very small.

3.6. Results for Bayesian Approach

Finally, the simulations for the first four situations are repeated with ZERO-B. For these

simulations, a single population is created for each situation, the number of runs in the

simulations being 1,000. The mean absolute bias, mean sd and mean rmse over the

domains of ZERO-F and ZERO-B are shown in Table 7. The general conclusion is that the

accuracy of both approaches is very similar. The bias is slightly reduced with the Bayesian

approach, whereas the sd is slightly increased.

Figures 1 and 2 show boxplots of the model-based rmse based on the MCMC

simulations for all 1,000 runs of the simulation for Situations 1 and 2. For Situations 3 and

4 similar results were obtained, so these results are omitted. The simulation rmses,

Table 5. Mean absolute bias and mean rmse, correlation 0.5.

Domains

No.

bias
6–50
SR

bias
6–50

EBLUP

bias
6–50

ZERO-F

rmse
6–50
SR

rmse
6–50

EBLUP

rmse
6–50

ZERO-F

rmse
1–50

EBLUP

rmse
1–50

ZERO-F

1 0.03 0.21 0.21 0.78 0.30 0.28 0.35 0.32
2 0.03 0.19 0.18 0.74 0.70 0.65 0.80 0.76
3 0.03 0.29 0.22 0.78 0.47 0.31 0.53 0.36
4 0.03 0.18 0.19 0.75 0.71 0.67 0.89 0.81

Table 6. Mean absolute bias and mean rmse, correlation 0.9.

Domains

No.

bias
6–50
SR

bias
6–50

EBLUP

bias
6–50

ZERO-F

rmse
6–50
SR

rmse
6–50

EBLUP

rmse
6–50

ZERO-F

rmse
1–50

EBLUP

rmse
1–50

ZERO-F

1 0.03 0.24 0.24 0.78 0.33 0.30 0.40 0.35
2 0.03 0.18 0.19 0.74 0.70 0.66 0.86 0.77
3 0.03 0.29 0.22 0.78 0.48 0.31 0.52 0.35
4 0.03 0.16 0.19 0.75 0.71 0.67 0.91 0.84
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computed with (12), are added to the figures. Again, there is a large difference between the

situations with large and small sr;z. For large sr;z (Situation 2, Figure 2), the model-based

rmse tracks the simulation rmse very well. In those cases, the variation of the model-based

rmse is quite small (except for the smallest domains) and the bulk of the distribution is

positioned closely around the simulation rmse. If sr;z is small (Situation 1, Figure 1), the

bulk of the distribution of the model-based rmse often deviates from the simulation rmse.

The model-based rmses do not vary much over the domains in these cases, whereas the

simulation rmses do. Nevertheless, the model-based rmses are of the same order of

magnitude as the simulation rmses and can therefore be useful as an indication for the

accuracy of the estimates, even in a repeated sampling sense.

4. Simulation with Dutch HBS Data

4.1. Design of HBS

The aim of the Dutch Household Budget Survey (HBS) is to measure the expenditures of

households. Some of these expenses are on a regular basis, for example often the same

amount of money is paid every month for rent and insurance premiums. Other expenses

are quite regular, although with varying amounts of money spent. This often concerns

cheaper products; for example, food is bought almost every week. Finally, there are also

Table 7. Bias, sd and rmse of ZERO-F and ZERO-B, mean over the domains, for bias mean of absolute values.

No. freq bias mcmc bias freq sd mcmc sd freq rmse mcmc rmse

1 0.239 0.231 0.162 0.172 0.307 0.308
2 0.222 0.217 0.644 0.648 0.714 0.715
3 0.255 0.248 0.208 0.215 0.350 0.351
4 0.234 0.229 0.660 0.664 0.735 0.735

1

1.2

1.0

0.8

0.6

0.4

0.2

0.0

4 7

rm
se

10 14 18 22
Domains

26 30 34 38 42 46 50

Fig. 1. Boxplots of MCMC estimates for rmse of ZERO-B from 1,000 simulation runs and rmse based on

simulation (diamonds), Situation 1.
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expenses that are more rare, for example furniture or clothes. These products are often, but

not always, relatively expensive. Therefore, the HBS considers three kinds of expenditures

which are measured in different parts of the survey. In this simulation we consider three

kinds of expenditures, mainly measured in the part “large expenditures”. In this part, the

responding households keep a diary of their expenditures over e20.

The HBS has been redesigned repeatedly with the aim to increase response rates and

decrease costs. Since 2012, the diary for large expenditures has been kept for a period of

four weeks. For the simulation, data from the period 2005–2010 is used. In those years, the

diary for large expenditures was kept for three months. To approximate the current design

as far as possible, we use periods of one month in the simulation, in which each original

sample household with expenditures over three months is considered as three independent

sample households with expenditures over one month.

Data from 2005–2010 are combined in a single dataset of N ¼ 100,000 households with

expenditures for one month. The expenditures are corrected for inflation to have

comparable prices over the years. This artificial population can be considered a

representative sample from the population of Dutch households. The complete Dutch

population consists of more than seven million households. The artificial population is

chosen to be smaller for computational reasons.

Based on the HBS, household expenditures are published for the entire country and for

different classifications in subpopulations. In this article, we consider a classification in

m ¼ 11 types of households. Table 8 shows these domains and their sizes in the artificial

population. In the simulation, samples of size n ¼ 5,000 are drawn by simple random

sampling without replacement. Complications caused by different response probabilities

which occur in practice are avoided. In the simulation 3,000 samples are drawn.

In the simulation, the expenditures for clothes, men’s clothes and motor fuel are used as

target variables. All three variables contain substantial amounts of zeros. This is partly

because the households had no expenditures of this kind in the considered month, and

1 4 7 10 14 18 22
Domains

26 30 34 38 42 46 50
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Fig. 2. Boxplots of MCMC estimates for rmse of ZERO-B from 1,000 simulation runs and rmse based on

simulation (diamonds), Situation 2.
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partly because they do not have expenditures of this kind at all. For example, households

with only female members generally do not buy men’s clothes and households without a

car or a motorcycle do not buy motor fuel.

Table 9 shows the percentages of nonzero expenditures, the means of the nonzero

expenditures, and the overall expenditure means for the three target variables and the

eleven household types. There are substantial differences between the domains. These

differences suggest that substantial random effects can be expected. However, part of the

differences may be explained by other auxiliary variables used in the models.

For the considered estimators (SR, EBLUP, and ZERO), the same auxiliary information

is used. This is a combination of different socio-economic variables. Income is the only

continuous auxiliary variable; furthermore, categorical variables about the source of

income of the main wage earner, the housing situation (owner or tenant) are used. Since

the expenditures vary over the course of the year, quarter is also added.

Table 8. Population size per type of household in artificial population of 100,000 households.

No. Description Population size

1 single man, younger than 65 years 12,976
2 single man, 65 years or older 2,985
3 single woman, younger than 65 years 11,176
4 single woman, 65 years or older 8,141
5 couple, main wage earner younger than 65 years 18,781
6 couple, main wage earner 65 years or older 10,514
7 couple with child(ren), all children younger than 18 years 19,803
8 couple with child(ren), at least one child 18 years or older 8,020
9 one-parent family, all children younger than 18 years 4,006
10 one-parent family, at least one child 18 years or older 2,291
11 other households 1,307

Table 9. Percentage nonzero expenditures, mean of nonzero expenditures and overall mean for three target

variables and eleven household types.

Percentage Mean of nonzeros Mean expenditure

No. Clothes
Motor
fuel

Men’s
clothes Clothes

Motor
fuel

Men’s
clothes Clothes

Motor
fuel

Men’s
clothes

1 23 46 22 134 99 136 31 45 29
2 21 57 20 111 71 111 24 40 22
3 40 41 0.7 109 75 89 43 30 0.6
4 35 28 0.6 114 55 75 39 15 0.5
5 47 73 22 164 109 136 76 79 30
6 40 70 17 142 78 111 57 54 19
7 56 73 20 160 113 130 89 82 26
8 56 76 27 164 121 126 92 92 33
9 44 53 3.5 105 86 94 46 45 3.3
10 42 61 9.5 124 89 110 52 54 10
11 44 64 18 158 110 128 69 71 23
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The accuracy of the estimates slightly depends on the auxiliary information, as was

investigated in a preliminary study (details not presented). However, the main results do

not change, as long as the model is not overfitted.

As in Section 3, the point estimates of ZERO-F and ZERO-B are very similar.

Therefore, only the results under ZERO-B are presented. In Subsection 4.2 the point

estimates are discussed, and in Subsection 4.3 results for the mse estimates as well as

credible intervals are presented.

4.2. Point Estimates

The rmses for the different estimators for the target variable clothes are shown for the

eleven domains in Figure 3. The results are mixed: for each estimator, there is at least one

domain where this estimator has the largest rmse. On the other hand, the SAE methods are

more accurate than the SR for a majority of the domains. This is most clear for ZERO-B

which is more accurate than the SR for all but one domain. The Domains 1 and 2 (single

men, younger than 65 years/65 years and older) are special for clothes, since these

households do not buy many clothes (compare Table 9). ZERO-B can handle these

domains better than the EBLUP. The results for men’s clothes and motor fuel are similar

and therefore not shown in figures. There, other domains are special due to very small

expenditures in these domains. For men’s clothes, these are Domains 3, 4, and 9 (single

women, younger than 65 years/65 years and older, one-parent family, all children younger

than 18 years), where again ZERO is more accurate than the EBLUP. For motor fuel, it is

2 4 6 8 10

0

5

10

15

Clothes

Domains

R
m
se

Fig. 3. Root mse of three estimators with four different fixed effects for clothes (triangle: SR, star: EBLUP,

diamond: ZERO-B).
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Domain 4 (single women, 65 years and older). There, however, the EBLUP and ZERO-B

have a similar rmse, which is much larger than the rmse of the SR.

To summarize the results, the mean of the rmse and the mean of the relative rmse over

the domains are computed. Since the relative rmse for Domain 3 and 4 is extremely large

for men’s clothes, for this variable the mean relative rmse is also computed with these

domains excluded. The results are shown in Table 10. Based on this table, it can be

concluded that ZERO-B is the most accurate estimator. The fact that the mean relative

rmse of ZERO-B is almost equal to the one of the SR for men’s clothes (Column 5 and 7) is

caused by the extremely large values for Domain 3 and 4 (compare the numbers between

brackets). The EBLUP is also more accurate than the SR, but the possible gain is smaller

than the one achieved by using ZERO-B. The possible gain in accuracy also varies

between the target variables.

4.3. mse Estimates and Coverage

Figure 4 compares the model-based rmse obtained from the MCMC simulation computed

using (11) with the design-based rmse based on the simulation for the variable clothes.

Even though the two rmse concepts are quite different, it can still be useful to have good

frequentist properties of the model-based rmse and of model-based intervals. In most

domains the model-based rmse is on average somewhat larger than the simulation rmse.

Table 10. Mean rmse (first three columns), mean relative rmse with all domains included (Columns 5–7) and

mean relative rmse with Domains 3 and 4 excluded (Columns 5–7, between brackets) for three variables.

rmse rel. rmse

Fixed SR EBLUP ZERO-B SR EBLUP ZERO-B

Clothes 6.294 5.570 4.900 0.125 (2 ) 0.130 (2 ) 0.097 (2 )

Men’s clothes 3.530 3.295 2.945 0.372 (0.239) 0.675 (0.238) 0.369 (0.183)

Motor fuel 3.834 3.432 3.284 0.074 (2 ) 0.072 (2 ) 0.068 (2 )

1 2 3 4 5 6 7 8 9 10 11
Domains

15

10

5

rm
se

Fig. 4. Boxplot of MCMC estimates for root mse and rmse based on simulation (diamonds), clothes.
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For Domain 8 it is smaller on average. Nevertheless the model-based rmse seems a useful

measure of accuracy for the domain estimates, even in a repeated sampling sense. For the

other two variables, no figures are shown because the results are similar.

The coverages of 95% highest posterior density intervals are shown in Table 11 for all

three variables. Most coverages are not very far from 95%, although some undercoverage

and overcoverage occurs depending on the domain and the variable of interest. Intervals

based on the normal approximation using the model-based mse have also been computed.

They are quite similar to the highest posterior density intervals, although slightly wider,

and in almost all cases their coverages are close to those for the highest posterior density

intervals.

5. Conclusion

Model-based small-area estimation (SAE) can be considered as an alternative to

approximately design-unbiased estimation if the sample size is too small for producing

reliable design-based estimates. Zero-inflated target variables occur in many surveys by

national statistical institutets. Therefore, in this article three SAE methods are compared

with each other and with a design-based estimator in a simulation study using zero-inflated

variables. The first SAE method is the EBLUP (Rao 2003), which is the most common

SAE method but ignores zero inflation. The second and third SAE method, developed by

Pfeffermann et al. (2008) and Chandra and Sud (2012), take the zero inflation explicitly

into account. They are based on the same models but use the Bayesian and the frequentist

approach respectively. They result in similar point estimates and are referred to in

abbreviation as ZERO. The general conclusion is that in the case of zero-inflated variables,

an improvement of accuracy can be achieved with all SAE estimators compared with

design-based methods. So the performance of the EBLUP is often satisfactory even though

the model of the EBLUP is misspecified since it ignores the zero inflation. Generally

ZERO is more accurate than the EBLUP. In a simulation with artificial populations, the

properties of the populations can be controlled. There, ZERO is less model misspecified.

The amount of improvement in accuracy of ZERO compared with the EBLUP depends on

the properties of the entire population and the domains. In some populations, the

improvement is negligible; in others, it is substantial. In all considered simulations, there

are also some domains where the EBLUP is more accurate than ZERO.

The accuracy of the point estimates of ZERO under the frequentist approach or under

the Bayesian approach is almost equal, which means that the statistician’s taste can be the

Table 11. Coverage for 95% highest posterior density intervals.

Domain

1 2 3 4 5 6 7 8 9 10 11

Clothes 96.4 97.7 99.3 98.4 91.6 96.1 95.3 89.6 99.5 99.3 99.2
Men’s

clothes
90.0 94.4 97.4 96.9 92.7 98.5 93.4 96.6 98.2 98.6 96.3

Motor fuel 95.4 99.5 98.6 97.0 95.4 98.8 94.9 93.5 96.3 98.5 97.0
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deciding factor. A disadvantage of the Bayesian approach is that the computation time is

higher, while an advantage is that information about the accuracy of the estimates follows

directly. For the frequentist approach, no formula for the mean squared error has been

developed so far. Parametric bootstrapping can be applied as proposed by Chandra and

Sud (2012), which is also computationally intensive. The mean squared error estimates

under the Bayesian approach do not always track the simulation error accurately.

However, the mean squared error estimates seem to be useful as an indication of accuracy.

In a second simulation, real data of the Household Budget Survey (HBS) of Statistics

Netherlands are used. The considered target variables, expenditures for three products, are

zero inflated. In this simulation, the properties of the population cannot be controlled.

Model misspecification is now more pronounced for ZERO since this estimator takes only

one particular deviation from normality (zero inflation) into account, but no other possible

deviations. Nevertheless, ZERO is the most accurate estimator for the majority of the

domains. Contrary to the first simulation, in the simulation with HBS data there are some

domains where the design-based estimator is substantially more accurate than ZERO.

Such domains are very rare in the simulation with artificial data. Further results of both

simulations are similar.

ZERO as used in this paper assumes a normal distribution of the nonzero part of the

population. This assumption is not quite met in our application to the HBS. A suitable

transformation applied to the target variable, as described in Dreassi et al. (2012) and

Chandra and Chambers (2011a), could improve the model and the estimates. Furthermore,

a model that replaces the normal distribution for random effects by one with wider tails

might be able to better accommodate outlying random effects to prevent overshrinkage. In

the continuation of this research, these potential improvements can be implemented and

the results can be compared with those in this paper. Other research questions are how the

estimators work if a complex design of the survey and different response probabilities

must be taken into account.
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Dead or Alive? Dealing with Unknown Eligibility
in Longitudinal Surveys

Nicole Watson1

Longitudinal surveys follow people over time and some of these people will die during the life
of the panel. Through fieldwork effort, some deaths will be reported or known, but others will
be unobserved due to sample members no longer being issued to field or having inconclusive
fieldwork outcomes (such as a noncontact that is not followed by a contact at a later wave).
The coverage of deaths identified among sample members has flow-on implications to
nonresponse correction. Using the Household, Income and Labour Dynamics in Australia
(HILDA) Survey, four methods are used to examine the extent of missing death reports. The
first method matches the sample to the national death register. The second method uses life-
expectancy tables to extrapolate the expected number of deaths among the sample with
unknown eligibility. The third method is similar but models deaths from data internal to the
survey. The fourth method models deaths as part of the attrition process of a longitudinal
survey. The last three methods are compared to the first method and the implications for the
construction of balanced panel weights and subsequent population inference are explored.

Key words: HILDA Survey; death register; life-expectancy tables; survival model; weighting
methods.

1. Introduction

Both cross-sectional and longitudinal surveys have some sample units with unknown

eligibility that need to be addressed in some way. In the population frame used to select the

sample in a cross-sectional survey, or the first wave of a longitudinal survey, some units

will be out of scope. For example, in an area-based frame some dwellings may be empty or

may contain people that are not in scope of the survey. Sometimes it may not be possible to

make contact with the occupants of a dwelling to ascertain whether they are in scope or

not, or indeed if there is anyone resident at that address at all. Survey practitioners tend to

focus on high contact rates to ensure the group of units with unknown eligibility is

reasonably small.

In a longitudinal survey, the situation is more complex. A sample is selected at one point

in time and then is periodically interviewed over a number of years or even decades. While

q Statistics Sweden
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eligible to be interviewed at the start of the panel, some sample members will die or move

abroad during the life of the panel and thus become ineligible to be interviewed at a later

wave. Through fieldwork effort, the eligibility of some sample members will be reported

or known while others will be unobserved due to sample members no longer being issued

to field or having inconclusive fieldwork outcomes (such as a noncontact not followed by a

contact in a later wave). The total number of noncontacts grows each wave, mainly due to

cases being lost or not being issued to field, and some of these sample members will be out

of scope. To illustrate, the Household, Income and Labour Dynamics in Australia

(HILDA) Survey is a household-based longitudinal survey that began in 2001. By Wave

13 (conducted in 2013), 25% of the 13,969 Wave 1 respondents were not contacted: four

percent were lost following a move (the majority of whom were lost by Wave 3), 20%

were not issued to field as a result of a prior refusal or permanent health condition that

makes them unable to participate, and 0.4% were issued to field but the interviewer could

not make contact. Figure 1 shows the development of these different noncontact categories

over time.

The coverage of deaths and moves abroad identified among sample members has

important implications for nonresponse correction in constructing sample weights. Many

longitudinal surveys provide data users with a range of weights, both cross-sectional and

longitudinal, reflecting the different populations to be represented for different analytic

objectives and the sample cases that can contribute to these estimates (Lynn 2009). For

example, many longitudinal analyses for the period from Wave 1 to Wave t are concerned

with individuals living in the population throughout that time, so would exclude people who

have died or moved abroad since Wave 1. Some analyses may be concerned with individuals

living in the population in Wave 1 who subsequently died by Wave t. Other analyses may

focus on individuals that move abroad after Wave 1. Without appropriately accounting for

whether sample members with unknown eligibility have died or moved abroad after Wave 1,

longitudinal estimates (and cross-sectional estimates post Wave 1) may be biased.

This article examines what impact unknown deaths have on estimates relating to the

population in Wave 1 who die by Wave t as well as estimates for individuals living in the
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Fig. 1. Outcomes of Wave 1 respondents (n ¼ 13,969).
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population in Wave 1 through to Wave t. The focus is on deaths, rather than moves abroad,

for several reasons:

i) it is the larger of the two groups (there were 243 Wave 1 respondents reported to

have moved overseas by Wave 13 compared to 1,038 Wave 1 respondents who had

died),

ii) it is an absorbing state so can only grow over time, and

iii) linked survey and administrative death data can provide a benchmark to which

alternative weighting methods can be compared.

This analysis of unknown deaths will help inform how other types of unknown eligibility

can best be handled in the weighting process.

In the construction of weights for responding sample members in cross-sectional

surveys, cases with unknown eligibility may be addressed by a separate (usually simple)

step in the weighting process to adjust for different eligibility rates among certain classes

of the sample (Valliant et al. 2013, 315). Alternatively they may be handled in the

response-propensity adjustments, or implicitly by benchmarking the responding sample to

known population totals relating to eligible members in the population. In a similar way,

multiple methods exist for calculating response rates in the presence of unknown

eligibility. The proportion of eligible cases among those with unknown eligibility is

assumed to be 0, 1 or some fraction based on known cases or external data sources. As yet

there are no recommendations as to the preferred approach for dealing with unknown

eligibility (Smith 2009).

A variety of practices have also been adopted by panel studies to adjust for unknown

deaths in the construction of weights for the balanced panel from Wave 1 to Wave t.

Typically general population studies make no adjustment for unknown deaths, as appears

to be the case for the German Socio-Economic Panel (Kroh 2013), the British Household

Panel Survey (BHPS) (Taylor 2010), and the Swiss Household Panel (Weaver 2011).

There are three notable exceptions, though each have taken a different approach. First, the

US Panel Study of Income Dynamics (up to 1993) used life tables from the US Census

Bureau to predict the deaths of noncontacted sample members (Gouskova et al. 2008).

From 1993, they assumed that all new nonrespondents were alive, presumably due to very

high contact rates. Second, the Canadian Survey of Labour and Income Dynamics applies

a nonresponse adjustment to known deaths, although they are not included in the

nonresponse modelling to calculate the size of the adjustment (LaRoche 2007). Third, up

until 2013 the HILDA Survey counted known deaths as a response in the nonresponse

modelling process in constructing the weights (Watson 2012), an approach which is

suggested by Kalton and Brick (2000). In 2014, the HILDA Survey sample was matched to

the national death register (Watson and Summerfield 2014). Longitudinal studies of older

individuals have more to gain from matching their samples to national death registers, as

this provides the opportunity to gather additional information about the cause of death

along with the exact timing. This is done for the US Health and Retirement Study

(Hayward undated; HRS undated). Some other ageing studies take a different approach.

The Survey of Health, Ageing and Retirement in Europe benchmarks the longitudinal

sample to mortality-adjusted benchmarks (SHARE 2013). The English Longitudinal

Study of Ageing does not appear to make any correction for unknown deaths (Scholes et al.
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2008). Longitudinal studies of children are likely to ignore the issue of unknown deaths as

the number of missing deaths is likely to be very small (see, for example, Hawkes and

Plewis 2006, for an analysis of the UK National Child Development Study).

There appears to only be one study that has looked explicitly at the impact of adjusting

for unknown eligibility on weighted estimates in a longitudinal survey. Sadig (2014)

estimated and applied an adjustment factor to BHPS response-propensity-corrected

weights. This adjustment factor was calculated as the ratio of the survival rate in the

population (obtained from official statistics) to the survival rate in the (unweighted)

sample for each sex and age group (with nine age categories). He found that the adjusted

weights reduced both the mean and standard deviation of the weights (as older respondents

were receiving higher weights than they ought prior to the adjustment). The adjustment

also resulted in sizeable differences to population estimates of subjective health status

and some differences to regression coefficients of a model of self-reported health. This

approach makes two assumptions that may be violated to some degree. The first is that all

individuals in the sample are equal. Despite the initial sample having an approximately

equal probability of selection design, there were certainly differences in the probabilities

of response in the first wave (Taylor 2010). The second assumption is that the sample has

the same survival probabilities as the population, which may not be accurate in early

waves because the sample was selected from private dwellings (and excludes people living

in institutions such as nursing homes). It will be more accurate the longer the timeframe

involved (Sadig’s paper reported on the 18-year panel).

How many deaths are missing from the part of the sample that is no longer contacted?

What is the best way to adjust for these deaths in constructing weights for the balanced

panel from Wave 1 to Wave t? How do these missing deaths and weighting methods affect

estimates for the population that die between Wave 1 and Wave t? How do they affect the

estimates for individuals living in the population in Waves 1 through to Wave t? To

answer these questions, data from the HILDA Survey is used. The HILDA Survey began

with an approximately equal probability sample selected from private dwellings across

Australia. The sample is clustered to allow for face-to-face interviewing. The Wave 1

household-level response rate was 66% (96% contact rate and 68% response rate given

contact). Sample members are followed and those aged 15 and older are interviewed

annually, collecting a broad range of socioeconomic data. While people living in

nonprivate dwellings (i.e., institutions such as nursing homes) are excluded from the Wave

1 sample, sample members who move into nonprivate dwellings in Wave 2 or later are

followed and interviewed. The sample is extended to include people who join a sample

member’s household for as long as they are co-resident, though some of these people are

converted to permanent sample members (such as new births to permanent sample

members). Four different methods to adjust for unknown deaths in a longitudinal survey

are examined in this article. The first method matches the sample to the national death

registry, and as a high match rate is achieved, this method serves as the gold standard to

which the other methods are compared. The second method uses life-expectancy tables to

extrapolate the expected number of deaths in the original sample over time. The third

method models survival time from the observed sample and applies this to the

nonresponding sample. The fourth method includes known deaths as responses in the

nonresponse adjustment process over time. To assess the performance of each method
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against the death-register matching method, the number of deaths, the timing of these

deaths, and the sociodemographic characteristics of those who die are compared. Various

population estimates and model estimates are also compared for individuals living in the

population from Wave 1 to 13, as these estimates may be impacted by differences in the

portion of the Wave 1 population that is removed due to death by Wave 13.

The article proceeds as follows. Section 2 describes the four methods in detail. Section 3

compares the number and composition of actual and estimated deaths under each method.

Section 4 examines the balanced panel weights produced and the implications for

estimation are outlined in Section 5. Section 6 concludes the article.

2. Methods to Account for Deaths

This section describes four alternative methods for estimating the number of unknown

deaths in the sample. The first three methods seek to identify or impute deaths in the part of

the sample that is no longer contacted. The fourth method weights up the known deaths to

allow for unknown deaths.

2.1. Method 1: Matching to Death Register

Following the twelfth wave of data collection, the HILDA Survey sample was matched to

the national death register. A name-based probabilistic linking strategy was used which

matched on name (first name and surname), date of birth and sex (Australian Institute of

Health and Welfare 2011). A series of passes were made over the data to allow for

variations in the recorded data. Match weights were assigned to linked records based on

how closely the records matched: high weights indicate the matched pairs have exact or

very similar data and low weights indicate they have very different data. The main

contribution to the match weight is made by the names, based on how common each name

is and how close the names are in the matched pair. An agreement in day, month, year, or

sex increases the weight by 1 for each component and a disagreement in day, month, or sex

decreases the weight by 1 for each component. The weight is decreased by 1 for each year

the date of birth disagrees. The weights are used to decide between multiple matches and

the higher-weighted match is taken. The weights are also used to decide when a match is

likely. To determine the cutoff point to use, the distribution of the match weights for the

sample known to be alive in Wave 12 (i.e., they were part of a responding household) is

compared to the known dead sample (i.e., reported to be dead in Wave 12 or earlier).

Figure 2 shows the distribution of the match weights for the known live sample (grey line),

the known dead sample (black line), and also the entire sample (dashed grey line). As an

example, there were 1,191 matched records with a match weight of 11. This is made up of

863 cases among the known live sample at Wave 12, four cases among the known dead

sample, and 324 cases where it was unknown whether they were dead or alive (this last

group is not shown as a separate line on the graph). Almost all (98%) sample members

whose status is known that have a match weight of 29 or more are known deaths. By

comparison, for those sample members with a known status that have a match weight of 21

or less, only 0.5% are known deaths. As a result, the matches with a match weight above

21 were clerically reviewed for consistency with the date of last contact. Overall, 95% of

the known (or reported) deaths could be matched to a death-register record. Included in
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this number were eight known deaths that had a match weight below 22 (amounting to

0.7% of all known deaths). Of the five percent of known deaths that could not be matched,

the main reasons were as follows:

. they had died overseas,

. the surname did not match (and was not close), and

. the date of birth was not close.

This method adds a total of 265 (unweighted) deaths of Wave 1 respondents to the datasets

by Wave 13, representing a 26% increase in the number of deaths recorded. This also

increases the response rate of Wave 1 respondents re-interviewed in Wave 13 (excluding

those considered out of scope in Wave 13) from 65% to 67%.

Matching to the death register will be superior to the other methods if the match rate is

high. As the match rate of reported deaths to the death register is high for the HILDA sample,

this method is used as the gold standard against which the other methods are compared. This

method is more costly and time-consuming (in terms of the clerical work to review matches)

than the other methods and may not be able to be undertaken every wave.

2.2. Method 2: Using Life Tables

The second method employs age- and sex-specific death rates from life tables produced

annually by the Australian Bureau of Statistics (ABS 2014). These death rates are the

proportion of deaths that occur between exact age x and x þ 1, and is denoted as px. To

apply these death rates to the HILDA sample where a sample member is aged x years and

m months at the date of last contact, a weighted combination of and px and pxþ1 is used.

That is, the probability that a person aged x years and m months at Wave t dies between

Wave t and t þ 1 is:

ptxm ¼
ð12 2 mÞ

12
px þ

m

12
pxþ1
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Fig. 2. Death-registry match weights, all match pairs.
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These rates are used to calculate the probability of a death between Wave t and t þ n for a

person aged x years and m months at Wave t as:

ptnxm ¼ ptxm þ
Xn21

j¼1

ptþj;xþj;m

Yj21

k¼0

1 2 ptþk;xþk;m

� �

That is, the probability of a death between Wave t and t þ n is the sum of the probability

of death between Wave t and t þ 1, the probability of death between Wave t þ 1 to

t þ 2 for those who survive to Wave t þ 1, the probability of death between Wave t þ 2

to t þ 3 for those who survive to Wave t þ 2, and so on.

These rates of death are applied from the last wave in which a sample member is part of

a responding household (where the household roster has been completed and at least one

person has been interviewed). Each person is assigned a random number from the uniform

distribution and is flagged as an imputed death in Wave n if the random number is below

ptnxm. An alternative would be to assign death from the wave of last contact with a sample

member (i.e., those lost to tracking, not issued, and issued but not contacted), but the

interviewer may not speak with the sample member directly as this contact could have

been with another member of the household or with some other person and the eligibility

of the sample member may not have been ascertained. This method adds 279 deaths of

Wave 1 respondents to the datasets by Wave 13, representing a 27% increase in the

number of deaths recorded.

The life-table method is a relatively simple method to apply; however, life tables

usually reflect survival rates in the population as a whole irrespective of whether the

individuals live in institutions or not. If the sample has been selected in such a way as to

exclude people living in institutions (as is often the case) or if the following rules preclude

following people into institutions, then the general population survival rates may be too

low (and the death rates too high) when applied to the sample in the short term.

2.3. Method 3: Model Deaths Explicitly

The third method uses the deaths observed through the fieldwork to model the survival

curve for sample members. By using the available survey variables, it may be possible to

predict deaths more accurately than by just using age and sex alone as in Method 2.

Survival time of Wave 1 sample members is modelled as a Weibull proportional hazards

model. Sample members are designated to be alive, dead, or right censored (when the sample

is not known to be either alive or dead). The survival time t for individual j is modelled as:

SjðtÞ ¼ exp 2expðXjbÞt
p
j

n o

where X is the matrix of covariates, b is the vector of fitted coefficients and p is the Weibull

shape parameter estimated from the data. Models for males and females are built separately.

For each, a model for those belonging to a Wave 1 responding household (where only some

basic information is available) is constructed and another for Wave 1 respondents (for whom

more detailed information is available). The covariates considered for sample members

belonging to a responding household are age, presence of long-term health condition,

whether married/de facto married, and employment status. The covariates for Wave 1
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respondents includes similar variables from the individual interview together with education

and occupation. The models are unweighted, as the aim is to predict deaths in the sample

rather than the population. If certain segments of the population had been oversampled (for

example, immigrants), then variables could be included in the model or separate models

could be developed to reflect this. This is not the case for the HILDA Survey and including

weights make little difference to the results.

The fitted models are used to estimate the time to death for sample members in the last

wave in which they are part of a responding household and were not known to have died

at a later wave. The characteristics used for these sample members are those collected

in the last responding wave. Each person is given a random number from the uniform

distribution and when that number exceeds the predicted probability of survival in Wave

t þ n, the sample member is assumed to have died in Wave t þ n. This method adds 262

deaths of Wave 1 respondents to the datasets by Wave 13, representing a 24% increase in

the number of deaths recorded.

It is expected that by modelling deaths from the data internal to the survey, the

limitations of the life-table method (Method 2) will be overcome. It should more

accurately predict deaths in samples that do not align with the overall population (to which

the life tables relate). It should also more accurately reflect the sociodemographic

characteristics of those that die as it uses other characteristics besides age and sex to model

the probability of death. This method assumes that there is reasonably good coverage of

reported deaths within the portion of the sample recently contacted.

2.4. Method 4: Model Deaths Implicitly

The fourth method implicitly models deaths when adjusting for attrition in the weighting

process. In the ideal world of 100% response rates, the eligibility of all sample members

would be known in all waves. In reality, with response and contact rates less than 100%,

sample members are known to be alive (as they are part of a responding household),

known to be dead, or are not known to be either dead or alive (as they are part of a

nonresponding household). When adjusting for nonresponse in the construction of the

balanced panel of responding persons in Waves 1 through 13, unknown deaths can

implicitly be taken account of by classifying the sample into two groups:

. Response – interviewed in Wave 1, and then interviewed, overseas, or dead in Waves

2 to 13, or

. Nonresponse – all other individuals interviewed in Wave 1.

This method of counting sample members who die or are not eligible to be interviewed

(because they move overseas or, in some surveys, move into institutions) as responses was

suggested by Kalton and Brick (2000).

Note that there are a number of different ways that weights can be developed for

longitudinal surveys and Kalton and Brick (2000) provide an overview of the various

choices that can be made. Different methods can be used to calculate nonresponse

adjustments (via weighting classes, classification trees, logistic regression, or generalised

raking), or how these adjustments are applied over time (wave by wave, in a single step, or

in segments of waves). There are also different choices regarding poststratification
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adjustments, including whether or not they are made, and if made, to which population

they refer (the population as at Wave 1, or some adjustment to this population to exclude

deaths, emigration and immigration to reflect the live longitudinal population from Wave

1 to Wave t). It is beyond the scope of this article to consider how all of these choices

interact with the ways in which unknown eligibility may be handled. Rather, the method

for dealing with unknown eligibility has been varied in this article while holding the

remaining aspects of the weighting strategy constant. It is not expected that these choices

in other aspects of the weighting strategy would greatly affect the results.

The particular weighting strategy adopted in the HILDA Survey is as follows. The

probability of response is modelled on numerous Wave 1 characteristics including age,

sex, marital status, ability to speak English, employment status, hours worked, education

level, health status, number of times moved in last ten years, interviewer-rated

cooperation, whether the self-completion component was returned, geographical location,

remoteness area, number of people in the household, household type, condition of

dwelling, number of calls made, and whether the household was partially responding.

Some post-Wave 1 mobility information was included when available. The balanced panel

weight wr1_13 for responding persons in Waves 1 through 13 is taken to be the Wave 1

responding person weight wr1 divided by this probability of response in Waves 2 through

13 pr2_13:

wr1_13 ¼
wr1

pr2_13

As a result, those respondents who share similar characteristics with nonrespondents

receive a higher adjusted weight than those who do not. These weights are then calibrated

to the Wave 1 benchmarks for age, sex, labour-force status, social marital status,

household composition, and geographic area.

To obtain a weighted estimate of the sample deaths, this balanced panel population

weight is rescaled to the Wave 1 responding sample size. This method estimates an

additional 317 deaths by Wave 13, representing a 30% increase in the weighted number of

known deaths (weighted by the Wave 1 responding person weight rescaled to the sample

size).

It is expected that this method would produce similar estimates to the death-modelling

method (Method 3) as they both use data internal to the survey.

3. Comparison of Methods

A comparison of the number of deaths reported, matched, or estimated by the different

methods is given in Table 1. Part 1 of the table provides the weighted estimate of the

number of deaths cumulated from Wave 2 to each subsequent wave. The weight used to

create the estimate for all methods except Method 4 (weighting) is the Wave 1 responding

person weight rescaled to the sample size. The weight used for Method 4 is the balanced

panel weight for Waves 1 through to Wave t calculated via that method (as described in

Subsection 2.4). Part 2 of the table shows the difference in the number of deaths estimated

via Method 1 to the other methods. Part 3 provides the standard errors for these

differences; these are calculated using jackknife estimation from the 45 replicates
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routinely used to construct the HILDA weights. Part 4 of the table reports the probability

that these differences are equal to zero.

The death-register matching approach (Method 1) adds 68 new deaths (weighted) by

Wave 7 and 289 by Wave 13 to the number of deaths already reported in the sample. As

not all of the known deaths were matched (five percent were unmatched), it would be

reasonable to expect there to be a similar portion of deaths not matched to the death

register among sample members with unknown eligibility. This would translate to about

four further deaths by Wave 7 and 15 by Wave 13, suggesting the true number of missing

deaths is about 72 in Wave 7 and 304 in Wave 13. Nevertheless, as the death-register

matching was of reasonably high quality, the other methods are compared to this method.

The life-table method (Method 2) significantly overestimates the number of missing

deaths by Wave 4 and does not come back into line with the death-register results until

Wave 10. This is likely to be a result of selecting the initial sample from private dwellings

(thus excluding nursing homes and other institutions), whereas the life tables relate to all

people living in Australia. This healthy sample bias disappears after a decade as the next

cohort of sample members age and are followed into these institutions prior to death.

Modelling the deaths observed in the data (Method 3) or implicitly modelling the deaths

through the attrition adjustment (Method 4) produce very similar results to those obtained

by matching to the death register. Only by Wave 9 is the cumulative number of deaths

higher when modelling the deaths (Method 3) compared to the death-register matching

method (at the 5% significance level).

The four methods differ somewhat in the distribution of deaths over time. Figure 3

shows the year of death for reported deaths and the total number of deaths for the four

methods. As more of the sample is withheld from fieldwork over time, a greater portion of

deaths are missed in later waves. This is seen in the light grey dotted line, which has the

highest number of deaths in 2003 and then generally falls over time after that. The number

of deaths in 2002 is lower than in 2003 as the initial sample is selected from private

dwellings and the respondents are well enough to take part in an interview in 2001.

Matching to the death register helps correct the number of deaths to a generally more

stable number over time from 2004. Note that the death-register matching results in a

lower number of deaths recorded for 2003 than for the reported deaths. This is because the

exact timing of these deaths is not always reported. For about one third of the deaths

identified in the field, all that is known about the timing of the death is that the death was

not reported at the last wave and is reported at the current wave. A quarter of those deaths

are assumed to have occurred in the previous year and three quarters in the current year (as

approximately 50% of the interviews are completed by September). Of the cases where a

year of death was reported, only three percent did not match the year of death recorded in

the death register. In terms of the other methods, the life-table method (Method 2) and the

death-modelling method (Method 3) distributes the deaths in a fairly similar manner to the

death-register matching, though there are significantly more deaths in 2003 with the life-

table method. The weighting method (Method 4), where the balanced panel weight for

Waves 1 through to 13 is applied to the known deaths, shows substantially more deaths in

early years and fewer in the later years. This is a result of greater coverage of deaths (i.e.,

known deaths compared to all deaths) in the early waves and less in the later waves. This

may be ameliorated by modelling attrition on a wave-by-wave basis rather than in one step
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from Wave 1, however this may also increase the variability of the weights. Alternatively,

a benchmark for the number of additional deaths estimated via each subsequent balanced

panel could be included in the poststratification adjustment step of the weighting process

as the cumulative number of deaths reported in Table 1 are consistent with the number of

deaths identified from matching to the death register.

Aside from the total number and distribution of the deaths over time, how well do the

methods reflect the sociodemographic characteristics and health conditions (as reported at

Wave 1) of those who subsequently die? Table 2 provides a summary of the (weighted)

Wave 1 characteristics of the reported deaths compared to the deaths identified via the four

methods by Wave 13. Compared to the death-register matching (which is expected to be

the closest to the truth), the people reported to have died are more likely to be younger,

male, live in a two-adult household, have a long-term health condition, or have a higher

mental health score. These characteristics to some extent reflect the household situations

in which a death is more likely to be reported, as another sample member can report on the

death. Deaths of older females living alone are less likely to be reported. For the two

methods that impute missing deaths based on respondent characteristics (Methods 2 and

3), the additional deaths are likely to be (at Wave 1) younger, born in countries where the

main language spoken is not English, residing in a capital city, have higher physical

functioning scores, and higher mental health scores, and be less likely to live in single-

person households than those identified via the death-register matching. This suggests that,

while these two methods achieve the same number of deaths by Wave 13 as the death-

register matching, they are not sufficiently discriminating in the types of people imputed as

deaths over the life of the panel. For the twelve characteristics considered in Table 2,

Method 4 (weighting) is indistinguishable from Method 1.

4. Weights

To explore the implications of these different methods of dealing with unknown deaths in

a longitudinal survey, a set of weights for the balanced panel from Wave 1 through to

Wave 13 is produced for each method. The weighting process for Method 4 is described
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earlier in Subsection 2.4 and the other three methods follow the same process, with the

exception of how deaths are treated. For these three methods, deaths that are reported,

matched (as in Method 1), or imputed (as in Methods 2 and 3) do not have an attrition

adjustment applied. They do, however, have a separate benchmark applied and this is

calculated as the weighted sum of deaths (using the Wave 1 cross-sectional weight). The

small portion of reported deaths (five percent) not matched to the death register in Method

1 are weighted according to the procedure adopted for Method 4. Another method is also

considered here which treats known deaths as out of scope and unknown deaths as being

alive nonrespondents (denoted as Method 0). This method is included as it is explicitly or

implicitly adopted by a number of longitudinal studies, as mentioned earlier.

Table 3 provides the mean, standard deviation, and coefficient of variation (¼standard

deviation/mean) of the weights for the individuals living in the population from Wave 1 to

13. Note that the mean of the weights is not the same across all methods, as different

numbers of deaths are assumed under each method. The coefficient of variation is a useful

measure to compare across weights with different means as it is not unit specific. Weights

with a lower coefficient of variation are preferred over those with a higher one (assuming

no difference in the bias of resulting estimates) as the estimates will be more efficient.

These summary statistics are provided for all adults and for those aged 65 and over.

Under Method 0, the mean of the weights for the older members of the population are

substantially higher as it is assumed that all unknown deaths are alive nonrespondents and

respondents with similar characteristics (such as being of a similar age) receive higher

weights. All methods are very similar in terms of their coefficient of variation.

5. Impact on Analysis

In this section, various population estimates and model estimates are compared across the

five weighting schemes. Table 4 provides weighted estimates for Wave 13 (2013) of the

proportion of people with a long-term health condition, self-rated health status (“excellent”,

“very good”, “good”, “fair”, and “poor”), health satisfaction, life satisfaction, and a rating of

how much their health limits the work they can do (including paid work, work around

the house or garden). The weights used here are the balanced panel weights for the

Table 3. Summary of weights by method.

All respondents
(aged 15þ in Wave 1)

All respondents
(aged 65þ in Wave 1)

Weight description Mean StdDev CV Mean StdDev CV

Method 0: Known death as
out of scope, unknown death
as nonresponse

1898.2 1226.2 0.646 2014.0 1294.8 0.643

Method 1: Death register 1852.9 1199.3 0.647 1731.4 1113.8 0.643
Method 2: Life table 1851.3 1196.1 0.646 1704.6 1081.5 0.634
Method 3: Model death 1856.3 1201.9 0.647 1760.4 1132.4 0.643
Method 4: Known death as

response
1848.2 1191.9 0.645 1699.7 1097.2 0.646
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13-wave panel. Estimates are provided for all people aged 15 and over, and for those aged

65 and over.

There are no significant differences between the means calculated under the death-

register method and any of the other methods. The estimate that is closest to being

significantly different is the proportion of people aged 65 and over reporting ‘very good’

health for weights calculated with no adjustment versus those with the death-register

matching (Method 0 vs Method 1; difference¼0.4%, p-value¼0.149).

Next the effect that the various death-adjustment methods have on two weighted random-

effect logistic models is considered; one model is focused on life satisfaction and the other

model examines the extent of health limitations. It is possible for the marginal distribution of

these outcome variables (i.e., conditional on covariates in the model) to be affected by the

weighting method even though the unconditional means are unaffected. Both models

considered here have been restricted to older adults (aged 65þ ) as the impact of how

unknown deaths are handled in the weights (if there is any) is likely to be greatest among this

group due to their higher rate of death. The models were fitted in Stata using the gllamm

command which allows for probability weights in the calculation of the random effects

logistic model. The dependent variable for the first model is high life satisfaction (i.e., a

Table 4. Weighted estimates for various health measures at Wave 13, by age.

Method 0 Method 1 Method 2 Method 3 Method 4

Aged 15þ
Has long-term health

condition (%)
37.3 36.5 36.5 36.6 36.4

Health status (%)
Excellent 8.5 8.6 8.6 8.6 8.6
Very good 33.8 34.1 34.1 34.1 34.2
Good 37.0 37.0 36.9 37.0 37.0
Fair 16.7 16.3 16.3 16.4 16.2
Poor 4.1 4.0 4.0 4.1 4.0

Health satisfaction (0–10) 7.0 7.0 7.0 7.0 7.0
Life satisfaction (0–10) 7.9 7.9 7.8 7.9 7.9
Health limitation (0–10) 1.5 1.5 1.5 1.5 1.5

Aged 65þ
Has long-term health

condition (%)
70.9 70.4 70.3 70.5 70.3

Health status (%)
Excellent 2.2 2.0 2.0 2.1 2.0
Very good 20.3 20.7 20.8 20.6 20.9
Good 38.8 38.7 38.6 38.7 38.7
Fair 32.1 31.8 31.9 32.0 31.8
Poor 6.6 6.7 6.7 6.7 6.6

Health satisfaction (0–10) 6.8 6.8 6.8 6.8 6.8
Life satisfaction (0–10) 8.2 8.2 8.2 8.2 8.2
Health limitation (0–10) 3.4 3.4 3.4 3.4 3.4

Note: Method 0 weights unknown death as nonresponse. Method 1 obtains extra deaths from death register.

Method 2 imputes extra deaths based on life tables. Method 3 imputes extra deaths from model of deaths in

sample. Method 4 weights known deaths as response.
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score of eight or higher out of ten), and the dependent variable for the second model is a

rating of eight or higher out of ten in terms of how limiting the respondent’s health condition

is on the work they can do. The covariates include age, sex, broad country of birth (indicators

of whether born overseas in a mainly English-speaking country or not), real equivalised

household income, marital status, education level, region, whether another adult was

present during the interview, and (for the first model only) presence of a long-term health

condition. These variables were included following other studies of life satisfaction and

health limitations (Green 2011; Au and Johnston 2014). The weights used here are the

balanced panel weights for the 13-wave panel. The standard errors are calculated using

the replicate weights and thus take account of the complex sample design. Table 5 presents

the regression coefficients for the life-satisfaction model. The significant coefficients differ

by at most seven percent from the baseline model (Model 0). Which weighting method is

adopted is irrelevant to this model: the coefficients for the significant variables for Models 2,

3, and 4 differ by less than two percent compared to those for the death-register method

(Method 1). None of these differences are significant. The coefficient closest to being

significantly different from the Method 1 coefficients is the indicator variable for remote

Australia for Method 0 (diff¼ 0.187, p-value¼ 0.119).

In the model of health limitations presented in Table 6, the significant coefficients differ

by at most 13% from the baseline model (Method 0). Again, there is little difference

resulting from the method used to adjust for unknown deaths, with significant coefficients

changing by no more than five percent. For the covariate sex, the coefficient becomes

marginally significant under Method 4 (weighting), reflecting only a small change in the

p-value for the coefficient which is close to the ten-percent significance level in the other

models. None of the differences in the coefficients of these models are significantly

different from zero. The coefficient closest to being significantly different from Method 1

is for age in Method 0 (diff¼20.079, p-value¼ 0.180).

An alternative multilevel modelling approach proposed by Skinner and Holmes (2003)

could have been used here. This method incorporates all balanced panels from Wave 1, not

just the balanced panel from Wave 1 to 13, and thus increases the number of person-year

observations used in the models by nearly 80%. Under this modelling approach, the Wave

1 weight is used as the individual (Level 2) weight and a rescaled version of the balanced

panel weights is used for the wave observations (Level 1). The wave-observation (Level 1)

weights are rescaled so that the sum of these weights equals the number of wave

observations for an individual (Scaling Method 2 in Rabe-Hesketh and Skrondal 2006).

The model parameters under this approach are more robust to the particular choice of

weighting method (Method 0–4) adopted. The parameter estimates differ by at most two

percent in the model of life satisfaction from the baseline method (Method 0) and at most

five percent in the model of health limitations (results not shown).

6. Summary and Conclusions

This article examined four different methods for adjusting for unknown deaths in the

construction of weights for a longitudinal sample. Matching the sample to the death

register will produce the most accurate results assuming the matching process is of high

quality. It will also provide the opportunity to add further information to the dataset, such
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as a more accurate date of death and cause of death. Nonetheless, there are some

difficulties in using the death register. In the HILDA Survey sample, five percent of the

known (or reported) deaths were unmatched, suggesting that among the unknown deaths

there would be a similar percentage of deaths not identified via this method. By Wave 13,

this would amount to approximately 15 missed deaths and these would most likely be

recently separated or divorced women who change their surname or people who died after

moving overseas. Some adjustment in the construction of the weights would need to be

made for these types of people.

Where matching to the death register is not an option or is of low quality, an alternative

method will need to be adopted to improve estimates of the number of deaths, the timing of

the deaths, and the sociodemographic characteristics of those that die since the start of the

panel. The life-table method (Method 2) tends to overestimate deaths in the HILDA

Survey sample in the short term (up to around Wave 9) for two reasons. First, the initial

sample was selected from private dwellings only, so excludes institutions such as nursing

homes. Second, the sample members also needed to be well enough to participate in the

Wave 1 interview. For both of these reasons, the sample would be in better health on

average than the overall population to which the life tables relate. Modelling the deaths

from data internal to the survey (Method 3) proves to be a reasonably good short-term

solution, at least in terms of the number of deaths. Unfortunately, the life-table method

and the modelling-death method do not adequately reflect the sociodemographic

characteristics of people who die according to the death register. Weighting the known

deaths as responses provides a good solution for both the number of deaths and the

sociodemographic characteristics of those that die, though the standard errors for these

estimates are a little higher than the other methods (as a smaller number of cases is being

given a higher weight under this method than under the other methods). Method 4, with

additional benchmarks to improve the timing of the deaths, is recommended over

Methods 2 or 3.

Estimates for the live population from Wave 1 to 13 were unaffected by the method

chosen to adjust for the unknown deaths, at least among the variables and the time frame

considered in this article. It is plausible that over a longer time frame, or for a survey with a

higher rate of unknown eligibility than the HILDA Survey, the estimates for the live

population would begin to be affected (as was observed by Sadig’s (2014) analysis of an

18-wave panel). This is because the Wave 1 population is split into several population

segments by Wave t:

i) the part of the population who die by Wave t;

ii) the part of the population who move overseas in at least one wave by Wave t; and

iii) the remaining portion of the Wave 1 population who continuously live in the

population to Wave t.

Differences in the characteristics of one of these groups (as seen for those who die) would

eventually result in differences in the other groups as the overall size of the Wave 1

population is fixed.

What is clear from this analysis is that assuming sample members with unknown

eligibility are all eligible leads to inaccurate estimates of the total number of people who

die, the timing of their death, and their sociodemographic characteristics. Similar findings
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are expected for other longitudinal surveys and could be confirmed through replication of

these analyses. The impact may be greater in another study if a smaller proportion of

deaths is reported or if these deaths are more dissimilar to the unknown deaths than found

in the HILDA Survey. This is a problem that only grows over time as more of the sample is

withheld from fieldwork for various reasons. Some adjustment to address this issue, either

implicitly or explicitly, should be made.

While this article considered deaths specifically, this same issue of unknown eligibility

also applies to people who move out of scope in other ways. For the HILDA Survey, this

applies to people who move abroad, but for other surveys this could include people who

move into institutions. A national registry for these transitions out of scope is unlikely to

be available for matching purposes, and the findings presented here may help guide

decisions on alternative methods. Aggregate statistics on transitions may be available

(such as from Census or migration statistics) which could be used in a similar way to life

tables in Method 2. It would certainly be feasible to use the data internal to the survey to

model moves abroad or to institutions (as in Method 3) or to weight known out of scopes

as responses (as in Method 4). Indeed, for those surveys of specific subgroups in the

population it may not be possible to use any external data sources at all, so any adjustment

for unknown eligibility would be limited to methods that use internal data (such as

Methods 3 and 4). Further work could include a similar assessment for other types of

unknown eligibility as presented here for unknown deaths.
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Book Review

Jessica M. E. Herzing1

Callegaro, Mario, Katja Lozar Manfreda, and Vasja Vehovar. 2015.Web Survey Methodology.

London, UK: SAGE Publications Ltd, ISBN 978-0-85702-860-0, 318 pp., £22.51.

The book Web Survey Methodology by Mario Callegaro, Katja Lozar Manfreda, and Vasja

Vehovar introduces readers to the fundamental concepts of web surveys. It covers key

concepts and findings in the literature on questionnaire design, sampling, recruitment,

fielding, nonresponse, data preparation, post-survey adjustments, paradata, survey

software, and cost issues. The book gives practical advice on conducting web surveys and

points out critical aspects and new developments in the field of web survey methodology.

The book’s approach differs from that of other books on web surveys, such as

Tourangeau et al. (2013), for example; Callegaro et al. do not structure their book around

the Total Survey Error (TSE) framework (Groves et al. 2011), but base the chapters on the

web survey process. Therefore, the book Web Survey Methodology goes beyond the topics

of error sources or design effects (also see Couper 2008) by including subjects such as field

management, cost, and legal issues. Consequently, the book Web Survey Methodology is

a valuable addition to the literature on web survey methodology and should satisfy readers

who are interested in carrying out their own web survey.

The book contains eight chapters. The first chapter is a general introduction on the topic

of web survey methodology. This is followed by three chapters on the key steps of the web

survey process: prefielding, fielding, postfielding. The last part consists of three chapters

on selected advanced topics and future developments in the field of web surveys. The book

ends with a conclusion on how web surveys have changed and will continue to change the

field of survey methodology.

Chapter 1 sets the scene for the entire book by providing definitions and typologies.

Despite the fact that it is common practice to use the terms online survey, Internet survey

and web survey interchangeably, the authors do a good job of clarifying and differentiating

these terms from each other. For example, the concept of web survey is described here as

HTML content with a unique web address which enables users to enter data on a web form.

The generated content is then transferred to a researcher’s server (p. 12). This is followed

by an overview of advantages and limitations of the web survey method from a

researcher’s, practitioner’s and do-it-yourself user’s perspective. While web surveys have

variable cost and measurement advantages, they are also limited by the absence of a

sampling frame of email addresses or IP addresses (which makes contacting the general

population demanding). The chapter concludes with a description of different types of web
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surveys, such as business surveys, online panels, website evaluations, and so on. In this

context, the authors highlight the relationship between the different types and purposes

of web surveys and the characteristics of the sample population. For instance, website

evaluations measure the characteristics of the websites’ visitors and the analysis focus is

on website usage. Thus the sample consists of respondents who have visited the website,

and this is the reason why the sample is not representative of the general population. The

issue of sample composition becomes apparent in several chapters and sections throughout

the book where differences between nonprobability and probability-based surveys are

emphasized (see, for example Chapter 2).

Chapter 2, the most elaborate chapter, looks into the prefielding stage which covers

issues related to survey mode choice, sampling, questionnaire design, technical

implementation, nonresponse strategies, and general field management. In this chapter,

the authors provide practical guidance to aid researchers in their decision in favor of or

against collecting data in the web mode. The guiding questions at the beginning of the

chapter are particularly helpful in this regard. Because a decision to conduct a web survey

has consequences for the sampling procedure, the chapter also describes the availability of

sampling frames and options for mixed-mode approaches. In many ways, therefore, this

chapter draws on the book by Dillman et al. (2014). In this context, the authors take a very

thoughtful and critical view of similarities and differences between nonprobability and

probability-based sampling frames and their consequences for statistical inferences. The

authors delineate the problem of noncoverage and nonresponse to web surveys and

potential solutions. Furthermore, this chapter offers a general introduction to basic

principles of questionnaire design and possible pitfalls in the technical implementation.

While not reaching the level of detail on web-questionnaire design as achieved in Couper

(2008), they cover all important design issues pertinent to modern web survey

implementation. Various methods for questionnaire testing are described and guiding

questions help practitioners considering decisions regarding data capturing (for example

capturing paradata, which might be useful for field monitoring), data security, and privacy

issues. Building on the current research of nonresponse theory, the authors specify

influencing factors of nonresponse which are unique to web surveys. In addition, the

authors give an introduction to related concepts, such as nonresponse rates, nonresponse

bias, incentives, and invitations. Chapter 2 concludes with further guiding questions for

practitioners which point to critical time points in the general management of the

prefielding phase.

Compared with the chapter on prefielding, the chapter on the fielding of a web survey

(Chapter 3) is more concise. The recruitment of respondents and the measurement process

are briefly summarized. The chapter provides helpful advice on strategies for launching

the survey. The authors suggest a soft launch which involves a small subset of respondents.

This soft launch offers the opportunity to conduct first quality checks and detect technical

problems. Furthermore, this chapter describes performance indicators and actions that can

be taken in case of unexpected events during the survey fielding.

Chapter 4 looks into the postfielding period, which covers data preparation, preliminary

results, data exporting and documentation. Aspects of data preparation such as defining

the response status, data validations and data editing, imputations and weighting are

discussed. The section on imputations contributes to the understanding that imputation
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strategies depend on the type of missing data and hence cannot be used in every case. In

addition, the chapter discusses the coding of open answers, as well as short and long-term

accessibility and solutions for the anonymization of the data.

The emergence of new technologies and thus the use of mobile devices, such as

smartphones, challenge the field of survey methodology, in particular in the web survey

context. Nowadays respondents are able to use multiple devices, such as computers,

smartphones, and tablets, to fill out web questionnaires. Therefore, the authors propose

strategies for handling respondents’ use of multiple devices in Chapter 5, as the display of

web questionnaires can change by browser. Furthermore, the type of device may differ for

certain respondent groups and hence device effects can occur (for example, participation

rates differ by device). Moreover, the authors discuss the purpose of online panels as a

source of web survey respondents and data quality issues regarding both nonprobability

and probability-based panels. This is a contribution few other books on web surveys make,

yet it is very valuable in current debates concerning the quality of probability and

nonprobability online panels (Goel et al. 2015 or Kennedy et al. 2016). The authors further

describe what is available on the web survey software market, software characteristics,

and their effect during the web survey process. They also point to stages in the web survey

process which are not yet or scarcely supported by software. A specific section on finding

the right software tool is particularly useful to future practitioners.

Chapter 6 discusses the role of web surveys in the context of general survey

methodology. It adds an extended definition of the term web survey mode, as well as its

role in the context of the TSE framework (Groves et al. 2011). Beyond that, the authors

explain how the TSE framework can be enriched by the concept of survey data quality

(Lyberg 2012). In this regard, the authors briefly address the important question of how the

survey mode relates to survey data quality. This chapter offers further insights for survey

practitioners into variations of the interactive fieldwork design and the project

management framework. Once again, questions guide the reader through important

legal and ethical issues concerning web surveys.

Chapter 7 covers new trends in technological development, web survey software,

methodology, and broader business and societal issues. Among other trends, the authors

expect an increasing amount of do-it-yourself research with web surveys, due to the

advancement of web survey software. The authors’ thoughtful elaboration on the rise and

decline of mixed-mode data collection and the integration of survey data with big data is

particularly interesting.

In Chapter 8 the authors elaborate on how web surveys have changed and will continue

to change the field of survey methodology. They conclude that the discussion on sampling

and recruiting respondents in web surveys will persist. Furthermore, they point out topics

where further research is needed, such as the development of standards for nonprobability

web surveys.

In summary, the chapters provide a rich collection of the current state-of-the-art

literature on web survey methodology. In addition to citing the relevant published

literature, the authors provide further information at the accompanied WebSM website

(http://www.websm.org). However, a “further readings” section at the end of each

chapter would have been desirable, as it would have facilitated finding literature on

specific topics.
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While reading the book Web Survey Methodology, I got a strong sense that it was

written with students and practitioners in mind who have different levels of knowledge and

come from different fields, such as survey or psychological researchers, official statistics,

and market or customer-satisfaction researchers. Some chapters are pitched at an

introductory level and are useful for practitioners or students who are new to the field,

while other chapters target practitioners who want to update their knowledge on web

surveys. Even though the book does not offer a recipe on how to conduct web surveys, the

authors succeed in instructing readers on the different decisions one has to take throughout

the web survey process. Besides offering practical guidance, this book is an excellent,

comprehensive, and rich introduction to the field of web survey methodology.

In conclusion, I can highly recommend this book to students, practitioners, and

researchers who are planning their own web surveys and wishing to gain theoretical and

practical knowledge on web survey methodology.
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Book Review

Kristen Olson1

Uwe Engel, Ben Jann, Peter Lynn, Annette Scherpenzeel, and Patrick Sturgis, eds. Improving

Survey Methods: Lessons from Recent Research. NY: Routledge, 2015, ISBN 978-0-415-81762-2,

430pps, $165.

Improving Survey Methods: Lessons from Recent Research is a compilation of research by

survey methodological leaders across Europe. The book is organized into eight sections –

modes, interviewers, sensitive questions, web surveys, access panels, nonsurvey data

collection, nonresponse, and missing data. Each section starts with a brief overview

chapter followed by three or four (generally) empirical chapters. The chapters themselves

vary in approach, with some being simple literature reviews, others reporting the results of

a simple 2 £ 2 experiment, and still others conducting extensive observational analyses.

This volume is a clear indication that survey methodological research is strong in Europe.

The first section, “Survey Modes and Response Effects,” contains two chapters that

make use of the German Priority Programme on Survey Methodology (PPSM) panel. First,

there is an experimental comparison of scale labels and ‘don’t know’ options in telephone

and web modes by De Leeuw and Hox (Chapter 3), showing differences across modes in

the effects of full versus endpoint labeling and in the use of ‘don’t know’ options. Engel

and Koster (Chapter 4) then look at measurement quality within one mode – telephone –

as related to the effects of a variety of question features, such as response-option order,

question wording, number of scale points, and variation by interviewer’s ratings of the

respondent’s attention to the task. In the third mode chapter, Busse and Fuchs (Chapter 5)

take a high-level look at the error structure of mobile phone surveys, providing an

overview of mobile surveys in both Europe and the US with some empirical data on errors

of nonobservation in these types of surveys. The empirical results from these chapters are

interesting, although the section feels connected more by the “response effects” part of the

section title than “survey modes.”

The second section, “Interviewers and Survey Error,” contains two chapters – one by

Turner et al. (Chapter 7) examining interviewer variance effects in the National Travel

Survey of Great Britain, and one by Menold et al. (Chapter 8) on a case-control study for

a method to detect interviewer falsification (summarizing prior extended reports and

papers). Both of these brief chapters were interesting and informative, and contribute to

our understanding of interviewers and their effects on survey measurement. Less attention

was given in this section to the role of interviewers in other survey error sources, although

studying error sources other than measurement is challenging.
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Section III focuses on “Asking Sensitive Questions.” This section takes a different

approach to sensitive questions than the traditional method of examining modes or

question wording (for example, following Tourangeau and Yan 2007), with two chapters

that focus on randomized response and similar techniques (Diekmann and Hoglinger,

Chapter 10; Krumpal et al., Chapter 11) and one using vignettes (Auspurg et al.,

Chapter 12). The chapter by Krumpal et al. (Chapter 11) provides a particularly useful

overview of three groups of these methods, worth assigning in a graduate class.

The three strong contributions of Section IV turn to web surveys. The first chapter in this

section by Bethlehem (Chapter 14) provides a succinct overview of nonobservation errors

– coverage, sampling, and nonresponse – to consider when conducting web surveys.

Chapter 15 by Vehovar, Petrovcic, and Slavec is a particularly novel contribution on the

information-communication technology software tools for questionnaire drafting and

development. Although the design of the study in this chapter is somewhat limited

(students in a graduate class; two single-topic questionnaires), this chapter provides

important insights both into the time required for questionnaire development and into how

computerized tools may or may not assist with this development. The final chapter in this

section by Braun, Behr, Kaczmirek, and Bandilla (Chapter 16) demonstrates the strength

of web surveys in cross-national surveys for using open-ended probes to understand

answers to closed-ended questions. Overall, the web survey section is one to read.

The next section examines the set-up, participation in, and estimation from probability-

based panels of willing respondents, called “access panels” in the volume – the German

PPSM Access Panel (Engel, Chapter 18), the Longitudinal Internet Studies for the Social

Sciences panel (LISS; Scherpenzeel, Chapter 19), and the Microcensus access panel for

the German Federal Statistical Office (Rendtel and Amarov, Chapter 20). Chapter 21

focuses on estimation and weighting for a variety of estimates calculated from access

panels (Enderle and Munnich, Chapter 21). With a growing number of access panels being

developed in the US (e.g., NORC’s AmeriSpeak panel (https://www.amerispeak.org/),

Pew Research Center’s American Trends Panel (http://www.pewresearch.org/

methodology/u-s-survey-research/american- trends-panel/)) and elsewhere, the insights

from these chapters are practical and informative for many researchers who are setting up

their own panels or who use a probability-based access panel.

Section VI provides overview chapters about the future of survey research, with data

linkage to administrative records (Schnell, Chapter 23), data collected by observers,

environmental, or biological measurements (Schnell, Chapter 24), and data about the

survey data collection process, also known as paradata (Kreuter, Chapter 25). These

chapters do not provide new empirical findings, but can be a quick read for a graduate

student or researcher wanting a description and initial set of references for research in

these areas.

Nonresponse is the focus of Section VII. Lynn (Chapter 27) argues that the wealth of

data collected in earlier waves of longitudinal surveys should be used to specifically tailor

recruitment protocol features in later waves of longitudinal surveys to increase response

rates and potentially reduce nonresponse bias, providing four brief examples from studies

in the United Kingdom. Göritz (Chapter 28) provides a handy summary of existing meta-

analyses of incentive experiments, with an extended discussion of the effectiveness of

different types of incentives in web surveys. A particularly interesting finding in this
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review is that offering participants results from the study had no effect or decreased

response rates relative to no incentive. Stoop’s (Chapter 29) discussion of the European

Social Survey (ESS) is a nice summary of the extensive work done on the ESS for

researchers who do not have time to read the more extensive volumes (e.g., Stoop et al.

2010). Overall, these chapters, and especially the contributions by Lynn and Göritz,

provide interesting insights into different factors related to ways to increase participation

rates in different types of surveys.

The final section of the book focuses on missing data, with a particular focus on multiple

imputation. The applications of multiple imputation to split questionnaire designs and

matrix sampling (Bahrami et al., Chapter 31) and zero-inflated and multilevel count data

(Kleinke and Reinecke, Chapter 32) are practical solutions to common data issues

encountered by analysts. De Jong and Spiess (Chapter 33) provide a new semiparametric

imputation model in the most statistically technical chapter of the volume. These chapters

will appeal to the more statistically oriented readers, although their findings and

approaches could be used by many scholars as they become implemented in software

packages.

As with all edited volumes, different chapters in this book have different audiences.

Some are new empirical findings, while others are overviews of existing literature. The

preface (pp. xi-xii) describes the volume as arising from a series of conferences. It is

a valuable resource for researchers who were not able to attend these meetings, and for

understanding some of the innovations occurring in methods in Germany and beyond.
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