

## Journal of Official Statistics <br> vol. 32, i. 3 (2016)

Weighting Strategies for Combining Data from Dual-Frame Telephone Surveys: Emerging Evidence from Australia ..... p. 549
Baffour, Bernard / Haynes, Michele / Western, Mark / Pennay, Darren / Misson, Sebastian / Martinez, Arturo
Using Data Mining to Predict the Occurrence of Respondent Retrieval Strategies in Calendar Interviewing: The Quality of Retrospective Reports ..... p. 579
Belli, Robert F. / Miller, L. Dee / Baghal, Tarek Al / Soh, Leen-Kiat
Is the Short Version of the Big Five Inventory (BFI-S) Applicable for Use in Telephone Surveys? ..... p. 601
Brust, Oliver A. / Häder, Sabine / Häder, Michael
Accuracy of Mixed-Source Statistics as Affected by Classification Errors ..... p. 619
van Delden, Arnout / Scholtus, Sander / Burger, Joep
Detecting Fraudulent Interviewers by Improved Clustering Methods - The Case of Falsifications of Answers to Parts of a Questionnaire ..... p. 643
De Haas, Samuel / Winker, Peter
Empirical Best Prediction Under Unit-Level Logit Mixed Models ..... p. 661
Hobza, Tomáš / Morales, Domingo
A Simulation Study of Weighting Methods to Improve Labour-Force Estimates of Immigrants in Ireland ..... p. 693
Nguyen, Nancy Duong / Burke, Órlaith / Murphy, Patrick
An Imputation Model for Dropouts in Unemployment Data ..... p. 719
Nilsson, Petra
The Marginal Effects in Subgroup Decomposition of the Gini Index ..... p. 733
Ogwang, Tomson
Multivariate Beta Regression with Application in Small Area Estimation ..... p. 747Souza, Debora F. / Moura, Fernando A. S.
Nonrespondent Subsample Multiple Imputation in Two-Phase Sampling for Nonresponse ..... p. 769
Zhang, Nanhua / Chen, Henian / Elliott, Michael R

# Weighting Strategies for Combining Data from Dual-Frame Telephone Surveys: Emerging Evidence from Australia 

Bernard Baffour ${ }^{1}$, Michele Haynes ${ }^{1}$, Mark Western ${ }^{1}$, Darren Pennay ${ }^{2,3}$, Sebastian Misson ${ }^{3}$, and Arturo Martinez ${ }^{1}$


#### Abstract

Until quite recently, telephone surveys have typically relied on landline telephone numbers. However, with the increasing popularity and affordability of mobile phones, there has been a surge in households that do not have landline connections. Additionally, there has been a decline in the response rates and population coverage of landline telephone surveys, creating a challenge to collecting representative social data. Dual-frame telephone surveys that use both landline and mobile phone sampling frames can overcome the incompleteness of landline-only telephone sampling. However, surveying mobile phone users introduces new complexities in sampling, nonresponse measurement and statistical weighting. This article examines these issues and illustrates the consequences of failing to include mobile-phoneonly users in telephone surveys using data from Australia. Results show that there are significant differences in estimates of populations' characteristics when using information solely from the landline or mobile telephone sample. These biases in the population estimates are significantly reduced when data from the mobile and landline samples are combined and appropriate dual-frame survey estimators are used. The optimal choice of a dual-frame estimation strategy depends on the availability of good-quality information that can account for the differential patterns of nonresponse by frame.
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## 1. Introduction

The implementation of national social surveys is important for measuring social phenomena. In many countries, computer-assisted telephone interviewing (CATI) has become the most common mode for conducting such surveys, chiefly because of the relatively lower costs than face-to-face interviewing (Keeter et al. 2000; Keeter et al. 2006; Steeh 2008). However, telephone ownership is not universal and specific segments of the population, such as lower-income and ethnic-minority people, are at risk of being systematically excluded (Tucker et al. 2007; Brick et al. 2011; Busse and Fuchs 2012).
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On average, current response rates of traditional landline telephone surveys have fallen to less than $60 \%$ for surveys conducted by national statistical institutes (Groves and Peytcheva 2008). For nongovernment surveys, response rates can be as low as ten percent (Pew Research 2012). These declines have implications for the representativeness of the sample with regard to the target population.

With mobile telephone use becoming increasingly prevalent in the population, including mobile telephone owners in the sampled population has the potential to address the coverage bias associated with traditional landline telephone surveys. This is because those who are more likely to be excluded from landline-based surveys often own a mobile telephone (Keeter et al. 2007; Pennay 2010; Brick 2011; Busse and Fuchs 2012). For instance, about $95 \%$ of adult Australians own a mobile telephone, compared to only $80 \%$ who own a landline (Australian Communications and Media Authority 2011). Additionally, there is an increasing trend for individuals to discard their landlines and rely solely on mobiles. In Australia, the proportion of adults who own a mobile telephone and live in a household without a landline telephone connection on which they receive calls has grown from five percent in 2005 to $29 \%$ in 2014 (Australian Communications and Media Authority 2015). This mobile-only population is excluded from surveys that rely solely on landline telephone sampling frames. Australian patterns mirror the experience in the United States, as shown in Figure 1.

Similar trends have been reported in Canada and in Europe (Brick et al. 2011; Mohorko et al. 2013). Exclusion of mobile-only individuals from social surveys has adverse consequences for survey estimates, as there are sociodemographic differences between individuals who own a mobile telephone and those who own a landline telephone (Brick et al. 2006 in the USA; Callegaro and Possio 2004 in Italy; Kuusela et al. 2008 in Finland; Vicente and Reis 2009 in Portugal; and Arcos et al. 2014 in Spain). Individuals living in mobile-only households are more likely to be younger, male, of a lower socioeconomic status, foreign-born, students, highly transient, in large cities, and in full-time employment (Blumberg and Luke 2014). These households are also more likely to experience poor health and adverse socioeconomic outcomes. (Barnes et al. 2015; Thomée et al. 2011;


Fig. 1. The percentage of Australian and US adults with a mobile telephone and no fixed-line telephone service, June 2008 to June 2014. Sources: Australian data: ACMA (2015). USA data: Bluinpergthed dicedxe (2015).

Hu et al. 2011). There are also differences between these groups in health and behavioural risk factors, such as smoking and alcohol use (Barr et al. 2012; Livingston et al. 2013). Altogether, this literature suggests that any survey that is directed at either landline-only or mobile-only individuals will suffer from coverage bias. To address this, an effective approach is to redesign traditional telephone surveys to include mobile telephones. Researchers agree that using dual-sampling frames will be an integral part of telephone surveys in the future (AAPOR 2010; Brick 2011).

The dual-frame telephone sampling approach involves supplementing telephone numbers from a randomly generated landline sampling frame with an independent sample of randomly generated mobile telephone numbers. This introduces additional complexity into the survey design and analysis. A number of estimators have been proposed to estimate population characteristics using data from dual-frame surveys. While each estimator has its advantages and limitations, the existing literature offers limited guidelines on choosing the appropriate estimator in a specific research context. Another unresolved issue is the extent to which nonresponse adjustments based on auxiliary data can be used to improve the efficiency of dual-frame estimation. Many of these methodological problems still remain in Australia, due to the lack of official statistics on mobile telephone usage and the fact that dual-frame telephone interviewing is a relatively recent innovation in comparison to other countries.

This article makes two contributions to the emerging literature on dual-frame surveys. First, it provides an up-to-date review of the available dual-frame estimators and their suitability to estimating population quantities. Second, it provides an empirical assessment of these estimators using nationally representative Australian data from dual-frame surveys. The findings presented in this article, while set within an Australian surveyresearch context, will be informative to researchers in other countries facing similar design decisions.

## 2. Dual-Frame Sampling Theory

### 2.1. Background

The objective of the dual-frame approach is to draw subpopulation samples from different sampling frames that, when combined, provide full coverage of the target population. The concept of dual-frame sampling dates back to the 1950s (Hartley 1962), but has not been applied to sampling from mobile and landline telephone frames until very recently (Lohr 2009; Arcos et al. 2014). Dual-frame surveys have become widely used by national statistical agencies, particularly for health surveys such as the US National Health Interview Survey (Blumberg and Luke 2007, 2014), and the Canadian Community Health Survey (Béland 2002). They often provide improved access to hard-to-reach populations (Kalton and Anderson 1986; Iachan and Dennis 1993; Flores Cervantes and Kalton 2008) and can reduce sampling costs by tailoring interview mode to respondent needs (Kennedy 2007; Lopez and Gonzalez-Barrera 2013).

Typically, telephone sampling frames will overlap, so that simply taking the union of all the frames will lead to duplication of the individuals in the population who appear in more than one frame. Duplication within combined sampling frames has posednautherretical
problem, with researchers interested in (1) the best way of combining the disparate information from the different frames, and (2) how to determine the reliability of the derived sample estimates (Fuller and Burmeister 1972; Hartley 1974; Bankier 1986; Skinner 1991). The problem of duplication is almost universal for dual-frame telephone surveys, as many people are likely to have access to both landline and mobile telephones.

### 2.2. Estimation of Population Quantities from Combined Sampling Frames

Figure 2 depicts the general situation when there are two sampling frames in telephone surveys (a landline telephone frame L and a mobile telephone frame M ), both with undercoverage of the target population, but when combined leading to improved population coverage. The frames L and M generate three mutually exclusive domains $-l$ (units in L alone), $m$ (units in M alone) and $\operatorname{lm}$ (units in both L and M ). Following the classical texts of Hartley $(1962,1974)$ and Skinner (1991), Skinner and Rao (1996), and Lohr and Rao (2000, 2006), we denote the landline and mobile population sizes as $N_{L}$ and $N_{M}$, and the domain sizes as $N_{l}, N_{m}$, and $N_{l m}$, respectively. It follows that $N_{L}=N_{l}+N_{l m}$ and $N_{M}=N_{m}+N_{l m}$. Also, the total population size satisfies $N=N_{L}+N_{M}-N_{l m}=$ $N_{l}+N_{m}+N_{l m}$.

Similarly, let $\mathrm{S}_{\mathrm{L}}$ and $\mathrm{S}_{\mathrm{M}}$ be samples, of size $n_{L}$ and $n_{M}$, drawn independently from the landline $L$ and mobile $M$ frames, respectively. Denote the overlapping sample as $S_{l m}$, with sample size $n_{l m}$. Both the size of the overlapping population $N_{l m}$ and the size of the sample $n_{l m}$ are unknown. However, we do know that $n_{L}=n_{l}+n_{l m}^{L}$ and $n_{M}=n_{m}+n_{l m}^{M}$, where $n_{l m}^{L}$ is the overlap sample from the landline frame L , and $n_{l m}^{M}$ is the overlap sample from the mobile telephone frame M .

Finally, let $y_{i}$ denote the value associated with the observation for individual $i$, then the population statistic, given by $Y=\sum_{i=1}^{N} y_{i}$, is simply a sum of the units that appear in the domains $l, m$, and the overlap $l m$, that is landline only, mobile telephone only and both landline and mobile telephone users, respectively. Thus,

$$
\begin{equation*}
Y=Y_{l}+Y_{m}+Y_{l m}=\sum_{i \in l} y_{i}+\sum_{i \in m} y_{i}+\sum_{i \in l m} y_{i} \tag{1}
\end{equation*}
$$

Suppose also that $y_{i}$ is observed for each individual in the samples $\mathrm{S}_{\mathrm{L}}$ and $\mathrm{S}_{\mathrm{M}}$, then the estimation problem is to use these data to construct a suitable estimator $\hat{Y}$ of $Y$. It is also of interest to find an estimator of the variance of $\hat{Y}$, denoted $\operatorname{var}(\hat{Y})$. Equation (1) shows how $Y$ can be computed using population data. Since the population universe, $\mathcal{U}$, can be decomposed into $l, m$ and $l m$, then, when we have a dual-frame sample, we can similarly


Fig. 2. Landline phone sampling frame L and mobile phone sampling frame M with overlap creating domains $l$, $m$ and $l m$.
decompose the sample into the landline-only sample, the mobile-only sample and the dual sample, represented by $S_{l}, S_{m}$ and $S_{l m}$, respectively. It follows that the estimator for $Y$ using the sample information is now given by (2),

$$
\begin{equation*}
\hat{Y}=\sum_{i \in S_{l}} w_{i} y_{i}+\sum_{i \in S_{m}} w_{i} y_{i}+\sum_{i \in S_{l m}} w_{i} y_{i}=\hat{Y}_{l}+\hat{Y}_{m}+\hat{Y}_{l m} \tag{2}
\end{equation*}
$$

where $w_{i}$ is the probability weight associated with unit $i$, and $\hat{Y}_{l}, \hat{Y}_{m}$, and $\hat{Y}_{l m}$ are sample statistics computed using information from the landline-only, mobile-only and dual samples.

The component $\hat{Y}_{l m}$ in Equation (2) can be estimated using either the data from individuals who reported having both landline and mobile phones from the landline sample, that is, $S_{l m}^{L}$, or the data from individuals who reported having both landline and mobile phones from the mobile sample, that is, $S_{l m}^{M}$. Although $S_{l m}^{L}$ and $S_{l m}^{M}$ are theoretically two independent samples from $S_{l m}$, it is convenient to think of both samples as duplicates from the same domain, and hence, the dual-frame estimators of the population quantity $Y$ can be calculated using a weighted estimate of the overlap according to frame L and frame M ,

$$
\begin{equation*}
\hat{Y}_{l m}=\theta \hat{Y}_{l m}^{L}+(1-\theta) \hat{Y}_{l m}^{M} \tag{3}
\end{equation*}
$$

Combining (2) and (3) gives

$$
\begin{equation*}
\hat{Y}=\hat{Y}_{l}+\hat{Y}_{m}+\theta \hat{Y}_{l m}^{L}+(1-\theta) \hat{Y}_{l m}^{M} \tag{4}
\end{equation*}
$$

where $\theta$ is referred to as the composite weight, $\hat{Y}_{l m}^{L}$ denotes the estimated statistic for individuals who use both landline and mobile phones derived from the landline sample, while $\hat{Y}_{l m}^{M}$ denotes the estimated statistic for sampled units who own both landline and mobile telephones derived from the mobile sample.

In general, methods to estimate $\hat{Y}$ from a dual-frame survey differ according to how the information from the individuals in the overlapping samples is used. Following Hartley (1962, 1974), Fuller and Burmeister (1972), Skinner and Rao (1996), and Lohr and Rao (2000), the choice of the composite weight $\theta$ is selected subject to some optimisation criteria which aim to minimise a loss function with respect to bias, variance or cost. Typically, $\theta$ is unknown and is replaced by $\hat{\theta}$, which is estimated from sample data (Skinner and Rao 1996), and the objective in dual-frame estimation is to find $\hat{\theta}$ such that estimators for the population quantity $Y$ are reliable and unbiased. Common approaches to combining the data from dual frames are summarised below.

### 2.2.1. Screening Estimator

The two extreme types of composite estimators for dual-frame surveys correspond to screening out sampled dual telephone users from either the landline or mobile telephone sample. In particular, a landline-only screener shown in (5) screens out those dual telephone users who were found in the landline sample. The mobile-only screener (6), on the other hand, screens out the mobile telephone sample dual users. This is accomplished by setting $\theta$ to be equal to 0 or 1 in (3), such that

$$
\begin{equation*}
\text { when } \quad \theta=0, \quad \hat{Y}=\hat{Y}_{l}+\hat{Y}_{m}+\hat{Y}_{l m}^{M} \tag{Unauthenticated}
\end{equation*}
$$

$$
\begin{equation*}
\text { and when } \quad \theta=1, \quad \hat{Y}=\hat{Y}_{l}+\hat{Y}_{m}+\hat{Y}_{l m}^{L} \tag{6}
\end{equation*}
$$

The screening approach is conceptually simple and estimation is straightforward. Note that (5) and (6) provide lower and upper bounds for other composite estimators.

### 2.2.2. Average Estimator

The average estimator, also known as the multiplicity estimator (Mecatti 2007) or fixedweight estimator (Hartley 1962), is the most commonly used estimator among the class of composite survey estimators proposed in the dual-frame sampling literature. Here, dual telephone users from the landline telephone sample contribute the same amount as the dual users from the mobile telephone sample in estimating the quantity of interest for all dual users. Thus, in this case $\theta=\frac{1}{2}$, and

$$
\begin{equation*}
\hat{Y}_{\text {ave }}=\hat{Y}_{l}+\hat{Y}_{m}+\frac{1}{2} \hat{Y}_{l m}^{L}+\frac{1}{2} \hat{Y}_{l m}^{M} \tag{7}
\end{equation*}
$$

There are several advantages to using this estimator. First, it is straightforward to compute and implement because the value of $\theta$ does not depend on the quantity of interest (Mecatti 2007). In the absence of nonresponse error, it can be shown that the multiplicity estimator is a consistent estimator of $Y$ (Bankier 1986). It is also straightforward to estimate the variance of $\hat{Y}_{\text {ave }}$, since $\theta$ is fixed across all individuals. However, the average estimator is not necessarily efficient and other estimators are often more statistically reliable because they use more information about the different frames.

### 2.2.3. Hartley (Minimum-Variance) Estimator

Although both the screening and average estimators are simple to compute, they are not necessarily as efficient as other estimators that incorporate information about how the data were collected under the different sampling frames. For instance, if the estimator $\hat{Y}_{l m}^{L}$ is more reliable than $\hat{Y}_{l m}^{M}$ in regards to estimating the overlapping domain quantity $Y_{l m}$, then it would make sense to place more weight on $\hat{Y}_{l m}^{L}$ than on $\hat{Y}_{l m}^{M}$. One way to achieve this is to minimise the variance of the target parameter $\hat{Y}$. Hartley $(1962,1974)$ showed that the variance of (4) is minimised when $\theta=\theta_{H}$,

$$
\begin{equation*}
\theta_{H}=\frac{\operatorname{Var}\left(\hat{Y}_{l m}^{M}\right)+\operatorname{Cov}\left(\hat{Y}_{m}, \hat{Y}_{l m}^{M}\right)-\operatorname{Cov}\left(\hat{Y}_{l}, \hat{Y}_{l m}^{L}\right)}{\operatorname{Var}\left(\hat{Y}_{l m}^{L}\right)+\operatorname{Var}\left(\hat{Y}_{l m}^{M}\right)} \tag{8}
\end{equation*}
$$

Thus, the Hartley estimator takes the form

$$
\begin{equation*}
\hat{Y}_{H}=\hat{Y}_{l}+\hat{Y}_{m}+\hat{\theta}_{H} \hat{Y}_{l m}^{L}+\left(1-\hat{\theta}_{H}\right) \hat{Y}_{l m}^{M} \tag{9}
\end{equation*}
$$

The advantage of the Hartley estimator is that it is asymptotically optimal among all fixedweight composite estimators. However, since the variance and covariance terms in (8) are unknown, the optimal value $\theta_{H}$ must be estimated from the data and different response variables will generate different values for $\hat{\theta}_{H}$, leading to internal inconsistency. For complex surveys, this inconsistency may be large (Lohr and Rao 2006). In addition, as the estimated variance and covariance terms depend on the quantity being estimated, the randomness of $\hat{\theta}_{H}$ should be taken into account when computing theyatianceeg (9).

### 2.2.4. Fuller and Burmeister Estimator

Fuller and Burmeister (1972) proposed modifying the Hartley estimator by making use of additional information about the overlapping units. The Fuller-Burmeister estimator is given by

$$
\begin{equation*}
\hat{Y}_{F B}=\left(N_{L}-\hat{N}_{l m}\right) \hat{y}_{l}+\left(N_{M}-\hat{N}_{l m}\right) \hat{y}_{m}+\hat{N}_{l m}\left(\hat{\theta}_{F B} \hat{y}_{l m}^{L}+\left(1-\hat{\theta}_{F B}\right) \hat{y}_{l m}^{M}\right) \tag{10}
\end{equation*}
$$

where $\hat{y}_{l}, \hat{y}_{m}, \hat{y}_{l m}^{L}$, and $\hat{y}_{l m}^{M}$ are the sample estimates from the landline-only, mobile-only, dual users (from landline), and dual users (from mobile) samples. Finally, $\hat{N}_{l m}$ is the smallest root of the quadratic equation

$$
\begin{equation*}
\left(n_{L}+n_{M}\right) x^{2}-\left(n_{L} N_{M}+n_{M} N_{L}+n_{l m}^{L} N_{L}+n_{l m}^{M} N_{M}\right) x+\left(n_{l m}^{L}+n_{l m}^{M}\right) N_{L} N_{M}=0 \tag{11}
\end{equation*}
$$

The Fuller-Burmeister weights differ for different response variables and are therefore not internally consistent. Nevertheless, it can be shown that the Fuller-Burmeister estimator is more efficient than the Hartley estimator (Skinner and Rao 1996). Skinner and Rao (1996) proposed modifying this estimator by accounting for the complex sampling design through pseudomaximum-likelihood estimation, and showed that the weight adjustments do not depend on the covariances of the particular response being studied.

### 2.2.5. Pseudomaximum-Likelihood Estimator (Skinner and Rao Estimator)

In complex surveys, maximum-likelihood estimators do not usually have closed analytic forms (Gong and Samaniego 1981). To provide an internally consistent composite estimator for dual-frame surveys, Skinner and Rao (1996) proposed a pseudomaximumlikelihood estimator that uses a fixed value $\theta_{P M L}$ for any population characteristic of interest. The proposed approach draws strongly on the ideas of Fuller and Burmeister (1972) but aims to find a consistent dual-frame estimator through pseudolikelihood maximisation. Therefore, in order to obtain the pseudomaximum-likelihood estimator of the (unknown) population quantity, that is population total, average or proportion, first define $\hat{N}_{l m}^{L}=\frac{N_{L}}{n_{L}} n_{l m}^{L}$ and $\hat{N}_{l m}^{M}=\frac{N_{M}}{n_{M}} n_{l m}^{M}$. The pseudomaximum-likelihood estimator is given by

$$
\begin{align*}
\hat{Y}_{P M L}= & \left(N_{L}-\hat{N}_{l m}^{P M L}(\theta)\right) \hat{y}_{l}+\left(N_{M}-\hat{N}_{l m}^{P M L}(\theta)\right) \hat{y}_{m}  \tag{12}\\
& +\hat{N}_{l m}^{P M L}(\theta)\left\{\theta \hat{y}_{l m}^{L}+(1-\theta) \hat{y}_{l m}^{M}\right\}
\end{align*}
$$

where $\hat{N}_{l m}^{P M L}(\theta)$ is a function of $\hat{N}_{l m}^{L}, \hat{N}_{l m}^{M}$ and $\theta=\theta_{P M L}$ which is the smaller of the roots of the quadratic equation

$$
\begin{equation*}
\left[\frac{\theta}{N_{M}}+\frac{1-\theta}{N_{L}}\right] x^{2}-\left[1+\theta \frac{\hat{N}_{l m}^{L}}{N_{M}}+(1-\theta) \frac{\hat{N}_{l m}^{M}}{N_{L}}\right] x+\theta \hat{N}_{l m}^{L}+(1-\theta) \hat{N}_{l m}^{M}=0 \tag{13}
\end{equation*}
$$

Skinner and Rao (1996) showed that the asymptotic variance of $\hat{N}_{l m}^{P M L}(\theta)$ is minimised when

$$
\begin{equation*}
\theta_{P}=\frac{N_{l} N_{M} \operatorname{Var}\left(\hat{N}_{l m}^{L}\right)}{N_{l} N_{M} \operatorname{Var}\left(\hat{N}_{l m}^{L}\right)+N_{m} N_{L} \operatorname{Var}\left(\hat{N}_{l m}^{M}\right)} . \tag{14}
\end{equation*}
$$

In practice, $N_{l}, N_{m}$ and the variances are not known and so are estimated from the data, resulting in

$$
\begin{equation*}
\hat{\theta}_{P}=\frac{\hat{N}_{l} N_{M} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{L}\right)}{\hat{N}_{l} N_{M} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{L}\right)+\hat{N}_{m} N_{L} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{M}\right)}, \tag{15}
\end{equation*}
$$

where $\hat{N}_{l m}^{P M L}(\theta)$ is the Fuller-Burmeister estimate of the overlapping population, and $\hat{N}_{l}=N_{L}-\hat{N}_{l m}^{P M L}(\theta) \approx N_{L}-\hat{N}_{l m}^{L}$ and $\hat{N}_{m}=N_{M}-\hat{N}_{l m}^{P M L}(\theta) \approx N_{L}-\hat{N}_{l m}^{M}$.

The pseudomaximum-likelihood estimator avoids the internal consistency problems present in the Hartley and Fuller-Burmeister estimators and has smaller mean squared error even in the presence of domain misclassification (Lohr and Rao 2000, 2006).

### 2.2.6. $\quad$ Single-Frame Estimator

The estimators discussed in Subsubsections 2.2.1 - 2.2.5 are based on choosing the composite weight subject to an optimisation criterion, for example minimising the variance in the class of linear unbiased estimators. The single-frame estimator assumes just one frame that encompasses information about both mobile telephone and landline use for each individual. Unlike the previous composite estimators that entail two-stage estimation of the population quantity, the single-frame estimator has an implicit adjustment in the estimation of the survey weights (i.e., inverse of selection probabilities) for sampled units from different frames. Assuming that landline and mobile telephone samples were drawn independently, the inclusion probability for the $i$ th sampled individual is given by $\pi_{i}^{L}+\pi_{i}^{M}-\pi_{i}^{L} \pi_{i}^{M}$; thus, $w_{i}=\frac{1}{\pi_{i}^{L}+\pi_{i}^{M}-\pi_{i}^{L} \pi_{i}^{M}}$.

The single-frame estimator uses the same set of weights for all response variables, and is therefore internally consistent (for details, see Bankier 1986). However, calculating the weights in the overlapping domain requires knowledge of the inclusion probability of each unit for both frames. The single-frame estimator is always less efficient than the Hartley estimator (Skinner and Rao 1996).

### 2.2.7. Adjusting for Differential Nonresponse from Dual Frames

Accounting for the multiple-frame coverage is one stage of the weighting adjustment, but this does not result in unbiased population estimates in most cases (Brick et al. 2011). Despite the best efforts, in every survey nonresponse occurs and is differential by social, economic, demographic, and geographical characteristics. Therefore, a second weighting adjustment is required to ensure that the weighted sample is representative of the population. This is achieved through calibrating the estimates to be consistent with known population benchmarks through poststratification (Holt and Smith 1979; Little 1993). While there are a number of different methods of poststratification, we will be using poststratification raking to repeatedly adjust the sample margins to the corresponding population control marginal totals. By using auxiliary information, we can ensure that the sample aligns to the population benchmarks for a set of characteristics. In Australia, raking is used in most official surveys to adjust for the effect of nonresponse (ABS 2014).

The poststrata (or population benchmarks) used for the raking are location (State capital, Rest of State), age group (18-24, 25-39, 40-49, 50-64, 65+)
educational attainment (University Graduate vs Non-University Graduate), birth place (Australian, Non-Australian), and telephone status (Mobile only, Dual user, Landline only). Aggregate data available on these population characteristics were available from the 2011 national census (Australian Bureau of Statistics 2012). The raking was then accomplished through adjusting the sample counts in each of these poststrata to the known population marginal control totals through an iterative proportional fitting procedure. This essentially combines the data from the survey with the aggregate information on the population from sources that have greater precision and unbiasedness (for instance the census) to adjust for nonresponse bias.

An important caveat is that these adjustments for nonresponse are based on associations of social, demographic, and selected characteristics with a known model of the probability to respond to surveys (Brick 2013). Moreover, reliable external information is required to benchmark the sample characteristics to these known population characteristics. Evidence from the USA shows that it is necessary to adjust for differential nonresponse bias by telephone type and usage (Brick et al. 2006; Brick et al. 2011).

It has been demonstrated that the different sampling frames have different response profiles, and hence population-level information about the profiles of coverage on the landline and mobile frames will be important for the poststratification. Unfortunately, in Australia, as in most other countries, detailed demographic information by telephoneusage status is not available. However, we can estimate the proportion of the population by telephone status broadly into landline only, dual landline and mobile, and mobile only. This information on telephone-usage status from the national media regulatory body, in addition to population figures from the Census of Population and Housing, will be used in the nonresponse adjustment.

## 3. Dual-Frame Telephone Sampling in Australia

### 3.1. The Omnibus Surveys

### 3.1.1. Overview

Compared to the USA, the Australian dual-frame experience is relatively new, with the earliest survey conducted in 2010. That survey showed that $72 \%$ of respondents from the landline frame and $78 \%$ from the mobile frame used both types of telephone. The analysis of the survey data also found significant differences between mobile and landline telephone users. In particular, mobile users were more likely to be younger, reside in a capital city, be born outside Australia, and to be studying and living in group households (Pennay 2010). A larger omnibus survey using random digit dialling (RDD) that helped generate landline and mobile telephone sampling frames was administered in January 2012. This (first dual-frame omnibus survey) was designed to provide nationally representative statistics. The landline sample was proportionally stratified by geographical location across Australia. Selection probabilities for the landline sampling frame were derived through size quotas for capital city and noncapital city regions of the Australian states/territories. As there were no geographic identifiers available to stratify the mobile telephone sampling frame in Australia, a simple national random sampling frameakas
devised. Data collection was via computer-assisted telephone interviewing (CATI) and the in-scope population for the dual-frame survey was Australian residents aged 18 years and over, who are contactable by either a landline or mobile telephone (see Appendix A for questionnaire items on phone status). A subsequent omnibus survey with a very similar design and execution was conducted in March 2013 to further explore emerging trends describing mobile-telephone-only individuals in Australia (see Pennay and Vickers 2012, 2013).

### 3.1.2. Survey Procedures, Call Results, and Analysis of Response

The analysis presented in this article is based on the data from the 2012 survey. This survey was chosen due to its temporal proximity to the 2011 Australian Census of Population and Housing - the source of many of our external benchmarks. The 2012 survey comprised 1,012 interviews completed via the landline sample frame with a response rate (AAPOR Response Rate 3, as defined in AAPOR 2011) of $22.2 \%$, while the mobile sample frame yielded 1,002 completed interviews with a response rate of $12.7 \%$. The average interview length was 19.8 minutes for both samples. A total of 76,342 calls were placed to achieve the total 2,014 completed interviews, which equates to an interview every 37.9 calls, but this average number differed significantly ( $p<0.001$ ) by frame with 27.7 for the landline frame and 48.2 for the mobile frame. The main reason for this was that roughly a third $(32.5 \%)$ of all calls to mobile telephones resulted in voicemail outcomes, compared with $14.3 \%$ for landlines.

A number of strategies were used to maximise response and participation, including repeated callbacks to establish contact, the operation of a 1800 (free-to-call) number by the survey organisation, and leaving messages on answering machines/voicemail. Additionally, refusal conversion interviewing was used to identify the reasons for refusal and discretionary calls made to those identified as 'soft refusals', and the survey offered interviewing in languages other than English. Finally, an unlimited call cycle was used for the survey. This had the advantage of enabling interviews to be achieved with hard-toreach individuals (a six-call cycle is typical), and ten percent (197 interviews) were achieved from the seventh or subsequent call attempt.

In terms of final call outcomes, there was a much higher proportion of telephone answering devices (answering machines/voicemail) for the mobile frame ( $20.0 \%$ ) compared to the landline frame ( $7.4 \%$ ). There was also a higher proportion of 'no answer' outcomes among the mobile frame ( $24.3 \%$ ) compared with the landline frame ( $12.9 \%$ ). There was a higher proportion of nonworking or disconnected numbers in the mobile frame ( $17.9 \%$ ) compared with the landline frame ( $6.6 \%$ ). The relatively high number of uncontactable numbers in the mobile frame is reflected in the much higher ratio of records used per interview in the mobile frame (11.6:1), compared with the landline frame (6.1:1).

The results, in Table 1, show differences in the age profiles and country of birth profiles for respondents in the two samples (with higher proportions of younger and overseas-born people included in the mobile sample). Since the mobile telephone interviews were conducted with little control over the geographical distribution since location information is not available, more interviews were conducted in the more populated regions. The mobile telephone sample contained a larger proportion of males, a larger proportion of those residing in rented group households, and were predominantly in the capital cities. Furthermore, the mobile sample had a younger age profile and wasutmerfedikely to be
Table 1. Sample profile of the Dual-Frame Omnibus Survey by frame status, along with selected population estimates from the Australian 2011 Census.

| Selected Characteristics | ABS Population 2011 census \% | Landline Frame |  |  | Mobile Frame |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { Total } \\ (n=1012) \end{gathered}$ | Landline only ( $n=174$ ) | Dual user $(n=838)$ | $\begin{gathered} \text { Total } \\ (n=1,002) \end{gathered}$ | Mobile only $(n=295)$ | Dual user $(n=707)$ |
|  |  | \% | \% | \% | \% | \% | \% |
| Gender |  |  |  |  |  |  |  |
| Male | 49.3 | 36.6 | 35.1 | 36.9 | 52.3 | 56.9 | 50.4 |
| Female | 50.7 | 63.4 | 64.9 | 63.1 | 47.7 | 43.1 | 49.6 |
| Age group (years) |  |  |  |  |  |  |  |
| 18-24 | 12.8 | 3.5 | 2.3 | 3.7 | 20.2 | 23.1 | 19.0 |
| 25-39 | 28.3 | 15.3 | 6.9 | 17.1 | 33.1 | 48.1 | 26.9 |
| 40-49 | 18.0 | 18.4 | 6.3 | 20.9 | 15.9 | 8.8 | 18.8 |
| 50-64 | 24.0 | 31.3 | 24.7 | 32.7 | 23.8 | 15.6 | 27.2 |
| 65+ | 16.9 | 31.5 | 59.8 | 25.7 | 7.1 | 4.4 | 8.2 |
| Region |  |  |  |  |  |  |  |
| Capital city | 62.8 | 63.9 | 63.8 | 64.4 | 71.6 | 70.2 | 72.1 |
| Other | 37.2 | 36.1 | 36.2 | 35.6 | 28.4 | 29.8 | 27.9 |
| Indigenous status |  |  |  |  |  |  |  |
| Fountry of Birth |  |  |  |  |  |  |  |
| $\stackrel{\sim}{¢}$ Australia | 69.8 | 74.1 | 75.3 | 73.9 | 63.0 | 61.0 | 63.8 |
| ¢ Overseas | 30.2 | 25.9 | 24.7 | 26.1 | 37.0 | 39.0 | 36.2 |

Table 1. Continued.

| Selected Characteristics | ABS Population 2011 census \% | Landline Frame |  |  | Mobile Frame |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { Total } \\ (n=1012) \end{gathered}$ | Landline only ( $n=174$ ) | Dual user $(n=838)$ | $\begin{gathered} \text { Total } \\ (n=1,002) \end{gathered}$ | Mobile only $(n=295)$ | Dual user $(n=707)$ |
|  |  | \% | \% | \% | \% | \% | \% |
| Home ownership |  |  |  |  |  |  |  |
| Own home | 32.1 | 48.6 | 60.9 | 46.1 | 21.1 | 8.1 | 26.4 |
| Paying mortgage | 34.9 | 31.1 | 15.5 | 34.4 | 29.5 | 19.7 | 33.7 |
| Paying rent | 29.6 | 13.9 | 16.1 | 13.5 | 40.3 | 67.5 | 29.0 |
| Other | 3.4 | 6.4 | 7.5 | 6.0 | 9.1 | 4.7 | 10.9 |
| $\begin{aligned} & \text { D Living Arrangement } \\ & \text { Group household } \end{aligned}$ | 4.1 | 3.1 | 3.1 | 2.9 | 14.6 | 26.8 | 9.5 |
| Time in neighbourhood 5 years or less | - | 22.3 | 17.2 | 23.4 | 51.1 | 73.2 | 41.9 |
| Employment status Employed | 59.7 | 58.0 | 31.6 | 63.5 | 75.3 | 68.8 | 77.7 |
| Educational attainment <br> Bachelor's degree or higher | 19.7 | 27.9 | 15.5 | 30.4 | 35.1 | 30.8 | 36.9 |

university educated and to be in employment. Additionally, the mobile telephone sample had a larger proportion of people born overseas in comparison with the landline sample. There were also differences in the characteristics of the dual telephone users depending on the sampling frame, with mobile-frame dual users more likely to be living in capital cities, group households and living in the neighbourhood for shorter periods, whereas landlineframe dual users were more likely to be Australian born and home owners. These differences have nontrivial implications for combining estimates from the landline and mobile frames.

### 3.2. Variables

A primary purpose of these surveys was to produce unbiased estimates for specific health characteristics and behaviours in the Australian population. The omnibus surveys collected data on health, attitudes, and behaviours, such as tobacco and alcohol consumption, experiences of discrimination, self-assessed medical health, and attitudes to the environment. In our evaluation of the performance of the various dual-frame estimators and weighting strategies, we considered a selection of the variables measuring these outcomes. Analyses of the data focused on:

1. investigating the link between transiency and telephone-usage status,
2. exploring the differences in social and health behaviour outcomes with telephoneusage status, and
3. examining the association between sedentary behaviour and telephone sampling.

To investigate the effect of transiency on responses from the landline and mobile telephone samples, we examined two variables measuring (i) group households and (ii) length of time in the neighbourhood (stayed less than five years or longer). We examined differences in social and health behaviour outcomes measured by smoking status, reports of being anxious or depressed, and belief in climate change. There is evidence to suggest a relationship between telephone-usage status and health-related behaviour. For example, it has been shown that the mobile-only population is likely to experience greater adverse health and behavioural outcomes (Blumberg and Luke 2014). Specifically, we considered smoking behaviour and incidence of depression and anxiety to investigate the hypothesis that the mobile-only population had poorer health outcomes (Lee et al. 2010; Thomée et al. 2011). In addition, we investigated attitudes to climate change, which are hypothesised to be related to age (Akter and Bennett 2011), with younger people more likely to believe that climate change is occurring and that humans are responsible for this. As mobile telephone usage is also associated with age, an estimate of the proportion of those who believed in climate change will be influenced by the choice of sampling frame and could be improved by combining data from both landline and mobile telephone sampling frames.

To investigate the association of telephone usage with sedentary behaviour, the recorded number of hours of television watched per day was analysed. According to the Australian Bureau of Statistics, the average amount of time spent watching television was just under three hours in 2008 (Australian Bureau of Statistics 2008). People who watch television for long periods of time are more likely to be those who are at home and this is related to accessibility by telephone. Long periods of television watching arealserelated
to a sedentary lifestyle and poorer health outcomes (Hu et al. 2003), and combining data from both landline and mobile telephone sampling frames is likely to improve the accuracy of population estimates for time spent watching television.

Finally, to compensate for nonresponse in the sample and differences between telephone-usage status, we compute poststratification weights from a selection of variables that are often associated with nonresponse and survey quality: demographic (age and gender), socioeconomic (educational attainment), country of birth (comparing Australia born to overseas born), and geographic location (based on state of residence).

## 4. Comparison of Dual-Frame Estimation Approaches

In Section 2 we described different approaches to estimating a population quantity using combined data from dual overlapping sampling frames. In this section we assess the performance of these estimators empirically when applied to the 2012 Australian dualframe omnibus survey using information from the landline and mobile telephone samples. Three questions are addressed: Are there biases in the survey estimates if the mobile-only population is excluded? Are the biases in population estimates reduced when data from the two samples are combined? Finally, is there a preferred approach to weighting the combined samples?

### 4.1. Weighting the Dual-Frame Omnibus Surveys for Multiple Coverage and Nonresponse

To examine the biases in population estimates of the selected outcome variables, we firstly explored the differences in the response patterns of individuals by telephone sampling frame. In the presence of these differences, we then compared the population estimates using the various estimators described in Section 2 to combine sample data from the mobile telephone and landline frames. Lastly, as we have available information on age, sex, tenure status, and part-time employment from the most recent national census of Australia in 2011 (Australian Bureau of Statistics 2012), we compare these census estimates to estimates from the dual-frame survey to assess biases.

The five dual-frame estimators as described in Subsection 3.2 are computed for the analyses of the selected variables:
a. the screening estimators
b. the average estimator
c. the minimum-variance (Hartley) estimator
d. the pseudolikelihood (Skinner and Rao) estimator
e. the single-frame (Bankier) estimator.

The Skinner and Rao estimator (12) is similar to the Fuller and Burmeister estimator (10). But the Skinner and Rao estimator has the practical advantage of using the same weights for all variables and is approximately unbiased relative to the Fuller and Burmeister estimator. In addition, it is not possible to estimate the unknown population size $N$ using the Fuller-Burmeister estimator because the estimation process involves the inversion of a singular matrix (Skinner and Rao 1996; Lohr and Rao 2006). Thus, we do not consider it further. For the poststratified estimators, the weightsafachibeated through
a raking procedure so that the sample estimates correspond to known total population benchmarks across age, gender, educational attainment, country of birth, location, and telephone status. The survey estimates are examined before and after poststratification for the selected outcomes discussed in Subsection 3.3.

### 4.2. Estimation of the Composite Weights Using Omnibus Survey Data

The estimators identified above in (a) and (b) are straightforward to compute. For instance, the average estimator takes the simple average of the overlap between the two samples so that $\theta=1 / 2$. Additionally, the screening estimators are also easy to compute because $\theta$ is fixed to be either zero or one. For the other composite estimators, some algebra is required. As discussed in the previous section, estimation of $\theta$ is based on optimising some functions. In the case of Hartley's estimator, the optimal value of $\theta_{H}$ is computed by minimising the variance of the estimator. As shown in Equation (8), the optimal choice of $\theta_{H}$ is a function of the variances and covariances of the estimated domain totals, and the consequence of this is that they differ for each response variable. The optimal choice of the compositing weight was found to be 0.50 for having a bachelor's degree, 0.51 for being anxious or depressed, 0.46 for TV watching, 0.55 for daily smoking status, 0.34 for belief in climate change, 0.70 for group-household living arrangement, and 0.38 for short lengths of neighbourhood residence. This shows that there are differences in the choice of compositing value depending on the measure of interest ranging from 0.34 to 0.70 due to the associated variability in the different outcome measures.

The remaining estimators in (c), (d), and (e) are more complex. The pseudomaximumlikelihood estimator (15) depends on knowing the number of landline and mobile telephones in Australia, and then finding the maximum-likelihood estimator of the overlapping population, $\hat{N}_{l m}^{P M L}$ as the smallest root of (12). This is challenging as telephone-usage data is submitted by telecommunication service providers to the Australian Communications and Media Authority (ACMA), which is an independent statutory authority responsible for media regulation. In the USA, external information on telephone status is available through national surveys, such as the National Health Interview Survey (NHIS). This information allows for the adjustment of potential nonresponse biases associated with the different frames. Notably, there is area-level information available on mobile telephones in the USA. The situation is different in Australia. However, these figures from ACMA are the best available estimates of telephone coverage. We attempt to adjust for this lack of areal identifiers and any bias associated by including geographical information in the poststratification. Based on these figures, our computed estimate of the pseudomaximum-likelihood estimator is $\hat{\theta}_{P}=0.59$ (see Appendix B for details of how this was calculated). For the single-frame estimator, it is assumed that the landline and mobile samples are two stratified samples from the 'same' frame and are used to compute individual weights that have been adjusted for overlap in the two samples.

### 4.3. Results

Table 2 shows the population estimates for each measure, separately for the landline and mobile telephone samples and both with and without poststratification. Standardterners
Table 2. Survey estimates for selected characteristics by sampling frame (with estimates of the standard errors): before and after poststratification raking.

| Selected Characteristics | Landline sample | Landline sample | Mobile sample | le |
| :---: | :---: | :---: | :---: | :---: |
|  | Before poststratification | After poststratification | Before poststratification | After poststratification |
|  | proportion | proportion | proportion | proportion |
| Bachelor's degree | $\begin{aligned} & 0.30 \\ & (0.012) \end{aligned}$ | $\begin{gathered} 0.20 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.36 \\ (0.015) \end{gathered}$ | $\begin{aligned} & 0.20 \\ & (0.012) \end{aligned}$ |
| Anxiety or depression | $\begin{aligned} & 0.15 \\ & (0.012) \end{aligned}$ | $\begin{gathered} 0.15 \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.21 \\ (0.013) \end{gathered}$ | $\begin{aligned} & 0.22 \\ & (0.016) \end{aligned}$ |
| Hours of TV watched | $\begin{aligned} & 0.10 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & 0.10 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.08 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.11 \\ & (0.014) \end{aligned}$ |
| Daily smoking | $\begin{aligned} & 0.12 \\ & (0.011) \end{aligned}$ | $\begin{gathered} 0.14 \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.18 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.19 \\ (0.015) \end{gathered}$ |
| Belief in climate change | $\begin{gathered} 0.74 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.74 \\ (0.021) \end{gathered}$ | $\begin{gathered} 0.84 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.81 \\ (0.017) \end{gathered}$ |
| Group household | $\begin{gathered} 0.04 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.15 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.10 \\ (0.010) \end{gathered}$ |
| Short time in neighbourhood | $\begin{gathered} 0.44 \\ (0.014) \end{gathered}$ | $\begin{aligned} & 0.27 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.51 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.42 \\ & (0.019) \end{aligned}$ |

provide estimates of the precision, and these were computed using Taylor series approximation. However, qualitatively similar findings were observed when using the jackknife and bootstrap procedures (Lohr and Rao 2006; Lohr 2011). As previously shown, the estimates vary when using information from only the landline telephone frame or the mobile telephone frame. Since the estimators are estimated on independent samples, formal tests can be used to determine statistically significant differences. In particular, there are large and significant differences in the estimates for most of the variables analysed, including holding a bachelor's degree ( $p=0.04$ ), short length of time in neighbourhood ( $p=0.002$ ), having anxiety or depression ( $p<0.001$ ), smoking status ( $p<0.001$ ), living in a group household ( $p<0.001$ ), and long hours of TV watching ( $p=0.085$ ), before poststratification. This may be a consequence of differences in the individual profiles of mobile and landline phone users as well as differential nonresponse.

In general, the nonresponse-adjusted estimates should provide unbiased estimates of the population totals if we can construct a model that can completely explain the nonresponse mechanism. However, doing this usually changes the structure of the survey weights and can subsequently produce contrasting results for variables that are not included in the controls if these variables are related to the nonresponse mechanism (Deville and Särndal 1992). To demonstrate this, Table 2 shows the sample proportions for educational attainment measured by the qualification of having a bachelor's degree or not. The sample proportion of people with a bachelor's degree is higher before poststratification raking in both the landline telephone ( $29.7 \%$ ) and mobile telephone ( $35.7 \%$ ) samples. Approximately one third of respondents in the sample are educated to degree level and above, as compared to $20 \%$ in the Australian population, based on the 2011 Census. Thus raking has the effect of weighting the sample proportion to the national average of approximately $20 \%$. It is well known that people who are highly educated are more likely to respond to telephone surveys, and as such this population subgroup is overrepresented in both the landline and mobile telephone samples. Similarly, raking adjusts the estimates for under- and overrepresentation of the sample in characteristics measured by the other control variables.

Tables 3(a) and 3(b) provide a comparison of the different compositing approaches that integrate the information from the mobile and landline telephone samples, specifically addressing frame overlap. These compositing approaches apply weights to the dual users in the mobile and landline samples. We compare the two screening approaches (for landline and mobile telephones), the average, minimum-variance (Hartley), pseudolikelihood (Skinner and Rao), and single-frame estimators. In order to examine the effect of nonresponse we apply raking (to population control totals), and compare how the estimates from each of the estimators differ with and without raking. Table 3(a) shows the estimates without poststratification raking, while Table 3(b) shows the results with poststratification raking.

The screening estimators provide a lower and upper bound for the average, Hartley, pseudolikelihood and single-frame estimators. This is not surprising, because the screening estimators use $\theta=0$ or $\theta=1$ while the other composite estimators use $\theta$ values that fall within the $[0,1]$ range. In general, the choice of the compositing factor leads to differences in estimates of the population characteristics of interest. However, these differences are not statistically significant. The average estimator produced almost the samefresults ttoathe
Table 3(a). Estimates of selected characteristics (as a proportion) based on the different weighting methods (before poststratification raking).

| Selected Characteristics | Average <br> Estimator | Landline <br> Screener | Mobile <br> Screener | Single-Frame <br> Estimator | Hartley <br> Estimator | Skinner and Rao <br> Estimator |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Bachelor's degree | 0.32 | 0.30 | 0.34 | 0.32 | 0.32 | 0.32 |
|  | $(0.011)$ | $(0.014)$ | $(0.014)$ | $(0.011)$ | $(0.011)$ | $(0.011)$ |
| Anxiety or depression | 0.19 | 0.17 | 0.21 | 0.19 | 0.19 | 0.19 |
|  | $(0.010)$ | $(0.011)$ | $(0.012)$ | $(0.010)$ | $(0.009)$ | $(0.009)$ |
| Hours of TV watched | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |
|  | $(0.007)$ | $(0.009)$ | $(0.009)$ | $(0.007)$ | $(0.007)$ | $(0.007)$ |
| Daily smoking | 0.16 | 0.15 | 0.17 | 0.16 | 0.16 | 0.16 |
|  | $(0.009)$ | $(0.017)$ | $(0.011)$ | $(0.009)$ | $(0.009)$ | $(0.009)$ |
| Belief in climate change | 0.79 | 0.76 | 0.82 | 0.79 | 0.79 | $(0.011)$ |
| Group household | $(0.010)$ | $(0.013)$ | $(0.012)$ | $(0.010)$ | $(0.010)$ |  |
|  | 0.12 | 0.10 | 0.13 | 0.12 | 0.11 | 0.110 |
| Short time in neighbourhood | $(0.009)$ | $(0.009)$ | $(0.010)$ | $(0.009)$ | $(0.008)$ | $(0.008)$ |
| $=$ | 0.31 | 0.35 | 0.47 | 0.408 | 0.40 | 0.40 |

[^0]Table 3(b). Estimates of selected characteristics (as a proportion) based on the different weighting methods (after poststratification raking).

| Selected Characteristics | Average <br> Estimator | Landline <br> Screener | Mobile <br> Screener | Single-Frame <br> Estimator | Hartley <br> Estimator | Skinner and Rao <br> Estimator |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Bachelor's degree | 0.20 | 0.20 | 0.20 | 0.18 | 0.20 | 0.20 |
| Anxiety or depression | $(0.008)$ | $(0.010)$ | $(0.009)$ | $(0.007)$ | $(0.008)$ | $(0.008)$ |
|  | 0.20 | 0.18 | 0.22 | 0.20 | 0.20 | $(0.20$ |
| Hours of TV watched | $(0.010)$ | $(0.011)$ | $(0.013)$ | $(0.010)$ | $(0.010)$ | $(0.010)$ |
|  | 0.10 | 0.10 | 0.11 | 0.10 | 0.10 | $(0.10$ |
| Daily smoking | $(0.008)$ | $(0.009)$ | $(0.010)$ | $(0.008)$ | $(0.008)$ | $(0.008)$ |
| Belief in climate change | 0.16 | 0.16 | 0.18 | 0.17 | 0.17 | $(0.17$ |
|  | $(0.010)$ | $(0.011)$ | $(0.012)$ | $(0.010)$ | $0.010)$ | $(0.010)$ |
| Group household | 0.78 | 0.76 | 0.80 | 0.77 | 0.78 | $(0.011)$ |
|  | $(0.011)$ | $(0.014)$ | $(0.013)$ | $(0.011)$ | 0.10 | $0.011)$ |
| Short time in neighbourhood | 0.10 | 0.10 | 0.10 | 0.10 | $(0.008)$ | $(0.008)$ |
|  | $(0.008)$ | $(0.010)$ | $(0.009)$ | $(0.008)$ | $(0.310$ | 0.38 |

[^1]more complex compositing approaches, such as the pseudolikelihood and minimumvariance estimators. The results after the poststratification raking adjustment show that the average estimator, the Hartley estimator and the pseudomaximum-likelihood estimator all produce an equivalent estimate. The average estimator produced similar results to the more complex estimators. It is also worth noting that - with the exception of the variable time in neighbourhood - there is still little difference between the estimators, even before the raking to the benchmark control totals. Since the average estimator is theoretically inferior to the pseudomaximum likelihood, the consequence of this is that we may be lacking some control information for the benchmarking. In fact, the suggestion is that if population information on telephone status and the size of the mobile- and landline-frame populations was available (as it is in the USA and Europe), we would expect the average estimator to be radically inferior to the others.

These results are similar to the findings by Skinner and Rao (1996) and Lohr and Rao (2000). These authors have suggested that when there is little empirical evidence to select a preferred estimator, the decision to choose one estimator over the others should be made on theoretical and practical considerations, such as internal consistency and the availability of good-quality poststratification raking for benchmarking (Brick 2013; Arcos et al. 2014).

### 4.4. Comparison of Composite Estimators With Census Figures

To compare the performance of the dual-frame estimators with population quantities, we selected two variables for which existing census data was available, restricting the choice to those variables that were not used as benchmark controls (such as age, sex, country of birth, and region). Population estimates for part-time employment and housing-tenure status from the 2011 census were compared to estimates from the 2012 dual-frame omnibus survey. To ensure comparability to the survey, we restricted the census population to those aged 18 years and over.

We therefore examined how the estimates of part-time employment and tenure status varied first by doing the composite estimation (using the different estimators discussed) and then poststratifying to the control totals. We compared the precision and biases of the various weighting procedures, and the results are shown in Figure 3. If we have independent population information about the landline and mobile frames, such as demographic and geographical distributions, then this can be used to poststratify the mobile and landline samples to the control population controls. This is what is suggested by Brick et al. (2006) and Brick (2011). They suggest that by doing this, the fixed-weight average estimator is sufficient to reduce bias due to nonresponse, but they are dependent on knowing the response rates in the different domains. In Australia, currently, we do not have access to this level of telephone-usage population information, so it is of interest to see which estimator performs best.

Figure 3 shows estimates for part-time employment and tenure status (i.e., proportion of renters and home owners) using population census data, sample proportions and the dualframe estimators. To provide an indication of how the dual-frame estimators (average, single-frame, Hartley, and Skinner-Rao estimators) perform, panels (c) and (d) present the results before and after poststratification for these estimators. It mayberdue the these figures


Fig. 3. Plots showing the estimates and the $95 \%$ confidence interval of selected characteristics for different dual-frame estimators; the left panel is for part-time employed, the middle panel is for owners, and the right panel is for renters. The census estimates are superimposed as the dotted line. For these plots (a) is the results before poststratification raking, (b) is the results after poststratification raking; (c) gives the results of the four dualframe estimators (average, single-frame, Hartley and Skinner-Rao) before poststratification raking; (d) gives the results of the four dual-frame estimators (average, single-frame, Hartley and Skinner-Rao) after poststratification raking.
that information from only the mobile or the landline telephone samples leads to biased estimates of the population quantities. The landline sample overestimates the proportion of home owners and underestimates the proportion of renters. It also underestimates those who are in part-time employment. The mobile sample produces a reasonable estimate of the proportion of part-time employees, but the estimates of home owners and renters are both biased by more than ten percent. These biases are still present, although to a lesser degree, after poststratification raking to adjust for noncoverage and nonresponse. The compositing weighting approaches overestimate the part-time employed; however, they are less biased in regards to the proportion of home owners or renters. This is true for all composite estimators apart from the screening approaches. This result is intuitive because, as shown above, the screeners tend to overestimate (or underestimate) and provide upper and lower bounds of the estimates.

After poststratification raking, the average, Hartley, and pseudolikelihood estimators give almost exactly the same results, and provide estimates that are closer to the population figures overall. Although the single frame does better than the screeners, it fares worse in comparison to the others. It appears to do worse if the poststratification raking is carried out before the combining. This supports Lohr (2011), who stated that the single-frame estimator may not be as efficient as the Skinner and Rao or the Hartley estimators, although there may be efficiency gains in raking to population totals. In the main, the choice of the estimator depends on the differential response patterns on the sampling frames, as well as the availability of auxiliary, good-quality data on the frame nonresponse patterns that can be used for benchmarking purposes (Kennedy 2007; Brick et al. 2011). Raking, in general, has the effect of reducing the bias since it calibrates the estimates to population totals. Raking after combining has the effect of preserving the structure of the estimates so as to be closer to the population quantities, even in the cases when the variables are not used directly in the poststratification raking.

Population benchmarks should be used to adjust the sample so that the weighted sample aligns to the population and produces unbiased estimates. But it is not entirely evident which population characteristics should be used as benchmarks. The general recommendation is to calibrate to age, sex, education, geography, race/ethnicity, marital status, home tenure, and population density, as well as telephone status (AAPOR 2010). In Australia, regular official statistics about the telephone status of the population are not available from the census or other government sources, meaning that the benchmark data available may not be of the desired accuracy. Owing to the uncertainty surrounding the available information on telephone status, we also carried out investigations as to how the population estimates changed when the raking was carried out with and without telephone status as control. The results did not show any differences (not shown here).

While it is preferable to adjust for both nonresponse and multiple coverage, and to seek to compensate for any biases associated with the differential patterns of coverage and response in the two sampling frames, the literature is not clear about how to do this. In our empirical study, we have found that the raking adjustment does appear to have the most influence. Similar results are found in US dual-frame studies (e.g., Brick et al. 2006; Brick et al. 2011). The main difference, however, is that the USA has good telephone-status information from external data. Nonetheless, in the absence of 'accurate' nationally representative data on telephone usage and availability, it is possiblequrerlyan the age,
sex, and other demographic and geographical characteristics that are related to telephone status. In our application to Australian dual-frame surveys, we have demonstrated that the uncertainty in the telephone-status information can be ameliorated by adjusting the samples to population characteristics from the census for differences in response profiles. As the mobile-only population increases, the situation will perhaps be different because of the potential nonsampling biases introduced.

## 5. Conclusion

Dual-frame telephone surveys will provide better coverage of the population than singleframe landline telephone surveys in most circumstances, due the absence of landline telephones in an increasing number of households and the exponential growth of households that are contactable only via mobile. We have shown that there are biases in survey estimates if the mobile-only population is excluded. These biases in the population estimates are significantly reduced when data from the mobile and landline sample are combined. However, although there are biases inherent in relying solely on a single frame, there are a number of issues that need to be addressed when proceeding to take a dual-frame survey approach. In the first instance, the combination of the information is not straightforward, as demonstrated by the various techniques available in the multiple-frame literature. Another aspect of estimation is the need to adjust for nonresponse through poststratification raking. Nonetheless, decisions about how to apply the poststratification raking are contingent on the availability of good-quality population-level information on sample characteristics that affect nonresponse and telephone status. As well as the current population benchmarks, the calculation of the nonresponse adjustments is contingent on phone-use benchmark information, which is routinely available in other countries, through nationally representative surveys that collect information on telephone status and usage. In Australia, there is no comparable survey that collects this type of information, and the influence this has on the computation of the compositing and nonresponse weights is unclear (Barr et al. 2014). This highlights the need for better population information on telephone usage in Australia, especially as the mobile-only population reaches the levels of the US.

Our results have demonstrated that the choice of an optimal dual-frame estimation approach depends on a number of factors. The first is the availability of good-quality information on telephone status. The second is the availability of raking information to account for the differential patterns of nonresponse. Essentially, our empirical results show that there is an interplay between the choice of dual-frame estimator and how to apply poststratification raking. In the absence of good-quality information on nonresponse, there is no preferable approach to weighting the combined samples. This supports Arcos et al. (2014), who showed that for the situation when accurate information on the mobile and landline populations is present, the single-frame and pseudomaximum-likelihood estimators give internally consistent results and are preferable. Although this was previously investigated by Lohr and Rao (2000, 2006), Brick et al. (2011) and Lohr (2011), we have now demonstrated this for the Australian dual-frame context. In particular, we have shown that the average estimator performs similarly to the more complicated estimators. We have shown that there are different conclusions as regards the best choice of dual-frame estimator because of the lack of independentainfermation
available on the landline- and mobile-frame population totals for compensating for nonresponse.

The need to properly understand the behaviour of the different compositing approaches in the presence of uncertain poststratification benchmarking totals is an area for future research, possibly through a rigorous Monte Carlo simulation study in which the dualframe estimators are compared across different features of the data. Due to the differential nonresponse that exists in the mobile and landline samples and the fact that - despite the best intentions of survey practitioners - there will be noncoverage in the samples, dualframe surveys need to adjust for nonresponse through poststratification. For this to work effectively, not only is information on the mobile and landline population totals needed, but detailed information on the differential nonresponse profiles of mobile and landline frames is also required.

## Appendix A - Questionnaire Items

## Introductory Questions for Mobile Sample

Intro1: Good morning/afternoon/evening. My name is $<$ SAY NAME $>$. I am calling from the Social Research Centre. The reason I'm calling is to see if you can help out with an important academic survey about health and wellbeing issues. To be eligible you need to be aged 18 years or over. The interview will take around 15 minutes depending on your answers. Would you be willing to do the survey at this time?

Intro2: May I just check whether or not it is safe to take this call at the moment. If not, I am happy to call you back when it is more convenient for you.

## Introductory Questions for Landline Sample

Intro1: Good morning/afternoon/evening. My name is < SAY NAME $>$. I am calling from the Social Research Centre. The reason I'm calling is to see if you can help out with an important academic survey about health and wellbeing issues. The results will be used to improve the quality of population research in Australia. The interview will take around 15 minutes depending on your answers. Would you be willing to do the survey at this time?

Intro2: For this research we'd like to speak to the person in the household aged 18 years and over who had the most recent birthday - will that be you? IF NECESSARY - This is just a way of randomising who we talk to in the household.

## Telephone Status Questions

SMP1: To start with I have a question or two about your use of telephone services. Is there at least one working fixed line telephone inside your home that is used for making and receiving calls?

1. Yes
2. No
3. (Don't know)
4. (Refused)

## *(IF LANDLINE SAMPLE OR SMP1 $=1$ (MOBILE SAMPLE WITH LANDLINE), CONTINUE, ELSE GO TO SMP3)

SMP2: How many residential phone numbers do you have in your household not including lines dedicated to faxes, modems or business phone numbers? Do not include mobile phones.

INTEREVIEWER NOTE: If needed explain as how many individual landline numbers are there at your house that you use to make and receive calls?

1. Number of lines given (Specify $\qquad$ ) RECORD WHOLE NUMBER (ALLOWABLE RANGE 1 TO 15)
2. No
3. (Don't know/Not stated)

SMP3: Do you have a working mobile phone?

1. Yes
2. No
3. (Don't know)
4. (Refused)

## Appendix B - Derivation of the Pseudomaximum-likelihood Estimator

Recall that $n_{L}$ and $n_{M}$ are 1012 and 1002, and there are 838 landline dual users $\left(n_{l m}^{L}\right)$, and 707 mobile dual users $\left(n_{l m}^{M}\right) . N_{L}$ and $N_{M}$ are the population-level number of landlines and mobile phones in Australia (which is not known with accuracy). We therefore undertook a procedure to estimate these based on information provided by the Australian Bureau of Statistics (ABS) and the Australian Communications and Media Authority (ACMA). According to the ABS, there are $8,498,668$ private dwellings in Australia, and ACMA estimates that $81 \%$ of people aged 18 years and over live in households with a landline connection (ACMA 2011, p.8). As households can have more than one landline connection we apply an adjustment factor of 1.05 . This gives the estimated number of residential telephone numbers in Australia as $7228,117(=8,498,668 \times 0.81 \times 1.05)$.

Similarly, for the estimated number of people with mobile telephones, we first start with the proportion of the adult population with a mobile telephone in Australia as $89 \%$ (ACMA 2011, p. 13). There are 17,229,344 people aged 18 years and over according to the census. This gives the estimated number of mobile population as $15,334,107$ ( $=0.89 \times 17,229,344)$.

Finally, landlines are household devices whereas mobiles are personal (individual) level, so to make it comparable we use the fact that there are 2.2 adults per household in Australia on average (Australian Bureau of Statistics 2012), and adjust the landline population from household level to individual level.

Since the population of dual users is not known, we use a result from Fuller and Burmeister (1972) to estimate dual users, such that $\hat{N}_{l m}^{L}=\frac{N_{L}}{n_{L}} n_{l m}^{L}=13,167,743.58$ for the landline dual-user population, and $\hat{N}_{l m}^{M}=\frac{N_{M}}{n_{M}} n_{l m}^{M}=10,819,574.50$ for the mobile dual-user population.

The pseudomaximum-likelihood estimator of the dual-user population, $\hat{N}_{l m}^{P M L}$, is the smallest root of

$$
\left(n_{L}+n_{M}\right) x^{2}-\left(n_{L} N_{M}+n_{M} N_{L}+n_{l m}^{L} N_{L}+n_{l m}^{M} N_{M}\right) x+\left(n_{l m}^{L}+n_{l m}^{M}\right) N_{L} N_{M}=0
$$

After some algebra, this is found to be $11,900,766.15$.
This estimate of the overlapping population seems reasonable and roughly equal to the average of the two estimates from the landline and mobile samples.

Finally to obtain the pseudomaximum-likelihood estimator of the compositing weight, we use the expression in Skinner and Rao (1996)

$$
\hat{\theta}_{P}=\frac{\hat{N}_{l} N_{M} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{L}\right)}{\hat{N}_{l} N_{M} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{L}\right)+\hat{N}_{m} N_{L} \widehat{\operatorname{Var}}\left(\hat{N}_{l m}^{M}\right)}
$$

where $\hat{N}_{l m}^{P M L}=11,900,766.15, \hat{N}_{l} \approx N_{L}-\hat{N}_{l m}^{P M L}$ and $\hat{N}_{m} \approx N_{L}-\hat{N}_{l m}^{P M L}$.
The pseudolikelihood-compositing weight $\theta_{P}$ is dependent on the variance terms $\operatorname{Var}\left(\hat{N}_{l m}^{L}\right)$ and $\operatorname{Var}\left(\hat{N}_{l m}^{M}\right)$, which are difficult to compute. However, we can use the fact that $\operatorname{Var}\left(\hat{N}_{l m}^{L}\right)=\left(\frac{N_{L}}{n_{L}}\right)^{2} \operatorname{Var}\left(n_{l m}^{L}\right)$ and $\operatorname{Var}\left(\hat{N}_{l m}^{M}\right)=\left(\frac{N_{M}}{n_{M}}\right)^{2} \operatorname{Var}\left(n_{l m}^{M}\right)$.However, it still remains to estimate $\operatorname{Var}\left(n_{l m}^{L}\right)$ and $\operatorname{Var}\left(n_{l m}^{M}\right)$, which are complex functions of the inclusion probabilities. Therefore, following on from Lohr and Rao (2000), $\widehat{\operatorname{Var}}\left(n_{l m}^{L}\right)$ and $\widehat{\operatorname{Var}}\left(n_{l m}^{M}\right)$ are estimated from the data. Substituting these values, the pseudomaximum-likelihood compositing weight is $\hat{\theta}_{P}=0.59$.
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# Using Data Mining to Predict the Occurrence of Respondent Retrieval Strategies in Calendar Interviewing: The Quality of Retrospective Reports 
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#### Abstract

Determining which verbal behaviors of interviewers and respondents are dependent on one another is a complex problem that can be facilitated via data-mining approaches. Data are derived from the interviews of 153 respondents of the Panel Study of Income Dynamics (PSID) who were interviewed about their life-course histories. Behavioral sequences of interviewer-respondent interactions that were most predictive of respondents spontaneously using parallel, timing, duration, and sequential retrieval strategies in their generation of answers were examined. We also examined which behavioral sequences were predictive of retrospective reporting data quality as shown by correspondence between calendar responses with responses collected in prior waves of the PSID. The verbal behaviors of immediately preceding interviewer and respondent turns of speech were assessed in terms of their co-occurrence with each respondent retrieval strategy. Interviewers' use of parallel probes is associated with poorer data quality, whereas interviewers' use of timing and duration probes, especially in tandem, is associated with better data quality. Respondents' use of timing and duration strategies is also associated with better data quality and both strategies are facilitated by interviewer timing probes. Data mining alongside regression techniques is valuable to examine which interviewer-respondent interactions will benefit data quality.
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## 1. Introduction

In the collection of retrospective reports, calendar interviewing methods have reliably led to better data quality in comparison to conventional standardized methods, at times with only limited costs in which increases in interviewing and programming time are negligible or minimal at most (for reviews see Belli 2014; Belli and Callegaro 2009; Glasner and van der Vaart 2009). In calendar interviews, instead of having questions written in advance as in conventional standardized interviewing, interviewers develop queries to satisfy questionnaire objectives that are largely visually displayed by timelines within various domains (see, for example, Balán et al. 1969; Freedman et al. 1988). Each timeline is constructed with
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a specified unit of analysis (e.g., week, month, or year) and reference period (e.g., one year, ten years, or from birth to the present), and they are aligned with calendar time depending on their unit of analysis. Within each timeline, queries by interviewers will seek to get respondents to report periods of stability and points of transition, such as being employed with one employer for a period of time and then transitioning to another employer at another period of time. A domain represents a topic of interest, such as information on residential, partnering, parenting, labor, and health histories, and each domain may consist of one to several timelines. For example, when collecting labor histories, separate timelines may be devoted to employment and unemployment, respectively.

The improvements in data quality with calendar interviewing methods have been examined both theoretically and empirically within the context of the structure of autobiographical memory (Belli 1998; Belli et al. 2007; Bilgen and Belli 2010). Specifically, calendar methods have been shown to encourage the use of verbal retrieval behaviors in both interviewers and respondents that, in comparison to conventional questionnaires, are associated with better data quality for retrospective reports of lifecourse labor histories (Belli et al. 2007), especially for respondents who have experienced complicated pasts (Belli et al. 2013). Further, these behaviors align with the structure of autobiographical memory (Belli et al. 2004; Bilgen and Belli 2010).

Although calendar methods have produced encouraging results, as noted by Belli et al. (2013), these results are limited because they do not examine the communicative interactions between interviewers and respondents directly. In this article, to overcome this limitation, we examine those series of communicative interactions that are most likely to lead to respondents' use of retrieval strategies. We focus on respondent retrieval strategies as the outcome of interviewer-respondent interactions because we believe that their use is tied most directly to the successful remembering of past events. As for interviewer retrieval probing, our expectation is that the use of these probes will promote the use of retrieval strategies on the part of respondents, a result that we expect to confirm via our interactional analyses.

In terms of the structure of autobiographical memory, we examine those retrieval strategies consisting of parallel and sequential cues (Belli 1998; Belli and Callegaro 2009; Belli et al. 2013). With parallel retrieval strategies, respondents cue themselves by remembering a contemporaneous event from a different life domain as an apparent attempt to more fully reconstruct the past. An example of parallel cuing would occur if a respondent is asked about when a job ended, and they spontaneously remember the birth of a child when answering this query. With sequential retrieval strategies, respondents seek to order what happened earlier and later in time within the same domain by seeking to remember the time location of the beginning and ending of events, the duration of events, and/or what event occurred earlier or later. An example of sequential retrieval would occur if the respondent remembered that working as a librarian at a university immediately followed working as an office worker for a private company.

Hence, we are concerned with two main issues. First, we seek to determine which series of verbal exchanges between interviewers and respondents in calendar interviews are more likely to lead to respondent retrieval strategies. Earlier research examining interviewer and respondent verbal exchanges with conventional questionnaires has demonstrated the challenges of these approaches. Brenner (1982) was interested in ndetermining via tree
structures those combinations of behaviors that followed earlier specific behaviors, such as what follows from interviewers asking questions as written versus when interviewers altered questions. Although such modeling could be applied in reverse, so that the tree structure from a later behavior could be propagated forward in time, the hand calculation of these tree structures is cumbersome. In addition, Brenner (1982) concentrated only on the occurrence of behaviors; we are also interested in determining whether the nonoccurrence of behaviors is similarly predictive of a final respondent retrieval. Adding nonoccurrence leads to further computational challenges. The only study we found that sought to examine which behaviors occurred earlier focused only on single behaviors (Dijkstra and Ongena 2006), and not on different combinations of earlier behaviors. In order to identify those series of behaviors that are predictive of the occurrence of respondent retrievals, while accounting for the occurrence and nonoccurrence of those behaviors contained in these series, we use data-mining techniques that have been developed in the field of computer science.

Second, having identified different behavioral series that are predictive of the presence of respondent retrieval behaviors, we conduct analyses to determine which, if any, of these series are predictive of retrospective reports of better data quality. Although, as noted above, Belli et al. (2013) have demonstrated that respondent retrieval strategies are associated with better data quality, their research used a confirmatory factor-analysis approach to create a single latent measure of respondent retrieval from several behaviors. This work extends that in Belli et al. (2013) by providing more focused interactional analyses. Specifically, by identifying which behavior series are predictive of better data quality and which are not, we show that behavioral interactions between interviewers and respondents lead to respondent retrieval strategies that vary in their effectiveness.

## 2. Data-Collection Method

Response data were collected from 313 Panel Study of Income Dynamics respondents of 45 years of age and older in 2002 ( $93 \%$ cooperation rate, AAPOR standard definition 1). Respondents were interviewed with a computer-assisted telephone interviewing (CATI) calendar instrument that asked for reports on residence, relationship, labor (employment and unemployment), and health lifetime histories. 297 interviews were audio recorded with respondent permission, with 291 audible tapes transcribed. Greater detail on the calendar CATI data-collection methods can be found in Belli et al. (2007) and Belli et al. (2013).

A random sample of 165 interviews was behavior coded with a scheme that comprised 30 interviewer and 29 respondent verbal behaviors. Behaviors were identified within turns of speech, a turn being defined as a transcribed uninterrupted utterance by either the interviewer or respondent. Greater detail on the behavior-coding methods, the reliability among coders, and the verbal behaviors that were identified can be found in Bilgen and Belli (2010).

## 3. Data Analyses and Results

### 3.1. Data-mining Algorithm

Our overall aim is to implement a data-mining algorithm able to isolate different series of verbal behaviors immediately preceding three turns of speech - an interxitwerctura,
a respondent turn, and another interviewer turn - to those respondent turns that contained one of four respondent retrieval strategies. We selected three preceding turns of speech as an attempt to come to some compromise in which either too few or too many turns of speech would be subjected to analysis. We did not want to select only the single turn of speech that immediately preceded the targeted turn as we understood that especially in calendar interviews, the behaviors of turns that had occurred earlier could have a lasting influence for a number of subsequent turns. However, we also did not want to extend our analyses too far backward, as impact would diminish as the number of intervening turns increased. With these constraints in mind, we fully understand that isolating three preceding turns is based on more subjective than empirical criteria, and that future work may wish to examine more turns.

For partly empirical (e.g., Belli et al. 2013) and partly theoretical reasons (e.g., Belli 1998), the four respondent retrieval strategies we examined were parallel, timing, duration, and sequential behaviors. These four behaviors exhaust what our empirical work in behavior coding has discovered as comprising both parallel and sequential retrieval strategies, which are those respondent retrieval strategies that have been theoretically hypothesized and empirically shown to be associated with better data quality in calendar interviews. All occurred spontaneously in respondents' verbal behavior, that is, the behaviors were not a direct reflection of a query made by an interviewer. A parallel retrieval strategy occurred when a respondent spontaneously remembered a contemporaneous event from a life domain that was different than the one being queried. A timing retrieval strategy was present when a respondent spontaneously indicated a beginning or ending location in time of a reported event. A duration retrieval strategy consisted of spontaneous reports of the length in time of events. Finally, a sequential retrieval strategy occurred when a respondent spontaneously reported an event that occurred earlier or later than one which had already been identified within the same domain.

Of the 35,291 transcribed respondent turns of speech from the 165 interviews, 1,744 were identified as including a respondent parallel retrieval, and $2,821,1,191$, and 765 included timing, duration, and sequential behaviors, respectively. In order to apply the data-mining algorithm, in addition to turns which included respondent retrieval strategies, we had to simultaneously analyze turns in separate tests for each behavior that did not consist of any respondent retrievals in order to find series in the preceding turns that were diagnostic of each of the behaviors in the targeted turns. As nonretrieval turns are considerably more numerous than those turns that contain a respondent retrieval, problems associated with imbalance arise. Data-mining algorithms tend to assume relatively balanced distributions (He and Garcia 2009) as imbalanced data sets reduce the predictive power of these algorithms (Weiss and Provost 2001).

To achieve balanced distributions, we kept all turns that did include a respondent retrieval behavior and randomly sampled, for each behavior separately, an equal number of respondent turns that did not include the targeted behavior. Hence, we conducted four separate analyses in which a total of 3,488 turns of speech were examined for parallel retrieval behaviors in one analysis, and 5,642, 2,382, and 1,530 turns were examined for timing, duration, and sequential retrieval behaviors in each of three analyses, respectively. We adopted a decision-tree data-mining algorithm called C4.5 (Widternettialte2011) and
separately applied it to each of the four respondent retrieval behaviors in their respective analyses. This algorithm was used to discover what behavioral series in the prior three turns are most predictive of the state for the respondent retrievals in the targeted fourth turn.

The decision-tree algorithm "grows" multiple-behavior series using a top-down approach with two heuristics. First, the algorithm applies a heuristic to choose the behavior that most improves the predictive power for the series (behavior-select heuristic) from all of the 30 interviewer and 29 respondent verbal behaviors that could potentially appear in the selected preceding three turns. The behavior chosen by this heuristic is added to the tree as an internal node. More on this behavior-select heuristic (based on information gain) will be discussed later in this section.

After the application of the behavior-select heuristic, the algorithm divides the turns into two groups based on the occurrence or nonoccurrence of the chosen behavior. The first group contains the turns with occurrence of that behavior, while the second group contains turns with nonoccurrence. The occurrence and nonoccurrence are added as edges under the node in the tree.

Now, the algorithm uses another heuristic to decide whether growing the series further would improve its predictive power (continue-growing heuristic). The heuristic makes this decision separately for each group by evaluating (1) the distribution of the respondent behavior for turns in the group and (2) the size of the group. In general terms, there are two cases where the continue-growing heuristic should decide to stop:

1. The heuristic should stop when the group has a sufficiently homogenous state for the respondent behavior (present or absent) - the series has already mastered the group and growing the series further will not improve predictive power.
2. The heuristic should stop when the group is too small, since growing the series on outliers could actually hurt overall predictive power; that is, it could lead to overfitting.

In both cases, the series is ready to make a final prediction (on the group) since predictive power is unlikely to be improved. The final prediction for the respondent behavior is set to the majority respondent-behavior state for the turns in the group. This final prediction is then added as a node to the decision tree.

Alternatively, the heuristic should continue to grow the series to try and improve its predictive power. To this end, the decision-tree algorithm restarts, running the above process again using only the turns in the group. The new behaviors are added as additional internal nodes connected to the previous behavior occurrence and nonoccurrence edges.

Figure 1 provides a graphical illustration for a possible decision tree. The behaviors chosen are listed inside boxes with the occurrence or nonoccurrence of these behaviors given as edges. The round nodes are the final prediction for the respondent behavior on a group. As alluded to earlier, the decision tree allows for multiple series of behaviors to be grown. These series can be discovered by tracing a path through the decision tree from the behavior at the top to a circle. As an example, the occurrence of Behavior A at any of the preceding three turns combined with occurrence of Behavior B at any of the preceding three turns leads to a targeted respondent parallel being present at the fourth turn, as indicated by a yes circle.


Fig. 1. Graphical example of decision tree. Behaviors are given in boxes with occurrence or nonoccurrence on the edges. The circle indicates whether or not respondent behavior is present (Yes or No). Sequences are discovered by tracing from the behavior at the top (Behavior A) to a circle. Example sequence on the above tree: occurrence of Behavior A combined with occurrence of Behavior B leads to respondent-parallel being present.

## Behavior-Select Heuristic

Our behavior-select heuristic uses the same information gain as the C4.5 algorithm. We first test all of the behaviors that occur in the previous turns separately and calculate the extent to which the presence and absence of each behavior affects the distribution for the respondent retrieval in the targeted fourth turn. A completely homogenous distribution is one that only contains retrieval-present turns, or retrieval-absent turns. Hence, and using respondent parallel retrievals as an example, the greatest degree of homogeneity would result if a behavior was identified that (1) when it occurred in the previous turns, only respondent parallel-present targeted turns were observed, and that (2) when this behavior did not occur in the previous turns, only parallel-absent targeted turns were observed, or vice versa.

Our heuristic measures the degree of homogeneity using the entropy index. This index is measured solely based on the homogeneity of the retrieval behavior. This index is calculated to equal 1 in conditions in which there is a lack of homogeneity, and it is equal to 0 when there is complete homogeneity. The entropy index for a single state is calculated according to the formula:

$$
\begin{equation*}
\operatorname{Entropy}(S)=-\left(\frac{\left|S_{r=p}\right|}{|S|} * \log _{2}\left[\frac{\left|S_{r=p}\right|}{|S|}\right)-\left(\frac{\left|S_{r=a}\right|}{|S|} * \log _{2}\left[\frac{\left|S_{r=a}\right|}{|S|}\right)\right]\right) \tag{1}
\end{equation*}
$$

where $S$ is the set of turns that we are interested in (e.g., the initial state of 3,488 turns), $S_{r=p}$ is the subset of these turns with the targeted retrieval behavior being present, and $S_{r=a}$ is the subset with the retrieval behavior being absent. Hence, and again using parallel retrievals as an example, the initial state of 1,744 parallel-present target turns and 1,744 parallel-absent target turns as a whole is calculated as having an Entropy $=1$. On the other hand, a state with only parallel-present turns would have Entropy $=0$.

As alluded to earlier, our behavior-select heuristic calculates the extent to which the presence and absence of each behavior affects the distribution for the respondent retrieval.


The information gain measures how applying the behavior, by splitting the turns into subsets where the behavior is present and absent, affects the entropy measured on the targeted final retrieval behavior. For each final retrieval behavior, two entropy indices are calculated, one index for the behavior-present state in which the behavior occurred in the previous three turns, and one index for the behavior-absent state:

$$
\begin{equation*}
\text { Gain }=\operatorname{Entropy}(S)-\frac{\left|S_{b=p}\right|}{|S|} \operatorname{Entropy}\left(S_{b=p}\right)-\frac{\left|S_{b=a}\right|}{|S|} \operatorname{Entropy}\left(S_{b=a}\right) \text {, } \tag{2}
\end{equation*}
$$

where $S$ is the set of turns that we are interested in, $S_{b=p}$ is the subset of these turns with retrieval behavior-present, and $S_{b=a}$ is the subset with retrieval behavior-absent turns.

Based on the above equation, the preceding behavior with the highest information gain is the one that, when it is applied, provides the highest increase in homogeneity for the final retrieval behavior. Using the previous example, the highest information gain occurs when the presence of a preceding behavior always results in a final respondent parallel behavior being present, and the absence of a preceding behavior always results in the absence of a final respondent parallel behavior (or vice versa). Such a result would "zero out" terms 2 and 3 in the equations leading to Gain $=1-0-0=1$.

## Continue-Growing Heuristic

Once an initial behavior is identified that produces the largest information gain, we need to decide whether to continue growing the series adding additional behaviors. To address the homogenous-state stop case, our heuristic considers both (1) the branch in which a previously identified behavior was present in the preceding three turns, and (2) the branch in which a previously identified behavior was not present in the preceding three turns. The goal is to allow the decision-tree algorithm to proceed down any branch until the group achieves an Entropy $=0$ when all the turns share a homogenous state. Any verbal behavior that is identified at any step as maximizing information gain is contingent on the presence or absence of behaviors identified during previous steps within that branch. As alluded to earlier, this allows the algorithm to produce a hierarchical network of series that each consist of steps with the isolation of specific behaviors whose presence or absence is required for each of the additional subsequent steps.

To address the small-group stop case, our heuristic uses a criterion rule, for each of the four analyses separately, which requires that a minimum of five percent (or 80) targeted turns need to contain a respondent retrieval for any specific behavior to be retained (either in the behavior-present state or behavior-absent state). Implementing the criterion rule resulted in a network of four steps and five different behavior series for parallel and timing retrievals (see Tables 1 and 2), and two steps and three series for both duration and sequential retrievals (see Tables 3 and 4).

## Multiple-Behavior Series Results

For parallel retrievals (see Table 1), in the three turns (two interviewer and one respondent) that preceded the targeted respondent turns, four behaviors were found to discriminate between the occurrence and nonoccurrence of these retrieval strategies in the targeted turns: respondent timing in the second turn, and interviewer parallel, timing, and duration probes in the first or third turns. Parallel probes are defined as verbad defhavier£ in

Table 1. Behavior series and their statistics: parallel retrieval.

|  | Series |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| Step | Behavior | I | II | III | IV | V |
| 1 | R Timing (2 ${ }^{\text {nd }}$ turn $)$ | P | A | A | A | A |
| 2 | I Parallel |  | P | A | A | A |
| 3 | I Timing |  |  | P | A | A |
| 4 | I Duration |  |  |  | P | A |


|  | Series |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Statistics | I | II | III | IV | V |
| $N$ turns | 340 | 202 | 594 | 124 | 484 |
| Proportion Turns | .195 | .116 | .341 | .071 | .278 |
| Series Ratio | .744 | .795 | .537 | .582 | .332 |

Notes: $\mathrm{P}=$ Behavior-Present; $\mathrm{A}=$ Behavior-Absent.
which interviewers use a contemporaneous event in another life domain as an anchor to cue respondents in the remembering of a domain-relevant event, timing probes asked when an event started or stopped and duration probes consist of interviewers asking how long an event occurred. Series I in Table 1 consists of at least one respondent timing retrieval in the second preceding turn, and this behavior is not at all constrained by the presence or absence of any other behaviors within the preceding three turns. Series II requires that there is no respondent timing retrieval behavior in the second turn, but that there is an interviewer parallel probe in either the first and third preceding turns. Series III is marked by the absence of respondent timing and interviewer parallel behaviors, and the presence of an interviewer timing probe. In Series IV, there must be an absence in the three preceding turns of respondent timing and interviewer parallel and timing behaviors, but the presence of an interviewer duration probe. Series V requires the absence of all four of these behaviors in the preceding three turns.

Table 2. Behavior series and their statistics: timing retrieval.

| Step | Behavior | Series |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV | V |
| 1 | I Duration | P | P | A | A | A |
| 2a | I Timing | A | P |  |  |  |
| 2b | R Timing ( $2^{\text {nd }}$ turn) |  |  | P | A | A |
| 3 | I Data Elements |  |  |  | P | A |
|  |  | Series |  |  |  |  |
|  | Statistics | I | II | III | IV | V |
|  | $N$ turns | 541 | 160 | 287 | 350 | 1483 |
|  | Proportion Turns | . 192 | . 057 | . 102 | . 124 | . 526 |
|  | Series Ratio | . 780 | . 608 | . 651 | . 327 | . 467 |

Table 3. Behavior series and their statistics: duration retrieval.

|  |  | Series |  |  |
| :--- | :--- | :---: | :---: | :---: |
| Step | Behavior | I | II | III |
| 1 | R Timing $\left(2^{\text {nd }}\right.$ turn $)$ | P | A | A |
| 2 | I Timing |  | P | A |
|  |  |  | Series |  |
|  |  | I | II | III |
|  | $N$ tatistics | 200 | 442 | 549 |
|  | Proportion Turns | .168 | .371 | .461 |
|  | Series Ratio | .694 | .562 | .420 |

Notes: $\mathrm{P}=$ Behavior-Present; $\mathrm{A}=$ Behavior-Absent.

Table 1 also includes statistics that are associated with each series. The number of turns out of the total of 1,744 that include a respondent parallel retrieval are provided, as is the proportion (Series N/1744). As can be seen, Series III, which included the presence of interviewer timing, accounted for the most turns, and Series IV the least. In addition, the series ratio indicates the extent to which each series discriminated between turns with and without respondent parallel retrievals, with the higher values indicating greater discriminability. The ratio is calculated as the number of turns with respondent parallel retrieval in the targeted turn divided by the total number of turns that fit the series in the three turns that preceded the targeted turn. This ratio does not reflect the actual discriminability among all of the turns in the interview, as the ratio accounts only for the 1,744 nonrespondent retrieval turns that were randomly sampled.

Tables 2-4, which depict the data-mining results for respondent timing, duration, and sequential behaviors respectively, can be interpreted in the same way. For the most part these behaviors include interviewer or respondent timing and duration behaviors. Table 2 reveals in Series IV that interviewer data-element probes, in which interviewers ask for

Table 4. Behavior series and their statistics: sequential retrieval.

|  |  | Series |  |  |
| :--- | :--- | :---: | :---: | :---: |
| Step | Behavior | I | II | III |
| 1 | R Timing (2 $2^{\text {nd }}$ turn $)$ | P | A | A |
| 2 | R Parallel $\left(2^{\text {nd }}\right.$ turn $)$ |  | P | A |
|  |  |  | Series |  |
|  | Statistics | I | II | III |
|  | $N$ turns | 163 | 90 | 512 |
|  | Proportion Turns | .213 | .118 | .669 |
|  | Series Ratio | .751 | .732 | .310 |

[^2]detailed information such as the names of persons or employers, are predictive of respondent timing retrievals in the fourth turn.

All of the data-mining results (see Tables 1-4) consistently reveal that those behaviors that best predict the occurrence of respondent retrievals are either interviewer retrieval probes or other types of respondent retrievals. Importantly, retrieval behaviors are a subset of possible behavior types that were included in the analysis; they included interviewer and respondent conversational and rapport behaviors (e.g., clarifications, digressions), interviewer feedback behaviors that followed responses (e.g., "thank-you"), and respondent cognitive-difficulty behaviors (e.g., requests for question repeats). These data-mining results confirm the general finding from factor-analytic approaches that the same types of verbal behaviors tend to cluster together (Belli et al. 2001; Belli et al. 2013; Belli et al. 2004), but our data-mining results provide greater detail on the actual sequencing of behaviors as they occur in the exchanges between interviewers and respondents.

### 3.2. Validation Regression Models

The calendar retrospective reports were validated against these same respondents' reports, which had been provided in annual PSID interviews. Twelve cases suffered from processing errors, making the comparison of calendar retrospective reports to panel reports unfeasible, resulting in 153 validated cases. In this validation, we tested four domains in the reporting of residential, relationship, and labor histories; one was associated with residence, a second with marriage. With labor histories, we tested both employment and unemployment. These domains were selected as they each were designed to ask respondents to provide retrospective reports of objective facts. For each of these domains, we calculated respective measures of discrepancy; these were calculated as the proportion of years in which there was no match in status between the calendar and panel reports.

We tested logistic regression models to determine relationships between discrepancy and behaviors. In order to demonstrate that parallel, duration, timing, and sequential retrievals were associated with discrepancy, each of the respondent retrieval behaviors were tested. Models were examined for each of the domains separately and for each behavior separately, leading to sixteen analyses. In each model, per case, the discrepancy measure was regressed on the number of retrieval behaviors that had occurred up to and including the point at which each respective domain had been finalized during the interview, an experiential complexity measure based on the number of status changes for each respective domain in the panel data, a term for the interaction of the number of retrievals with experiential complexity, and control variables that included interviewer age, gender, and years of interviewing experience, and respondent age, gender, race, and years of education. The interaction term was included to determine whether the association of behavior with discrepancy hinged on those respondents who have more complicated histories; it may be the case that advantages of retrieval behaviors, if any, would only exist when retrieval is more difficult because the respondent has a complicated past (see Belli et al. 2013). If the model revealed a significant respondent retrieval behavior by experiential complexity interaction, a regions-of-significance (ROS) analysis was performed to determine at what level of experiential complexity rthernetnieyabbehavior
was significantly associated with discrepancy. If the model did not reveal a significant interaction, the same core regression model without the interaction term was tested to determine whether the number of retrieval behaviors revealed a significant main effect on discrepancy.

To account for clustering of respondents within interviewers, covariance matrices were inflated using the estimated interviewer design effect for residence ( $d e f f=1.64$ ), marriage (deff $=2.00$ ), and employment (deff $=1.45$ ) discrepancy measures. Due to this clustering, it is appropriate to estimate the degrees of freedom used in significance tests as the number of interviewers $-1=12$ (see Belli et al. 2013). The estimated design effect for the unemployment discrepancy measure was slightly less than 1 (0.97), indicating there was no interviewer clustering effect; hence, there was no need to inflate the covariance matrices.

Table 5 presents the results of the regression models, testing for interaction effects and their accompanying ROS results when significant. A greater number of respondent parallel retrieval behaviors is associated with less discrepancy in reports of being employed when respondents experienced greater experiential complexity. However, follow-up maineffects analyses revealed that a higher number of parallel retrievals is associated with greater discrepancy in reports of unemployment ( $\beta=0.014, S E=0.006, p=.04$ ). As for timing retrieval behaviors, their greater propensity is associated with greater discrepancy in reports of residence and unemployment when respondents have less experiential complexity, but less discrepancy in reports of employment and unemployment when respondents have higher experiential complexity. Follow-up main-effects analyses also reveal that the greater number of timing retrievals is associated with less discrepancy in reports of marriage ( $\beta=-0.061, S E=0.015, p<.001$ ). With duration retrieval behaviors, their greater number is associated with less discrepancy in the reporting of employment when there is greater experiential complexity, and they also reveal less discrepancy in reports of marriage ( $\beta=-0.091, S E=0.032, p=.02$ ). Finally, a greater prevalence of sequential retrieval behaviors is associated with greater discrepancy in the reports of a) residence and unemployment with lower experiential complexity, and b) marriage with higher experiential complexity. They are also associated with less discrepancy in the reports of marriage with less experiential complexity and unemployment with higher experiential complexity. Overall, results indicate that respondents' engagement in timing and duration retrieval behaviors is beneficial to the accuracy of retrospective reports, especially when experiential complexity is high, but that engagement in parallel and sequential retrieval behaviors is mixed and nuanced in terms of data quality.

Having demonstrated the associations between each of the retrieval behaviors and discrepancy across the four domains, we tested logistic regression models to examine each of the series (see Tables 1-4) for each of the domains. These models included the same control variables and inflation of covariance matrices that were included in the models testing for respondent retrievals. In each model, discrepancy was regressed on the number of fourth-turn retrieval behaviors per case that met each interactional series as identified in Tables 1-4 (i.e., the five series for parallel, the five for timing, the three for duration, and the three for sequential retrievals). Only the retrieval behaviors that occurred up to and including the point in which each domain was being interviewed were included in the analysis.

Table 5. Logistic regression coefficients for the interaction of respondent retrieval behaviors and experiential complexity on discrepancy, and percentiles of experiential complexity associated with significantly less and greater discrepancy.

| Domain | Interaction Parameters |  |  | Percentiles of experiential complexity in which a greater number of respondent retrieval behaviors (in comparison to a fewer number) is associated with significantly |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta | SE | $p$ | Less discrepancy | Greater discrepancy |
| Parallel |  |  |  |  |  |
| Residence | -0.090 | 0.061 | ns |  |  |
| Marriage | -0.345 | 0.576 | ns |  |  |
| Employment | -0.180 | 0.075 | 0.013 | 80.41-100 |  |
| Unemployment | -0.140 | 0.069 | ns |  |  |
| Timing |  |  |  |  |  |
| Residence | -0.151 | 0.053 | 0.047 |  | 0-51.57 |
| Marriage | 0.846 | 0.580 | ns |  |  |
| Employment | -0.178 | 0.065 | 0.006 | 30.22-100 |  |
| Unemployment | -0.241 | 0.047 | <0.001 | 79.77-100 | 0-60.36 |
| Duration |  |  |  |  |  |
| Residence | -0.177 | 0.134 | ns |  |  |
| Marriage | - 1.827 | 1.177 | ns |  |  |
| Employment | -0.543 | 0.152 | 0.001 | 31.68-100 |  |
| Unemployment | -0.142 | 0.122 | ns |  |  |
| Sequential |  |  |  |  |  |
| Residence | -0.244 | 0.092 | 0.021 |  | 0-21.61 |
| Marriage | 5.920 | 1.359 | <0.001 | 0-91.34 | 99.03-100 |
| Employment | -0.066 | 0.112 | ns |  |  |
| Unemployment | -0.716 | 0.145 | $<0.001$ | 72.08-100 | 0-52.81 |

Table 6 a presents the interaction parameters of the regression models with parallel retrievals in the fourth turn and their accompanying ROS results when significant. There are no significant interaction effects for unemployment. Results demonstrate that for Series II in which an interviewer parallel probe occurs in the first or third turn, reports of employment are at greater discrepancy at higher levels of experiential complexity, while for Series III in which a respondent parallel is preceded by an interviewer timing probe, reports of employment are at greater discrepancy at lower levels of experiential complexity, but at less discrepancy at higher levels of complexity. For Series V, which is marked by a lack of preceding behaviors, reports of residence demonstrate greater discrepancy with lower complexity, and less discrepancy with higher complexity. There are also significant main effects: Series I, which includes a preceding respondent timing retrieval, Series IV, which has a preceding interviewer duration probeand heries V are all
Table 6a. Logistic regression coefficients for the interaction of interviewer-respondent sequences and experiential complexity on discrepancy, and percentiles of experiential complexity associated with significantly less and greater discrepancy: parallel.

| Series | Residence |  |  | Marriage |  |  | Employment |  |  | Unemployment |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  |
|  |  | Less | Greater |  | Less | Greater |  | Less | Greater |  | Less | Greater |
|  | -0.212 (0.291) |  |  | 1.010 (2.286) |  |  | -0.184 (0.230) |  |  | 0.380 (0.256) |  |  |
| II | -0.133 (0.202) |  |  | 1.484 (2.283) |  |  | 0.543 (0.238)* |  | 91.21-100 | 0.139 (0.227) |  |  |
| III | -0.166 (0.159) |  |  | -0.714 (1.794) |  |  | $-0.852(0.170)^{* *}$ | 85.88-100 | 0-61.62 | 0.110 (0.158) |  |  |
| IV | -0.100 (0.212) |  |  | -0.303 (1.716) |  |  | -0.604 (0.507) |  |  | 0.478 (0.226) |  |  |
| V | -1.189 (0.454)* | 98.71-100 | 0-35.02 | -7.620 (5.466) |  |  | -0.341 (0.303) |  |  | 0.525 (0.388) |  |  |

associated with less discrepancy in reports of marriage $(\beta=-0.138, S E=0.059$, $p=.04 ; \beta=-0.120, S E=0.047, p=.03 ; \beta=-0.395, S E=0.124, p=.01$, respectively), and Series $I$ is also associated with less discrepancy in reports of employment ( $\beta=-0.091, S E=0.028, p=.01$ ). Results demonstrate that the effectiveness of parallel retrieval behaviors is dependent on the preceding behavioral context. When preceded by a respondent timing behavior (Series I) or interviewer duration probe, data quality is improved; when preceded by an interviewer timing probe (Series III) or when there is no preceding behavior (Series V), data quality is improved when there is a more demanding retrieval task (higher experiential complexity); and when preceded by an interviewer parallel probe (Series II), data quality is worsened, especially with a more demanding retrieval task.

Results are also nuanced by which behaviors precede timing retrieval behaviors (see Table 6b). Series I, in which an interviewer duration probe precedes a timing retrieval behavior, reveals greater discrepancy at lower experiential complexity in reports of residence, but greater discrepancy at higher experiential complexity in reports of employment; in reports of employment, Series I also reveals less discrepancy with lower experiential complexity. Series II, in which a fourth-turn respondent timing behavior is preceded by both interviewer duration and timing probes, reveals less discrepancy with higher experiential complexity in reports of marriage, employment, and unemployment. With Series V, in which there are no preceding behaviors, there is less discrepancy with lower experiential complexity. There are also significant main effects: Series I and IV with marriage $(\beta=-0.157, S E=0.037, p=.001 ; \beta=-0.093, S E=0.029$, $p=.01$, respectively), and Series III, IV, and V with employment ( $\beta=-0.208$, $S E=0.043, p<.001 ; \beta=-0.065, S E=0.012, p<.001 ; \beta=-0.221, S E=0.049$, $p=.001$, respectively) all reveal less discrepancy. Taken together, results reveal that whereas the preceding occurrence of only duration probes (Series I) leads to mixed results with data quality, preceding duration probes in combination with timing probes (Series II) improve data quality when the retrieval task is difficult (higher experiential complexity). Moreover, preceding respondent timing behaviors (Series III) and preceding interviewer data-element probes (Series IV) improve data quality, whereas no preceding behaviors (Series V) leads to mixed results concerning data quality.

Duration retrieval behaviors at the fourth turn (see Table 6c) are noted for generally being associated with better data quality, especially at higher experiential complexity, regardless of the preceding behaviors. Both Series I, in which there is a preceding respondent timing behavior, and Series III, in which there are no preceding behaviors, are associated with less discrepancy at higher experiential complexity for employment reports; Series III also reveals less discrepancy at higher complexity and greater discrepancy at lower complexity with reports of marriage. As for Series II, in which there is a preceding interviewer timing probe, there are significant main effects in which there is less discrepancy with reports of both marriage ( $\beta=-0.197$, $S E=0.064, p=.01$ ) and employment ( $\beta=-0.109, S E=0.030, p<.01$ ). Table 6 d reveals results for respondent sequential behaviors at the fourth turn. With Series II, in which there is a preceding respondent parallel behavior, whereas reports of residence reveal less discrepancy at higher complexity and greater discrepancy at lower complexity, the opposite pattern is seen with reports of marriage. There is also a main effect with Seriesolinmbidededhere is a
Table 6b. Logistic regression coefficients for the interaction of interviewer-respondent sequences and experiential complexity on discrepancy, and percentiles of experiential complexity associated with significantly less and greater discrepancy: timing.

| Series | Residence |  |  | Marriage |  |  | Employment |  |  | Unemployment |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  |
|  |  | Less | Greater |  | Less | Greater |  | Less | Greater |  | Less | Greater |
| I | $-0.407(0.136)^{* *}$ |  | 0-82.40 | 0.199 (1.588) |  |  | $-1.114(0.220)^{* * *}$ | 0-47.13 | 83.13-100 | -0.274 (0.129) |  |  |
| II | 1.046 (0.509) |  |  | -12.364 (5.226)* | 91.11-100 |  | $-1.605(0.492)^{* *}$ | 56.06-100 |  | - 1.068 (0.349)** | 82.93-100 |  |
| III | -0.280 (0.379) |  |  | - 1.040 (2.928) |  |  | 0.015 (0.394) |  |  | 0.166 (0.258) |  |  |
| IV | -0.144 (0.138) |  |  | 1.836 (1.088) |  |  | -0.309 (0.450) |  |  | -0.034 (0.076) |  |  |
| V | -0.263 (0.377) |  |  | 8.292 (3.799)* | 0-86.99 |  | -0.209 (0.118) |  |  | -0.115 (0.219) |  |  |

$* p<.05 ; * * p<.01 ; * * * p<.001$.
Table $6 c$. Logistic regression coefficients for the interaction of interviewer-respondent sequences and experiential complexity on discrepancy, and percentiles of experiential complexity associated with significantly less and greater discrepancy: duration.

| Series | Residence |  |  | Marriage |  |  | Employment |  |  | Unemployment |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  |
|  |  | Less | Greater |  | Less | Greater |  | Less | Greater |  | Less | Greater |
| I | 0.193 (0.482) |  |  | 2.157 (4.263) |  |  | -2.397 (0.697)** | 40.01-100 |  | 0.037 (0.321) |  |  |
| II | -0.307 (0.273) |  |  | 1.278 (2.613) |  |  | -0.548 (0.332) |  |  | -0.119 (0.204) |  |  |
| III | -0.451 (0.267) |  |  | -12.095 (2.531)*** | 90.97-100 | 0-74.03 | -0.837 (0.254)** | 34.39-100 |  | -0.105 (0.195) |  |  |

$* p<.05 ; * * p<.01 ; * * * p<.001$.
Table 6d. Logistic regression coefficients for the interaction of interviewer-respondent sequences and experiential complexity on discrepancy, and percentiles of experiential complexity associated with significantly less and greater discrepancy: sequential.

| Series | Residence |  |  | Marriage |  |  | Employment |  |  | Unemployment |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  | Beta (SE) | Discrepancy |  |
|  |  | Less | Greater |  | Less | Greater |  | Less | Greater |  | Less | Greater |
| I | -0.743 (0.382) |  |  | -2.669 (3.827) |  |  | -0.172 (0.396) |  |  | 0.236 (0.351) |  |  |
| II | -0.310 (0.120)* | 98.52-100 | 0-26.90 | 12.095 (1.937)*** | 0-91.11 | 94.49-100 | -0.016 (0.130) |  |  | -0.060 (0.126) |  |  |
| III | -0.204 (0.428) |  |  | 2.683 (4.568) |  |  | -1.021 (0.496) |  |  | 0.364 (0.508) |  |  |

preceding respondent timing behavior such that there is less discrepancy in reports of marriage ( $\beta=-0.284, S E=0.111, p=.03$ ).

## 4. Implications for Interviewing Research and Practice

Results present a nuanced and complicated pattern of interactions among interviewer and respondent verbal behaviors in impacting the quality of retrospective reports in calendar interviews. Of the retrieval behaviors examined, both respondent and interviewer timing behaviors and respondent duration behaviors demonstrated the most consistent association with higher data quality, especially when the retrieval task was more difficult as measured by experiential complexity. In terms of respondent timing behaviors, overall prevalence was associated with better data quality; data quality was improved when preceded by interviewer timing and data-elements probes and respondent timing retrievals, and data quality was also improved when respondent timing behaviors preceded respondent parallel, timing, duration, and sequential retrieval behaviors. As for interviewer timing behaviors, their occurrence facilitated better data quality and preceding respondent parallel, timing, and duration behaviors. Respondent duration behaviors also revealed better data quality with overall prevalence with heightened retrieval difficulty, and data quality was improved when preceded by respondent and interviewer timing, or by the absence of behaviors.

Mixed results in terms of data quality were found for respondent and interviewer parallel behaviors, and respondent sequential and interviewer duration behaviors. The overall prevalence of both respondent parallel and sequential behaviors was not consistently associated with improved data quality, even when examining only situations in which the retrieval task was difficult, nor did the presence of these behaviors when preceded by other behaviors, or when preceding retrieval behaviors, produce consistent results in terms of data quality. The preceding presence of interviewer parallel probes led to poor data quality outcomes when followed by respondent parallel retrieval behaviors. Interviewer duration probes, when alone in preceding respondent timing retrieval behaviors, led to mixed results with data quality.

These results have implications for interviewer behaviors in calendar interviews. Whereas interviewer timing probes are to be encouraged, interviewer parallel probes are to be discouraged. As for interviewer duration probes, they appear to be effective only when used in combination with interviewer timing probes. Respondent timing strategies are also to be encouraged, and their occurrence is facilitated by interviewer timing, duration, and data-elements probes, although, as noted above, interviewer duration probes should not be administered alone. The encouragement of effective respondent duration strategies is also facilitated by interviewer timing probes.

One troubling aspect of providing advice in encouraging interviewer and respondent timing behaviors is that although heightened prevalence is associated with better data quality when the retrieval task is difficult, in some situations there is also poorer data quality when the retrieval task, as measured by lower levels of experiential complexity, is relatively easy. Such a pattern has also been observed by Belli et al. (2013), who speculate that some respondents experience general difficulty in remembering their pasts, and that interviewers are more prone to unsuccessfully use retrieval probestlisntartettempt to
improve these respondents' memories. Accordingly, it may be advisable to attempt introducing screener questions to assess how much status changes have occurred in respondents' pasts, and to encourage interviewer and respondent timing behaviors for those respondents whose pasts are more complicated.

Another caveat in terms of attempts at implementing more successful interviewer training regimens is that some level of better data quality is due to respondents engaging in retrieval strategies on their own. For example, although respondent timing retrieval behaviors appear to be encouraged by interviewer timing, duration, and data-element probes, they also may occur spontaneously, and hence their benefits to data quality may be present only among a certain subset of respondents or circumstances in which interviewer probing has no impact. As other examples, both respondent parallel and duration behaviors, when preceded by no behaviors, are associated with better data quality especially with respondents who have complicated pasts, and hence, appear to be driven by respondents on their own.

## 5. Theoretical Considerations

A major surprise in our results is the lack of solid evidence that interviewer and respondent parallel behaviors improve the quality of retrospective reports. Much of the theoretical rationale of calendar interviewing has hinged on the notion that its implementation encourages the occurrence of effective cuing mechanisms, especially parallel behaviors (for examples see Balán et al. 1969; Belli 1998; Belli and Callegaro, 2009; Yoshihama et al. 2002). The finding that interviewer parallel probes lead to poorer retrospective data quality is particularly contrary to theoretical expectations. Gaining a better understanding of the role of parallel associations in human autobiographical memory may assist in determining how such associations impact accuracy.

Psychologists who have theorized about the structure of autobiographical knowledge have differed in opinion on whether parallel associations exist across contemporaneous events from different autobiographical domains or themes. On the one hand, theories of autobiographical memory that incorporate associations among different life domains are supported by the existence of respondent parallel cuing, as observed by Bilgen and Belli (2010) and as evident from the results reported in this article. Specifically, Barsalou (1988) observed that persons will follow parallel tracks of events that associate contemporaneous events across themes, such as events that encompass a project such as school being associated with contemporaneous events of being with one's family. He projected that such associations could exist between different events from different life domains. Similarly, Means, Loftus, and colleagues (Means and Loftus 1991; Means et al. 1989) observed that individuals would jump between work and health events when answering questions about their memory for health visits.

On the other hand, the presence of these parallel associations is not emphasized in some theories of autobiographical memory that highlight hierarchical associations among events within the same life domain (Conway and Bekerian 1987; Conway 1996). Specifically, Conway and Bekerian propose the existence of Autobiographical Memory Organization Packets (A-MOPs) that hierarchically organize more specific episodic events within abstract lifetime periods. As these A-MOPs are thematic with respect touracarsulating
hierarchies consisting of different life domains, such as one's relationships versus one's career, an autobiographical memory structure consisting only of A-MOPS would not predict events belonging within one life domain to be cued by contemporaneous events that had occurred in a different life domain.

Overall, our results point to a compromise between these views. It may be the case that direct parallel associations are somewhat uncommon, and hence, that benefits from respondents' use of parallel retrievals may arise, but only when these direct parallel associations exist. However, directing respondents to engage in parallel retrieval through the use of parallel probes may divert respondents from more beneficial within-domain associations and increase task difficulty, leading to poorer autobiographical remembering.

## 6. Limitations and Other Considerations

Although results suggest that interviewer parallel probing does more harm than good and hence ought to be discouraged in interviewer training, the observational nature of this research means that these causal inferences are tentative. It may be possible, for example, that interviewers are more likely to engage in parallel probing with respondents who exhibit poor memory, and that the association of parallel probing with poorer data quality is the outcome of respondents who are not able to remember their pasts very well. It may also be the case that our data are limited in that they arose from telephone interviewing in which the calendar was not observed by respondents, and the use of other data-collection modes in which respondents can view the calendar may lead to overall benefits from parallel associations.

In addition, as our research is not experimental, more definitive answers regarding the impact of parallel probing could be gained through experimental work in which interviewers are either encouraged or discouraged to use parallel and other types of probes. Of course, the concern with making causal inferences also applies to timing probes, which were found to be associated with better quality data.

Results are also limited in that they have only examined the value of data-mining techniques with retrieval behaviors in calendar interviews, and with a relatively small sample. Extensions of data mining should also be applied to other behaviors in both calendar and conventional questionnaire interviewing instruments, especially those of a more direct motivational flavor. As for calendar interviews, the various series of behaviors that will lead to respondent rapport behaviors, such as digressions and laughter, may be of particular interest, as the use of rapport has been shown to be associated with better retrospective reporting in some domains but not others (Belli et al. 2013). As for conventional questionnaires, question-answer series that lead to behaviors signifying that respondents are having cognitive problems with the question may be especially informative, given that these behaviors have often been associated with poorer data quality (Belli and Lepkowski 1996; Draisma and Dijkstra 2004; Dijkstra and Ongena 2006; Dykema et al. 1997).

These are but examples, of course. The key message to take away is that data-mining techniques can be used in behavior-coding analyses to uncover those series of behaviors that produce key data-quality relevant behaviors. In combination with regression techniques, it can also be determined which of these series are associated with better or poorer data quality. The results from these investigations are impontantatherretically in the
understanding of cognitive and communicative processes, and they have implications for interviewer training and in the development of best interviewing practices.
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# Is the Short Version of the Big Five Inventory (BFI-S) Applicable for Use in Telephone Surveys? 

Oliver A. Brust ${ }^{1}$, Sabine Häder ${ }^{2}$, and Michael Häder ${ }^{1}$


#### Abstract

The inclusion of psychological indicators in survey research has become more common because they offer the possibility of explaining much of the variance in sociological variables. The Big Five personality dimensions in particular are often used to explain opinions, attitudes, and behavior. However, the short versions of the Big Five Inventory (BFI-S) were developed for face-to-face surveys. Studies have shown distortions in the identification of the Big Five factor structure in subsamples of older respondents in landline telephone surveys. We applied the same BFI-S but with a shorter rating scale in a telephone survey with two subsamples (landline and mobile phone). Using exploratory structural equation modeling (ESEM), we identified the Big Five structure in the subsamples and the age groups. This finding leads us to conclude that the BFI-S is a powerful means of including personality characteristics in telephone surveys.


Key words: Exploratory structural equation modeling; telephone surveys; Big Five personality dimensions.

## 1. Introduction

Psychological indicators are being used increasingly in survey research as determining factors for the explanation of behavior and attitudes. Rammstedt (2007a), for example, showed that a significant proportion of the variance of sociological variables of interest could be explained using personality dimensions. This holds true for very different social phenomena, such as political attitudes (Heaven and Bucci 2001; Saucier 2000; Van Hiel et al. 2004), educational careers, career choices, the interaction of personality development and social relations, health history, and life course trajectories (Caspi et al. 2005; Goldberg et al. 1998). One empirical question that needs to be addressed in this context is: with which instruments and modes or devices of data collection can personality structure be assessed efficiently - that is, as briefly, reliably, and validly as possible?

In situations where personality is the primary topic of interest, the measurement of these psychological variables requires long inventories. The original German-language version of the Big Five Inventory (BFI), for example, comprises 42 items (Lang et al. 2001; Rammstedt and John 2007). However, in survey situations, where brevity is a high

[^3]priority, an inventory of this length is too time consuming. Efforts have therefore been made to develop short inventories that can be easily applied in surveys (Gosling et al. 2003; Gerlitz and Schupp 2005, 204).

Short versions of the BFI (with 10 or 15 items) have been used in large studies such as the International Social Survey Programme (ISSP), the German Socio-Economic Panel (SOEP), the British Household Panel Survey, the Household, Income and Labour Dynamics in Australia Survey (HILDA), and the German National Cohort. The Big Five personality dimensions represent a powerful means of analyzing interindividual differences in personality dimensions (Lang et al. 2011). These five dimensions can be described as follows:

- Neuroticism refers to individual differences in the susceptibility to distress and the experience of negative emotions such as anxiety, anger, and depression.
- Extraversion refers to individual differences in sociability, gregariousness, level of activity, and the experience of positive emotions.
- Openness to experience refers to individual differences in the propensity for originality, creativity, and the acceptance of new ideas.
- Agreeableness refers to individual differences in altruistic behavior, trust, warmth, and kindness.
- Conscientiousness refers to individual differences in self-control, task orientation, and rule abiding (Taylor et al. 2010, a3-21-a3-22).

As the use of psychological variables in surveys becomes more common, mixed-device surveys are becoming more frequent as well. The utilization of several devices is aimed at taking advantage of the rapid technological progress for survey research (Toepoel and Lugtig 2015). However, existing short scales for the measurement of psychological constructs have been developed and tested only for particular modes and/or devices of data collection - mostly for face-to-face interviewing with CAPI or PAPI. Hence, the question that arises is whether these short scales are also suitable for use in other modes and with other devices - for example mobile phone and landline phone surveys - and are therefore applicable in mixed-device surveys.

Because surveys will be increasingly conducted using both landline and mobile phones, it is very important that the short version of the BFI applied is suitable for users of both devices. To determine whether this is the case, we incorporated a BFI-S into the CELLA2 study (acronym for CELl Phone and LAndline Phone Survey 2), in which telephone numbers for both samples were drawn from different frames, and interviews were conducted by mobile and landline phone. CELLA2 was conducted by GESIS-Leibniz Institute for the Social Sciences, Mannheim, Germany, and Dresden University of Technology, Germany, and was funded by a research grant from the German Research Foundation (DFG).

### 1.1. Hypotheses

The following hypotheses will be tested:
H1: The Big Five structure of the personality dimensions Neuroticism, Extraversion, Openness to experience, Agreeableness, and Conscientiousness is clearly represented in both the landline and the mobile phone subsamples.

In an evaluation of possible mode effects among landline and mobile phone respondents in the CELLA surveys, Häder and Kühne (2010) showed that differences between the two subsamples in terms of response quality were not significant. Because the device used by respondents (landline vs. mobile phone) does not appear to have an influence on their answers, we expect to find the Big Five personality dimensions in both subsamples.

H2: The Big Five structure of personality dimensions is reproduced in all age groups (age groups: $16-39, n=1,244 ; 40-59, n=1,133 ; 60$ and older, $n=514$ ).

In 2005, Lang et al. (2011) used a short version of the BFI when conducting a landlineonly computer-assisted telephone interview (CATI) study with 1,200 respondents in which they applied a 15 -item BFI-S with a seven-point rating scale. However, they observed distortions in the CATI assessment of the Big Five personality dimensions among older adults. One possible explanation is the assumption "that the mental workload of the telephone interviewing context would preclude valid self-report responses, since it requires listening to interviewers while reflecting responses on a 7 -point rating scale" (Lang et al. 2011, 559).

In CELLA2, we shortened the seven-point scale to a five-point scale in order to lighten the workload of answering the Big Five items. However, although the coarser scale reduces the cognitive effort required to find a satisfactory answer, it could lead to a loss of information.

## 2. Method

In CELLA2, 3,051 participants (aged 16-93 years, $M=43.43, S D=16.52,48 \%$ female) were interviewed about their telephone usage behavior. The questionnaire also included several items aimed at measuring data quality (e.g., question order effects, social desirability, and response stability; see Häder 2012; Kühne et al. 2009). In order to compare the two subsamples, 1,516 interviews were conducted via landline phone and 1,535 via mobile phone. Participants were randomly selected. The same instrument was used nationwide for both subsamples. The landline sample was drawn from the universe of possible landline numbers in Germany using simple random sampling (Gabler and Häder 2002). The sampling frame comprised $139,366,300$ numbers, from which 31,358 numbers were selected. For the selection of participants for the mobile phone survey, a modified RDD method was used (Gabler et al. 2012, 147ff.). The sampling frame comprised 197,490,000 mobile phone numbers, from which 44,330 numbers were selected. Both samples were drawn by GESIS - Leibniz Institute for the Social Sciences in Mannheim, Germany. The fieldwork was carried out in the summer of 2010 by a commercial survey research firm and lasted six weeks. A maximum of 15 contact attempts was made for the gross sample $(M=2.4, S D=2.42)$. Of the interviews, $42.3 \%$ were conducted on the first contact attempt and $23.3 \%$ on the second attempt. The mean duration of the interviews was 12.33 minutes. The following response rates according to AAPOR standards were realized: $R R 3_{1}=0.148$ for the landline phone sample and $R R 3_{\mathrm{m}}=0.117$ for the mobile phone sample (Schneiderat and Schlinzig 2012, 124).

As is also the case with telephone surveys in other countries, the mobile phone subsample of CELLA2 had a higher percentage of men, was younger than the landline subsample, and more mobile phone respondents were single. Furthermore, Schneiderat and Schlinzig $(2012,129)$ observed an education bias in the complete sample compared to the 2009 German microcensus, the official reference statistic (complete sample/microcensus: lower secondary educational level: $20.5 \% / 38.8 \%$, intermediate secondary levels: $32.8 \% / 28.5 \%$, higher levels: $36.3 \% / 25.7 \%$, other: $10.4 \% / 7.0 \%$, for further details see Schneiderat and Schlinzig 2012, 129), in such a way that participants with a lower level of education were underrepresented. This is likely to be due only partly to the very low response rate in CELLA2 (approx. 10\%), because in the 1990s, when response rates of up to $80 \%$ were reached in German social surveys, this bias was also observed (Koch 1998).

In sum, the CELLA2 sample performed well in representing the subgroups of the survey's target population, as a comparison to official reference statistics shows (Schneiderat and Schlinzig 2012, 131). Therefore, Schneiderat and Schlinzig (2012, 131) conclude: "The integration of a mobile sample by applying a dual-frame approach nearly always leads to better sample quality."

To apply the dual-frame approach in our study, the parameters described in Figure 1 are needed.

Following Gabler and Ayhan (2007), the inclusion probability of the target person $i$ is

$$
\pi_{i} \approx k_{i}^{F} \frac{m^{F}}{M^{F}} \cdot \frac{1}{z_{i}}+k_{i}^{C} \frac{m^{C}}{M^{C}}
$$

These inclusion probabilities are used to construct both the Horvitz-Thompson estimator (design weighting) and the GREG estimator (design and adjustment weighting, adjusted for sex, age, and education; see Gabler et al. 2012, 163).

In order to maximize statistical power within age group comparisons, three age groups were defined: young adulthood from 16 to 39 years (total: $n=1,244, M=27.80, S D=6.57$; landline: $n=516, M=28.73, S D=6.69$; mobile: $n=728, M=27.14, S D=6.41$ ), middle adulthood from 40 to 59 years (total: $n=1133, M=48.80, S D=5.61$; landline: $n=583, M=48.75, S D=5.71$, mobile: $n=550, M=48.81, S D=5.50$ ), and late adulthood comprising people aged 60 years and older (total: $n=504, M=69.03$, $S D=6.66$; landline: $n=343, M=69.81, S D=6.72$; mobile: $n=171, M=67.45$, $S D=6.29$ ). The CELLA2 data can be found in the Data Archive for the Social Sciences at GESIS - Leibniz Institute for the Social Sciences, Germany.

| Landline phone |  | Mobile phone |  |
| :--- | :--- | :--- | :--- |
| $M^{F}$ | Number of numbers in sampling frame | $M^{C}$ | Number of numbers in sampling <br> frame |
| $m^{F}$ | Number of numbers in sample | $m^{C}$ | Number of numbers in sample |
| $k_{i}^{F}$ | Number of landline numbers at which target person <br> $i$ can be reached | $k_{i}^{C}$ | Number of mobile phone numbers at <br> which target person $i$ can be reached |
| $z_{i}$ | Size of household to which target person $i$ belongs |  |  |

Fig. 1. Parameters for the dual-frame approach. Unauthenticated

To capture the Big Five personality dimensions it was important to choose the instrument most suitable for use in a telephone survey. One possibility was the very short and efficient ten-item BFI-S developed by Rammstedt (2007b). Within the framework of the MOBILEPANEL project (see Häder et al. 2010), we conducted a pretest of this instrument with a panel of $n=203$ persons who were interviewed via mobile phone. The results of the pretest showed that a more extensive instrument was needed for the telephone-based measurement of the Big Five because, even with ipsative data, exploratory factor analysis (EFA) failed to identify the five-factor structure. The personality dimensions were therefore measured using another short version of the BFI namely, a 15 -item instrument that was constructed for the SOEP and was used in this context for the first time in 2005 (Dehne and Schupp 2007). Whereas the SOEP presented the instrument visually (using a template) within the framework of a face-to-face interview, in our study CELLA2 it was administered by landline and mobile phone. To avoid overburdening the respondents, the response scale was reduced from seven to five scale points ( 1 - strongly disagree, 5 - strongly agree; Lang et al. 2011; Dehne and Schupp 2007, 8). Similar to Lang et al. (2011, 554), Cronbach's alpha values for the BFI-S scales were low, reflecting the brevity of the three-item scale and the width of these broad constructs (Neuroticism $\alpha=.52$, Extraversion $\alpha=.60$, Openness $\alpha=.55$, Agreeableness $\alpha=.45$, Conscientiousness $\alpha=.52$ ). As Gosling et al. (2003) demonstrate by comparing Cronbach's alpha values to test-retest reliability values in a ten-item Big Five measure, Cronbach's alpha might not be the right indicator to evaluate reliability for very brief scales due to an underestimation of the true reliability. However, an evaluation of the testretest reliability was not possible in CELLA2 due to the design of the study. To avoid possible sequence effects, the items of the BFI-S were presented in random order. This randomization was implemented by the CATI software and changed with every participant. Within the questionnaire, the BFI-S was situated after a set of items concerning telephone usage behavior and was followed by other personality measures.

In the 2005 SOEP study, over 20,000 people were interviewed with this instrument. Therefore it was used as a reference for the CELLA2 results. The response rate of the SOEP is about $50 \%$ (see Goebel et al. 2008), which is significantly higher than that of CELLA2 (approx. 10\%). Table 1 shows the results of the comparisons of the item means of the BFI-S between the two studies.

Overall, it can be seen that the differences between the SOEP and CELLA2 can be regarded as small. They do not exceed less than half a scale point on the seven-point scale. This indicates a satisfactory quality of the realized CELLA2 sample, despite the low response rate. A further comparison of the sample means for the BFI-S items in CELLA2 using the Horvitz-Thompson estimator and the GREG estimator did not reveal a general tendency that could be interpreted as an improvement or deterioration of the estimators (see Table 2). Therefore, in our next model-based analyses we forgo the use of weights.

### 2.1. Statistical Analysis for Testing Measurement Invariance

To compare the landline and mobile phone samples within the total sample and across the three different age groups (young adulthood, middle adulthood, late adulthood), we conducted exploratory structural equation modeling (ESEM) analysesuring ndplus

Table 1. Means of the BFI-S Items in the SOEP and CELLA2.

| Item: I see myself <br> as someone who. . | CELLA2 | SOEP | Difference: <br> CELLA2-SOEP |
| :--- | :---: | :---: | ---: |
| N: Worries a lot | 4.77 | 4.76 | 0.01 |
| N: Gets nervous easily | 3.58 | 3.77 | -0.19 |
| N: Is relaxed, handles stress well | 3.44 | 3.47 | -0.03 |
| E: Is talkative | 5.33 | 5.49 | 0.16 |
| E: Is outgoing, sociable | 5.29 | 5.07 | 0.22 |
| E: Is reserved | 4.21 | 3.86 | 0.35 |
| O: Is original, comes up with new ideas | 4.71 | 4.54 | 0.17 |
| O: Values artistic, aesthetic experiences | 4.22 | 4.09 | 0.13 |
| O: Has an active imagination | 4.78 | 4.83 | -0.05 |
| A: Is sometimes rude to others | 5.35 | 5.06 | 0.29 |
| A: Has a forgiving nature | 5.59 | 5.52 | 0.07 |
| A: Is considerate and kind to almost | 5.93 | 5.78 | 0.15 |
| everyone |  |  |  |
| C: Does a thorough job | 6.08 | 6.15 | -0.07 |
| C: Tends to be lazy | 5.54 | 5.71 | -0.17 |
| C: Does things efficiently | 5.75 | 5.75 | 0.00 |

Note. $\mathrm{N}=$ Neuroticism, $\mathrm{E}=$ Extraversion, $\mathrm{O}=$ Openness to experience, $\mathrm{A}=$ Agreeableness, $\mathrm{C}=$ Conscientiousness, CELLA2 items adapted by multiplying by 7/5; Sources: data set GREG weighted.
(Version 7, Muthén and Muthén 2012) to test for measurement invariance of the short version of the Big Five Inventory (BFI-S). In the ESEM procedure, a model is estimated on the basis of an a priori postulated number of factors, thereby combining the advantages of EFA and confirmatory factor analysis (CFA). Within the procedure all factor loadings, item intercepts, and item uniquenesses are estimated. It is also possible to evaluate the fit

Table 2. Comparison of the sample means, the Horvitz-Thompson estimator and the GREG estimator for the BFI-S items in CELLA2.

| Item: I see myself as someone who. . | Sample <br> Mean | HT-Estimator | GREG <br> Estimator |
| :--- | :---: | :---: | :---: |
| Worries a lot | 3.27 | 3.28 | 3.41 |
| Gets nervous easily | 2.49 | 2.51 | 2.55 |
| Is relaxed, handles stress well | 2.43 | 2.45 | 2.46 |
| Is salkative | 3.84 | 3.80 | 3.81 |
| Is outgoing, sociable | 3.78 | 3.80 | 3.78 |
| Is reserved | 3.15 | 3.12 | 3.01 |
| Is original, comes up with new ideas | 3.44 | 3.42 | 3.37 |
| Values artistic, aesthetic experiences | 3.09 | 3.10 | 3.02 |
| Has an active imagination | 3.52 | 3.49 | 3.42 |
| Is sometimes rude to others | 3.83 | 3.83 | 3.82 |
| Has a forgiving nature | 3.94 | 3.96 | 3.99 |
| Is considerate and kind to almost everyone | 4.21 | 4.22 | 4.23 |
| Does a thorough job | 4.33 | 4.32 | 4.34 |
| Tends to be lazy | 3.86 | 3.87 | 3.96 |
| Does things efficiently | 4.15 | 4.13 | 4.11 |
|  | Download | Date $\mid 10 / 17 / 16$ 12:06 PM |  |

of the model to the data and to test for measurement invariance of the estimated parameters across multiple groups (Asparouhov and Muthén 2008). Simultaneously, disadvantages of the individual methods are reduced. Traditional EFA does not offer a method of comparing different factor structures in regard to their equivalence, whereas CFA typically requires indicators to be assigned to single factors. This rules out the possibility of indicators loading on another factor at the same time. Therefore the CFA procedure alone may not be adequate for evaluating the model fit of the Big Five model, because fit indices do not show adequate fit while correlations between the five factors are artificially inflated at the same time (Hopwood and Donnellan 2010).

We used oblique Geomin rotation, following Marsh et al. (2010). Geomin rotation is recommended when indicators have substantial loadings on more than one factor (Browne 2001; Muthén and Muthén 2012), which is often the case with the Big Five model (Hopwood and Donnellan 2010). To evaluate model fit, the maximum-likelihood estimator (ML) with conventional standard errors and chi-square test statistic was used. Compared to other estimators (e.g., maximum-likelihood estimator with robust standard errors, MLR), the ML chi-square test statistic can be used easily for chi-square difference testing and therefore for multiple-group comparisons. However, ML requires a large sample size and multivariate normal distribution. Considering that the response format was ordered categorical, normal distribution could not be ensured for all variables. However, in large samples ML has proved to be relatively robust even when slight deviations from the normal distribution occur (West et al. 1995; Ximénez 2006). Nevertheless, all models were calculated with the maximum-likelihood estimator with robust standard errors (MLR), as well. The results did not differ substantially between ML and MLR. In the following section, we report the results of the calculations using Geomin rotation and the maximum-likelihood estimator. Listwise deletion was used to handle missing data because the percentage of missing data was very small and missing data were missing completely at random (Little's MCAR test: $p=.992$; chi-square $=13,153$, $d f=.28$; Little 1988). Comparably to SEM, within the ESEM procedure we can test whether an a priori postulated model fits the data.

Chi-square tests were used to test for model fit and a nonsignificant result was regarded as the indicator of a fitting model. However, chi-square test results are influenced by sample size (Tucker and Lewis 1973). Therefore, we used goodness-of-fit indices, which are considered to be relatively robust even in the case of sample size differences. To evaluate model fit, the Comparative Fit Index (CFI), the Tucker Lewis Index (TLI), the Root Mean Square Error of Approximation (RMSEA), and the Standard Root Mean square Residual (SRMR) were used. CFI and TLI values greater than .90 and .95 indicate acceptable and excellent data fits, RMSEA values less than .05 and .08 indicate close and reasonable fits, and SRMR values less than .06 and .10 indicate close and reasonable fits, following common guidelines for the evaluation of model fits to the data (see Marsh et al. 1988; Hu and Bentler 1999; Marsh et al. 2004).

To test for differences between the subsamples (landline vs. mobile phone), ESEM multiple-group analyses were conducted. Five different models of measurement invariance were compared within the total sample and within the three different age groups following Lang et al. (2011; see also Marsh et al. 2013):
(1) Configural invariance is the least demanding model; it imposes no invariance constraints at all. It is used to establish a baseline condition according to which the five-factor structure exists in the two different model groups (landline vs. mobile).
(2) Weak invariance constrains the factor loadings to be invariant across the two different model groups.
(3) Strong invariance constrains the factor loadings and the item intercepts to be invariant across the two groups. A rejection of this model implies different item functioning (i.e., different item means between the two groups cannot be explained merely by differences at the factorial mean levels).
(4) Strict invariance constrains the factor loadings, the item intercepts, and item uniquenesses to be invariant across both groups. A rejection of this model indicates that differences exist in the measurement errors across both models.
(5) In the last model, factor loadings, item intercepts, item uniquenesses and factor means are constrained to be equal.

In order to determine the more parsimonious model, Bentler (1990) suggested the testing of nested models using chi-square difference testing. However, this procedure is also dependent on sample size (Brannick 1995). Therefore, the examination of changes in fit indices is also used as an alternative to this procedure (Cheung and Rensvold 1999; Chen 2007). According to Chen (2007), a more parsimonious model is supported if the CFI change is less than .01 or the RMSEA change is less than .015 . According to Marsh et al. (2009), equally good or better TLI and RMSEA values compared to the less restrictive model are a more conservative criterion for the more parsimonious model.

## 3. Results

Table 3 shows the Geomin rotated loadings for the mobile and the landline phone samples. The Big Five factor structure is clearly identified by the 15 items of the BFI-S in both samples. The solutions show close fit (landline: chi-square/ $d f=80,884 / 40, p=.001$, CFI/TLI $=.987 / .967$, RMSEA/SRMR $=.026 / .014$; mobile: chi-square/df $=139,827 / 40$, $p=.001, \mathrm{CFI} / \mathrm{TLI}=.969 / .918, \mathrm{RMSEA} / \mathrm{SRMR}=.040 / .019)$ and are almost textbook-like.

The fit indices of the ESEM multiple-group analysis (landline vs. mobile) for the whole sample are reported in Table 4.

In the total sample, fit indices of the ESEM multiple-group analysis (landline vs. mobile) showed close fit for the configural-invariance model and for the weak measurement-invariance model. A comparison of the fit indices of the two models indicated model improvement favoring the weak invariance model. Chi-square difference testing revealed no differences between the two models (chi-square $/ d f=41,863 / 50$, $p=.787$, n.s.). The fit indices of the strong-invariance model also showed a close model fit. Compared to the weak invariance model, fit indices remained essentially stable. Chi-square difference testing revealed a significant disparity between the two models (chi-square/ $d f=25,830 / 10, p=.004$ ). However, the differences between the CFI values of the strong measurement and the weak measurement-invariance model were less than . 01 and a chi-square difference test between the strong- and the configural-invariance model revealed no differences (chi-square/df $=67,693 / 60, p=.231$, n.s.). The strict measurement-invariance model also proved satisfactory.ungramparadd to the
Table 3. Geomin rotated loadings of the BFI-S in the landline and mobile phone samples.

| Item: I see myself as someone who. . . | Landline Sample |  |  |  |  | Mobile Phone Sample |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | E | O | A | C | N | E | O | A | C |
| Worries a lot | . 578 | . 052 | $-.005$ | . 124 | . 122 | . 465 | . 016 | . 009 | . 118 | . 168 |
| Gets nervous easily | . 628 | $-.023$ | . 031 | $-.037$ | -. 039 | . 627 | $-.010$ | . 010 | $-.023$ | $-.019$ |
| Is relaxed, handles stress well ${ }^{\text {a }}$ | . 440 | -. 028 | $-.048$ | $-.148$ | $-.129$ | . 424 | $-.013$ | $-.151$ | $-.115$ | . 134 |
| Is talkative | . 061 | . 655 | . 062 | . 069 | . 036 | . 058 | . 643 | . 071 | . 084 | . 027 |
| Is outgoing, sociable | . 010 | . 733 | . 008 | . 008 | . 036 | . 023 | . 568 | . 148 | . 044 | . 038 |
| Is reserved ${ }^{\text {a }}$ | $-.111$ | . 475 | $-.016$ | $-.265$ | $-.131$ | $-.073$ | . 533 | $-.069$ | $-.191$ | $-.130$ |
| Is original, comes up with new ideas | $-.178$ | . 070 | . 520 | $-.026$ | . 108 | $-.106$ | . 178 | . 502 | $-.072$ | . 093 |
| Values artistic, aesthetic experiences | . 036 | $-.107$ | . 529 | . 042 | -. 019 | . 022 | -. 066 | . 507 | . 076 | -. 063 |
| Has an active imagination | . 004 | . 049 | . 557 | . 020 | -. 057 | . 030 | . 047 | . 580 | . 008 | -. 054 |
| Is sometimes rude to others ${ }^{\text {a }}$ | $-.141$ | -. 026 | $-.137$ | . 485 | -. 077 | $-.159$ | -. 027 | $-.110$ | . 474 | $-.075$ |
| Has a forgiving nature | $-.015$ | . 031 | . 141 | . 273 | . 038 | $-.015$ | . 028 | . 169 | . 337 | . 037 |
| Is considerate and kind to almost everyone | . 018 | . 046 | . 032 | . 707 | . 022 | . 009 | . 094 | . 008 | . 576 | . 091 |
| Does a thorough job | . 038 | $-.005$ | $-.022$ | $-.031$ | . 706 | . 049 | $-.023$ | -. 022 | . 031 | . 705 |
| Tends to be lazy ${ }^{\text {a }}$ | $-.036$ | . 043 | $-.160$ | . 077 | . 286 | $-.095$ | . 088 | $-.116$ | . 044 | . 295 |
| Does things efficiently | $-.046$ | . 005 | . 054 | . 028 | . 707 | $-.057$ | . 020 | . 037 | $-.021$ | . 693 |
| Note. Landline sample: $n=1,516$, chi-square $/ d f=$ square $/ d f=139,827 / 40, \quad p=.001, \quad$ CFI/TLI $=.969 / .918$ Conscientiousness. Item was recoded (inversed). | 80,884/40, <br> 8, RMSE | $\begin{aligned} & p=.001, \\ & / \mathrm{SRMR}=. \end{aligned}$ | $\begin{aligned} & \mathrm{CFI} / \mathrm{TLI}= \\ & 40 / .019 ; \end{aligned}$ | $\begin{aligned} & 87 / .967, \\ & =\text { Neurot } \end{aligned}$ | $\begin{aligned} & \text { MSEA/SR } \\ & \mathrm{sm} ; \mathrm{E}= \end{aligned}$ | $\mathrm{R}=.026 / .0$ <br> Extraversion | 4; Mobi $\mathrm{O}=\mathrm{Op}$ | $\begin{aligned} & \text { hone } \mathrm{s} 2 \\ & \text { ess; } \mathrm{A}= \end{aligned}$ | ple: $n=$ Agreeable | 535, chi- <br> ; $\mathrm{C}=$ |

Table 4. Model fit of the ESEM multiple-group analysis (landline vs. mobile) for the whole sample.

| Model | ML/df | $p_{\text {fit }}$ <br> $p_{\text {diff }}$ | CFI | TLI | RMSEA | SRMR |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| (1) Configural invariance | $221 / 80$ | .001 | .978 | .942 | .034 | .017 |
| Differences: (2) vs. (1) | $42 / 50$ | .787 | .001 | .025 | .008 | .004 |
| (2) Weak measurement invariance | $263 / 130$ | .001 | .979 | .967 | .026 | .021 |
| (3) vs. (2) | $26 / 10$ | .004 | .002 | .002 | .000 | .000 |
| (3) vs. (1) | $68 / 60$ | .231 |  |  |  |  |
| (3) Strong invariance | $288 / 140$ | .001 | .977 | .965 | .026 | .021 |
| (4) vs. (3) | $30 / 14$ | .007 | .003 | .000 | .000 | .010 |
| (4) vs. (1) | $98 / 74$ | .033 |  |  |  |  |
| (4) Strict invariance | $319 / 154$ | .001 | .974 | .965 | .026 | .031 |
| (5) vs. (4) | $11 / 5$ | .045 | .001 | .000 | .001 | .001 |
| (5) vs. (1) | $109 / 79$ | .014 |  |  |  |  |
| (5) Strict invariance and fixed | $330 / 159$ | .001 | .973 | .965 | .027 | .032 |
| factor means |  |  |  |  |  |  |

Note. Total sample: $n=3,051$; ML/df $=$ maximum-likelihood chi-square/degrees of freedom; $p_{\text {fit }}=$ chisquare test to evaluate model fit; $p_{\text {diff }}=$ chi-square difference test between two models; CFI $=$ Comparative Fit Index; TLI $=$ Tucker Lewis Index; RMSEA $=$ Root Mean Square Error of Approximation; SRMR $=$ Standard Root Mean square Residual.
strong-invariance model and the configural-invariance model, chi-square difference testing revealed significant differences (chi-square/df $=30,204 / 14, p=.007$; chi-square $/ d f=97,897 / 74, p=.033$ ). However, compared to the strong-invariance model, there were no CFI changes greater than .01 , and TLI and RMSEA values also remained stable. The test of the model for strict invariance and fixed factor means was also satisfactory. Compared to the strict-invariance model and the configural-invariance model, chi-square difference testing revealed significant differences (chi-square/df $=11,321 / 5$, $p=.045$; chi-square/ $d f=109,218 / 79, p=.014$ ). However, there were no CFI changes greater than .01 compared to the strict-invariance model, and TLI and RMSEA values also remained essentially stable.

Regarding the complete sample, the comparison of the five models of measurement invariance supports the assumption of equal factor loadings, equal item intercepts, equal item uniquenesses, and equal factor means for the landline and mobile phone samples.

In the next step we tested for measurement invariance for the landline and mobile phone samples for different age groups. The Geomin rotated loadings representing the Big Five factor structure for the three age groups and fit indices are reported in Table 5. TLI and CFI indices show at least acceptable fits; RMSEA and SRMR indicate close fits. Once again, the solutions are almost textbook-like.

### 3.1. Measurement Invariance in Young and Middle Adulthood

The fit indices of the ESEM multiple-group analysis (landline vs. mobile) are reported in Table 6 for the young adulthood sample, and in Table 7 for the middle adulthood sample.

With regard to the young and middle adulthood groups, the comparison of the five measurement-invariance models supports the assumption of equal factor loadings, equal item intercepts, equal item uniquenesses, and equal factor means for thealandlinetand mobile
Table 5. Geomin rotated loadings for young, middle-aged and older adults.

| Item: I see myself as someone who. | Young adults |  |  |  |  | Middle-aged adults |  |  |  |  | Older adults |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | E | O | A | C | N | E | O | A | C | N | E | O | A | C |
| Worries a lot | . 558 | . 084 | . 032 | . 064 | . 168 | . 483 | -. 050 | . 037 | . 131 | . 206 | . 379 | . 030 | -. 059 | . 217 | . 064 |
| Gets nervous easily | . 591 | $-.061$ | . 033 | -. 058 | -. 016 | . 653 | . 011 | $-.014$ | . 003 | $-.003$ | . 759 | -. 001 | . 014 | -. 047 | -. 028 |
| Is relaxed, handles stress well ${ }^{\text {a }}$ | . 497 | -. 024 | -. 116 | -. 151 | -. 048 | . 522 | . 020 | -. 127 | -. 140 | -. 109 | . 217 | -. 100 | -. 005 | . 003 | -. 317 |
| Is talkative | . 099 | . 656 | . 018 | . 129 | . 028 | . 022 | . 681 | . 087 | . 037 | . 058 | . 031 | . 593 | . 094 | . 135 | . 031 |
| Is outgoing, sociable | -. 015 | . 660 | . 114 | . 009 | . 023 | . 014 | . 541 | . 189 | . 040 | . 073 | . 021 | . 845 | -. 078 | . 011 | -. 020 |
| Is reserved ${ }^{\text {a }}$ | -. 110 | . 535 | -. 034 | -. 098 | -. 143 | -. 055 | . 545 | -. 057 | -. 261 | -. 096 | -. 024 | . 276 | . 023 | -. 207 | -. 127 |
| Is original, comes up with new ideas | $-.149$ | . 131 | . 540 | -. 036 | . 085 | -. 155 | . 020 | . 653 | -. 007 | . 063 | $-.133$ | . 283 | . 356 | -. 203 | . 137 |
| Values artistic, aesthetic experiences | . 062 | $-.059$ | . 480 | . 068 | - . 074 | . 005 | -. 013 | . 507 | . 010 | $-.135$ | -. 072 | -. 038 | . 715 | . 170 | -. 001 |
| Has an active imagination | . 039 | . 070 | . 505 | . 021 | $-.067$ | . 044 | . 104 | . 486 | $-.015$ | $-.059$ | - . 024 | . 162 | . 591 | -. 008 | $-.040$ |
| Is sometimes rude to others ${ }^{\text {a }}$ | -. 052 | -. 006 | -. 242 | . 584 | $-.035$ | $-.153$ | -. 014 | -. 095 | . 547 | $-.159$ | $-.223$ | -. 040 | -. 037 | . 388 | $-.10$ |
| Has a forgiving nature | -. 030 | -. 084 | . 189 | . 280 | . 039 | -. 010 | . 055 | . 186 | . 339 | -. 006 | . 022 | . 184 | . 060 | . 238 | . 106 |
| Is considerate and kind to almost everyone | . 057 | . 043 | . 026 | . 573 | . 053 | . 033 | . 085 | . 011 | . 655 | . 069 | -. 046 | . 159 | . 057 | . 639 | . 064 |
| Does a thorough job | . 071 | -. 010 | -. 029 | -. 010 | . 689 | . 029 | . 021 | $-.003$ | . 026 | . 622 | . 009 | $-.001$ | -. 049 | . 031 | . 702 |
| Tends to be lazy ${ }^{\text {a }}$ | -. 009 | . 065 | -. 125 | . 058 | . 329 | $-.145$ | . 070 | -. 097 | . 032 | . 272 | -. 101 | . 049 | -. 071 | . 166 | . 170 |
| Does things efficiently | -. 099 | . 007 | . 048 | . 002 | . 704 | -. 055 | . 024 | . 002 | -. 006 | . 758 | . 011 | -. 007 | . 106 | . 008 | . 725 |

Fुote. Young adults: $n=1,244$, chi-square $/ d f=109,276 / 40$, CFI/TLI $=.971 / .924, p=.001$, RMSEA/SRMR $=.037 / .018$; Middle-aged adults: $n=1,133$, chi-解 $104,811 / 40, p=.001, \mathrm{CFI} / \mathrm{TLI}=.975 / .935$, RMSEA/SRMR $=.038 / .018$; Older adults: $n=504$, chi-square $=44,734 / 40, p=.2797$, n.s., CFI/TLI $=.996 / .989$, MSEA/SRMR $=.015 / .018$, ten respondents with very low education were excluded from the mobile phone sample in this age group; $\mathrm{N}=$ Neuroticism; $\mathrm{E}=\mathrm{Extraversion}$; $\%$ Openness; $\mathrm{A}=$ Agreeableness; $\mathrm{C}=$ Conscientiousness.
Item was recoded (inversed).

Table 6. Model fit of the ESEM multiple-group analysis (landline vs. mobile) for young adulthood.

| Model | ML/df | $p_{\text {fit }}$ <br> $p_{\text {diff }}$ | CFI | TLI | RMSEA | SRMR |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: |
| (1) Configural invariance | $146 / 80$ | .001 | .973 | .928 | .037 | .020 |
| Differences: (2) vs. (1) | $61 / 50$ | .140 | .005 | .020 | .006 | .011 |
| (2) Weak measurement invariance | $207 / 130$ | .001 | .968 | .948 | .031 | .031 |
| (3) vs. (2) | $8 / 10$ | .653 | .001 | .006 | .002 | .000 |
| (3) vs. (1) | $69 / 60$ | .209 |  |  |  |  |
| (3) Strong invariance | $215 / 140$ | .001 | .969 | .954 | .029 | .031 |
| (4) vs. (3) | $22 / 14$ | .083 | .003 | .001 | .000 | .004 |
| (4) vs. (1) | $90 / 74$ | .095 |  |  |  |  |
| (4) Strict invariance | $237 / 154$ | .001 | .966 | .953 | .029 | .035 |
| (5) vs. (4) | $5 / 5$ | .443 | .000 | .002 | .000 | .001 |
| (5) vs. (1) | $95 / 79$ | .104 |  |  |  |  |
| (5) Strict invariance and fixed | $241 / 159$ | .001 | .966 | .955 | .029 | .036 |
| factor means |  |  |  |  |  |  |

Note. Young adults: $n=1,244$; ML/df $=$ maximum-likelihood chi-square/degrees of freedom; $p_{\text {fit }}=$ chisquare test to evaluate model fit; $p_{\text {diff }}=$ chi-square difference test between two models; $\mathrm{CFI}=$ Comparative Fit Index; TLI $=$ Tucker Lewis Index; RMSEA $=$ Root Mean Square Error of Approximation; SRMR $=$ Standard Root Mean square Residual.
phone samples, with fit indices showing excellent fits and remaining essentially stable across the different models. Chi-square difference testing also revealed no differences.

### 3.2. Measurement Invariance in Late Adulthood

Finally, we tested measurement invariance of the BFI-S across the two sampling modes in later adulthood (i.e., 60 years and older). Neither the configural-invariance model nor the

Table 7. Model fit of the ESEM multiple-group analysis (landline vs. mobile) for middle adulthood.

| Model | ML/df | $p_{\text {fit }}$ | $p_{\text {diff }}$ | CFI | TLI | RMSEA |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | SRMR

Note. Middle-aged adults: $n=1,133 ;$ ML/df $=$ maximum-likelihood chi-square/degrees of freedom; $p_{\text {fit }}=$ chisquare test to evaluate model fit; $p_{\text {diff }}=$ chi-square difference test between two models; CFI $=$ Comparative Fit Index; TLI $=$ Tucker Lewis Index; RMSEA $=$ Root Mean Square Error of Approximation; SRMR $=$ Standard Root Mean square Residual.
single-group ESEM model showed any convergence for the mobile phone respondents, due to one item that had a negative residual variance leading to a nonpositive definite covariance matrix. After checking item covariances and correlations, we were able to rule out multicollinearity and linear dependency as alternative explanations.

These results are consistent with those obtained by Lang et al. (2011), who compared measurement invariance of the 15 -item BFI-S in early, middle, and late adulthood across different modes of data collection (CATI, face-to-face interviewing, self-administered questionnaires). They too observed distortions in the results of the CATI assessment of the Big Five dimensions in older adults. Lang et al. (2001) suggested two possible explanations for these distortions - namely:
a) that they might be due to the fact that the mental workload of the telephone interviewing context caused by the seven-point rating scale led to invalid selfreports, as it might be difficult for older adults to listen to the interviewer and reflect on possible responses on a seven-point rating scale at the same time, and
b) that the costs of the greater workload would manifest themselves in greater variability in item responses, which might result in a reduced likelihood of identifying the expected five-factor structure.

To simplify the assessment situation and to reduce the mental workload for older adults, we used a five-point rating scale. In contrast to the results of Lang et al. (2011, 558f.), which showed a nonacceptable model fit for the single-group ESEM model in the landline sample (chi-square/ $d f=83 / 40, p<.001, \mathrm{CFI} / \mathrm{TLI}=.909 / .761$, $\mathrm{RMSEA}=.069$ ), the single-group ESEM model in our results showed excellent fit, as evidenced by a nonsignificant chi-square difference test (chi-square/df $=34,202 / 40, p=.728$, n.s.).

Therefore, the simplification of the assessment situation by using a five-point rating scale may have helped older respondents to handle the telephone interviewing situation better - at least in the landline sample. By contrast, the mobile phone setting might be more difficult for older respondents. According to Lang et al. (2011), the distortion of selfreport responses due to a higher mental workload might be a problem for less-educated older respondents in particular. They therefore conducted ESEM analyses excluding older adults with only eight or nine years of education from the CATI sample, which allowed them to successfully test for measurement invariance across the three different conditions. Following Lang et al. (2011), we also excluded ten respondents who did not have any school graduation qualifications from the mobile phone sample, and then tested for measurement invariance for the landline and mobile phone samples.

The fit indices of the ESEM multiple-group analysis for the late-adulthood sample are reported in Table 8.

The configural-invariance model, the weak measurement-invariance model, the strong-invariance model, and the strict-invariance model showed excellent fits as evidenced by nonsignificant chi-square difference tests. Multiple-group comparison also revealed no differences between the first three models, as evidenced by nonsignificant chi-square difference tests as well as fit indices which remained essentially stable. However, chi-square difference testing revealed significant differences in the strictinvariance model compared to the strong-invariance model (chi-square/df $=24,963 / 14$, $p=.035$ ) and the configural model (chi-square $/ d f=98,757 / 74, p=.029)_{\text {th Thecter }}$ Ther

Table 8. Model fit of the ESEM multiple-group analysis (landline vs. mobile) for late adulthood.

| Model | ML/df | $p_{\text {fit }}$ <br> $p_{\text {diff }}$ | CFI | TLI | RMSEA | SRMR |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| (1) Configural invariance | $84 / 80$ | .370 | .997 | .992 | .013 | .023 |
| Differences: (2) vs. (1) | $59 / 50$ | .180 | .008 | .010 | .007 | .021 |
| (2) Weak measurement invariance | $143 / 130$ | .213 | .989 | .982 | .020 | .044 |
| (3) vs. (2) | $15 / 10$ | .139 | .004 | .005 | .002 | .004 |
| (3) vs. (1) | $74 / 60$ | .109 |  |  |  |  |
| (3) Strong invariance | $157 / 140$ | .149 | .985 | .977 | .022 | .048 |
| (4) vs. (3) | $25 / 14$ | .035 | .010 | .011 | .005 | .016 |
| (4) vs. (1) | $99 / 74$ | .029 |  |  |  |  |
| (4) Strict invariance | $182 / 154$ | .059 | .975 | .966 | .027 | .064 |
| (5) vs. (4) | $7 / 5$ | .207 | .002 | .001 | .001 | .001 |
| (5) vs. (1) | $106 / 79$ | .023 |  |  |  |  |
| (5) Strict invariance and fixed | $190 / 159$ | .049 | .973 | .965 | .028 | .065 |
| factor means |  |  |  |  |  |  |

Note. Older adults: $n=504$, ten respondents with very low education were excluded from the mobile sample; $\mathrm{ML} / d f=$ maximum-likelihood chi-square/degrees of freedom; $p_{\text {fit }}=$ chi-square test to evaluate model fit; $p_{\text {diff }}=$ chi-square difference test between two models; CFI $=$ Comparative Fit Index; TLI $=$ Tucker Lewis Index; RMSEA $=$ Root Mean Square Error of Approximation; SRMR $=$ Standard Root Mean square Residual.
change was .01 . Differences in fit indices between the strict-invariance model and the strong-invariance model also revealed no improved parsimony. The strict-invariance model (with fixed factor means) showed reasonable fit. Chi-square difference testing revealed no significant differences between the strict-invariance model with fixed factor means and the strict-invariance model (chi-square/df $=7,195 / 5, p=.207$, n.s.). However, compared to the configural-invariance model, differences were significant (chi-square/ $d f=105,952 / 79, p=.023$ ). Compared to the strict-invariance model fit indices remained essentially stable.

Comparing the five measurement-invariance models supports the assumption of equal factor loadings and equal item intercepts. However, the assumption of equal item uniquenesses and equal factor means is not supported. This indicates the existence of differences in measurement error in the landline sample compared to the mobile phone sample. Moreover, factor means may not be invariant across these two assessment conditions among older respondents.

## 4. Discussion

The results support our hypotheses H 1 and H 2 . We were able to demonstrate that the Big Five personality dimensions were represented in both the landline and mobile phone samples. We were also able to show that these dimensions were reproduced in all three age groups of the respondents. Hence, our research results are not consistent with those of Lang et al. (2011), who questioned the suitability of the BFI-S for use in telephone surveys that include older adults. The fact that, in contrast to Lang et al.'s study, the BFI-S also yielded satisfactory results in the older adults group may be due to the fact that we used a five-point rather than a seven-point rating scale, which may have considerably reduced the mental workload of answering the questions.

However, we also found that some models for testing measurement invariance did not fit for the entire older adult population (mobile phone sample). This finding is consistent with the results of Rammstedt et al. (2010), who found that in subgroups with no, low, or intermediate secondary education, the Big Five structure could not be identified as expected. However, in samples with higher secondary education, the five-factor structure replicated clearly. According to the authors, these factor structures appear to be highly sensitive to a person's educational level.

A second methodological problem concerning the Big Five personality dimensions is acquiescence response bias (Rammstedt et al. 2013), which increases with age. Interestingly, the problems representing the Big Five factor structure for older and/or lesseducated respondents occur not only in telephone samples, but also in the samples of the 2004 and 2006 ISSP who completed a self-administered questionnaire (Rammstedt et al. 2010). To reduce this effect, it might be helpful to use ipsative data.

Another limitation of our study arises from the possibility that older people's skills in participating in telephone surveys might have changed since 2005, when the data were collected on which Lang et al.'s (2011) study was based. Therefore, it is not possible to determine with certainty whether (a) the five-point rating scale actually works better, or (b) older adults have become more adept at taking phone surveys. The ideal way to test this would be to randomly assign people to a five- or seven-point scale.

In sum, we were not able to substantiate concerns expressed by Lang et al. (2011) regarding the use of the BFI-S in age-heterogeneous telephone samples in general. On the contrary, we would encourage survey researchers to make more use of such inventories because in many cases personality traits are important determinants of behavior and attitudes. Our findings lead us to conclude that in both landline as well as mobile phone surveys the application of the 15 -item BFI-S works sufficiently.
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# Accuracy of Mixed-Source Statistics as Affected by Classification Errors 
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#### Abstract

Publications in official statistics are increasingly based on a combination of sources. Although combining data sources may result in nearly complete coverage of the target population, the outcomes are not error free. Estimating the effect of nonsampling errors on the accuracy of mixed-source statistics is crucial for decision making, but it is not straightforward. Here we simulate the effect of classification errors on the accuracy of turnover-level estimates in cartrade industries. We combine an audit sample, the dynamics in the business register, and expert knowledge to estimate a transition matrix of classification-error probabilities. Bias and variance of the turnover estimates caused by classification errors are estimated by a bootstrap resampling approach. In addition, we study the extent to which manual selective editing at micro level can improve the accuracy. Our analyses reveal which industries do not meet preset quality criteria. Surprisingly, more selective editing can result in less accurate estimates for specific industries, and a fixed allocation of editing effort over industries is more effective than an allocation in proportion with the accuracy and population size of each industry. We discuss how to develop a practical method that can be implemented in production to estimate the accuracy of register-based estimates.
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## 1. Introduction

Publications in official statistics are increasingly based on a combination of sources, for instance, a sample survey combined with an administrative source. The combination of data sources sometimes results in a situation where observations are available for nearly the complete target population, but that does not imply that the outcomes are error free. In fact, numerous error types may occur, as exhibited by the total survey error framework for sample surveys (Biemer and Lyberg 2003; Groves et al. 2009), adapted for administrative data by Zhang (2012a). We believe that it is important for NSIs to quantify the implications of those errors for the accuracy of statistical outcomes based on mixed sources, because NSIs aim to publish information of sufficient quality for users.
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Knowledge on the effect of errors on the accuracy of mixed-source statistics is also useful for operational decisions, for instance in the editing process. Time, costs, and quality constraints all play a role in the decision how many units are edited manually in a statistical process to improve data quality. To this end, 'selective editing' methods have been developed (de Waal et al. 2011). These methods aim to limit manual editing by focussing on units with a high risk of influential errors, where an 'influential error' is defined as one "that has a considerable effect on the publication figures" (de Waal et al. 2011). In addition to the influence of records on the values of the publication figures, the effect on the accuracy of the figures is also important.

Estimating the effect of nonsampling errors on the accuracy of estimates in practical situations is not very straightforward as yet. Depending on the complexity of the combined data sources and the type of nonsampling error, sometimes analytical approaches are possible (Burger et al. 2015; Zhang 2012b). In cases with complicated error structures or when the effects of different processing and estimation steps are taken into account, this may no longer be possible. Bryant and Graham (2015) estimated the uncertainty caused by nonsampling errors using a Bayesian approach. Burger et al. (2015) treated a simplified situation where they did a sensitivity analysis on classification errors for which they used both an analytical and a parametric bootstrap approach. A bootstrap approach can also be applied in more complex situations where an analytical solution cannot be found. In the current article, we proceed with this work towards a more realistic modelling of the error structure.

To illustrate the method, we look at a case study on the estimation of the quarterly turnover of the 'car trade' based on a combination of survey and administrative data. The figures are classified by (groupings of) economic activity according to NACE rev 2, henceforth referred to as industry codes. Determining the correct activity code of economic units is often rather difficult and prone to errors (e.g., Christensen 2008). Reasons are that the surveyed units often have a mixture of economic activities, that activities change over time but those changes are often not reported to the relevant administrative organisations, and that the distinction between different codes is sometimes fuzzy. Previous work on the same case study by Burger et al. (2015) suggested that the publication figures are rather sensitive to classification errors.

The current article studies classification errors for two purposes: 1) to quantify their effect on the accuracy of statistical figures, and 2) to show if and how we can use this information to improve the accuracy of the estimates by selective manual editing. The current article provides key extensions to Burger et al. (2015) on both topics. Concerning the first topic, we estimate the accuracy (due to classification errors) of published figures under more realistic conditions, rather than providing a sensitivity analysis as was done in Burger et al. (2015). Concerning the second topic, we experiment with selective editing aided by the estimated classification-error model.

The remainder of the article is organised as follows. Section 2 presents a theory to estimate accuracy and model classification errors. Section 3 introduces the case study. Results on the estimated accuracy are given in Section 4. Next, Section 5 estimates the effect of supplementary editing on the estimated accuracy. Finally, Section 6 discusses the results and gives suggestions for further research. The Appendix describes a theory for correcting the bias in the bootstrap estimates of accuracy.

## 2. Theory to Estimate Accuracy and Model Classification Errors

### 2.1. Estimating Accuracy for Given Classification Errors

Consider a population of units $(i=1, \ldots, N)$ that is divided into industries based on economic activity as derived in a business register (BR). Denote the total set of industries by $\mathcal{H}_{\text {full }}$. Each unit (enterprise) $i$ has an unknown true industry code $s_{i}=g$ and an observed industry code $\hat{s}_{i}=h$, where $g, h \in \mathcal{H}_{\text {full }}$. We suppose that for each unit random classification errors occur, independently across units, according to a known (or previously estimated) transition matrix $\mathbf{P}_{i}=\left(p_{g h i}\right)$, with $p_{g h i}=P\left(\hat{s}_{i}=h \mid s_{i}=g\right)$. Note that - following, for example, Kuha and Skinner (1997) - we consider the true industry code as fixed and the observed industry code as stochastic.

In this article, we consider the relatively simple case where classification errors are the only errors that affect the publication figures. We are interested in the total turnover per industry: $Y_{h}=\sum_{i=1}^{N} a_{h i} y_{i}$, with

$$
a_{h i}=I\left(s_{i}=h\right)= \begin{cases}1 & \text { if } s_{i}=h \\ 0 & \text { if } s_{i} \neq h\end{cases}
$$

In practice, $Y_{h}$ is estimated by $\hat{Y}_{h}=\sum_{i=1}^{N} \hat{a}_{h i} y_{i}$, with $\hat{a}_{h i}=I\left(\hat{s}_{i}=h\right)$. Now we would like to assess the bias and variance of $\hat{Y}_{h}$ as an estimator for $Y_{h}$, that is,

$$
\begin{gather*}
B\left(\hat{Y}_{h}\right)=E\left(\hat{Y}_{h}-Y_{h}\right)=\sum_{i=1}^{N}\left\{E\left(\hat{a}_{h i}\right)-a_{h i}\right\} y_{i},  \tag{1}\\
V\left(\hat{Y}_{h}\right)=\sum_{i=1}^{N} V\left(\hat{a}_{h i}\right) y_{i}^{2}, \tag{2}
\end{gather*}
$$

where in (2) we used the assumption of independent classification errors across units.
Given the transition matrix $\mathbf{P}_{i}$, it is not too difficult to derive analytical expressions for the bias and variance of $\hat{Y}_{h}$ in the situation considered here (Appendix and Burger et al. 2015). Here, we focus on an alternative approach to estimate the accuracy and use bootstrap resampling. In future applications we would like to assess the bias and variance of estimates due to other nonsampling errors besides classification errors, such as measurement, linkage, and coverage errors, as well as combinations thereof (van Delden et al. 2014). The bootstrap method can be generalised to handle these more complex situations.

In the bootstrap approach, following Burger et al. (2015), we apply the transition matrix $\mathbf{P}_{i}$ to the observed $\hat{s}_{i}$, which results in a new industry-assignment variable, denoted by $\hat{s}_{i}^{*}$. That is to say, we consider realisations of the alternative classification-error model given by

$$
\begin{equation*}
P\left(\hat{s}_{i}^{*}=h \mid \hat{s}_{i}=g\right) \equiv P\left(\hat{s}_{i}=h \mid s_{i}=g\right)=p_{g h i} . \tag{3}
\end{equation*}
$$

We also define: $\hat{a}_{h i}^{*}=I\left(\hat{s}_{i}^{*}=h\right)$. By repeating this procedure $R$ times (for some large $R$ ), we obtain a set of so-called bootstrap replications of the estimated totalaturapvertein
industry $h: \hat{Y}_{h r}^{*}=\sum_{i=1}^{N} \hat{a}_{h i r}^{*} y_{i}(r=1, \ldots, R)$. The bootstrap bias and variance are then estimated as follows (Efron and Tibshirani 1993):

$$
\begin{gather*}
\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)=m_{R}\left(\hat{Y}_{h}^{*}\right)-\hat{Y}_{h}  \tag{4}\\
\hat{V}_{R}^{*}\left(\hat{Y}_{h}\right)=\frac{1}{R-1} \sum_{r=1}^{R}\left\{\hat{Y}_{h r}^{*}-m_{R}\left(\hat{Y}_{h}^{*}\right)\right\}^{2} \tag{5}
\end{gather*}
$$

with $m_{R}\left(\hat{Y}_{h}^{*}\right)=\frac{1}{R} \sum_{r=1}^{R} \hat{Y}_{h r}^{*}$. Details about the assumptions and computations can be found in Burger et al. (2015).

In practice, the total number of industries in $\mathcal{H}_{\text {full }}$ is large - about 300 in the Netherlands - and often one will be interested only in the accuracy of turnover estimates for a limited subset of target industries, rather than for all industries at once. In the remainder of this article we use $\mathcal{H}$ to denote the set of target industries, for which we want to compute (4) and (5), and $\mathcal{H}_{\text {full }} \backslash \mathcal{H}$ to denote the other industries.

### 2.2. Modelling Classification Errors

### 2.2.1. Introduction to Modelling Classification Errors

To apply the above bootstrap method, we first need to estimate the matrix of classificationerror probabilities. For simplicity, Burger et al. (2015) introduced three assumptions for this that we want to relax here. First, they assumed that the subset of target industries forms a 'closed' population, with only misclassifications among this subset. In terms of Burger et al.'s case study of the car trade, they assumed misclassifications only among the nine underlying industries within the car trade but no misclassifications between the car trade and other types of industry. Secondly, they assumed that the probabilities of misclassification are the same for all units in all industries; that is, $\mathbf{P}_{i}=\mathbf{P}$ and all diagonal elements of $\mathbf{P}$ are equal. Thirdly, they assumed that misclassified units are distributed uniformly over the remaining industries; that is, all off-diagonal elements of $\mathbf{P}$ are also equal. In the current article we use a more realistic approach. We still assume random classification errors, but we now estimate the transition probabilities $p_{g h i}$ by means of an audit sample.

Suppose that each unit in the population has a transition matrix $\mathbf{P}_{i}$ with elements $p_{g h i}$ as in Table 1, where $g, h \in\{1, \ldots, H\}$ stands for the target set of industries $\mathcal{H}$ for which

Table 1. Transition probabilities (subscript i omitted).

|  | Observed industry |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| True industry | 1 | 2 |  | $H$ | $H+1$ |
| 1 | $p_{11}$ | $p_{12}$ | $\ldots$ | $p_{1 H}$ | $p_{1, H+1}$ |
| 2 | $p_{21}$ | $p_{22}$ | $\cdots$ | $p_{2 H}$ | $p_{2, H+1}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ |
| $H$ | $p_{H 1}$ | $p_{H 2}$ | $\cdots$ | $p_{H H}$ | $p_{H, H+1}$ |
| $H+1$ | $p_{H+1,1}$ | $p_{H+1,2}$ | $\cdots$ | $p_{H+1, H}$ | $\ldots$ |

we want to estimate the accuracy of the totals $\hat{Y}_{h}$, and industry $H+1$ represents the union of all industries outside that target set, that is, the union of all industries in $\mathcal{H}_{\text {full }} \mathcal{H}$. In our case (see Section 3), we are interested in estimating totals of $H=9$ industries in the car trade; the other industries outside the car trade but within the total set of possible NACE codes are summarised as a tenth 'industry'.

To reduce the number of parameters to estimate, we split up the estimation of $\mathbf{P}_{i}$ into three parts: 1) the diagonal elements $\hat{p}_{g g i}$ with $g \in\{1, \ldots, H\}$, 2) the off-diagonal elements $\hat{p}_{g h i}(g \neq h$ and $g, h \in\{1, \ldots, H\})$, and 3$)$ the elements of row and column $H+1$. To begin with, we ignore the last row and column of the matrix and focus on the submatrix with $g, h \in\{1, \ldots, H\}$. We separate the estimation of the diagonal and nondiagonal elements as follows. Consider the contingency table of $s_{i}$ and $\hat{s}_{i}$ in the population and let $N_{g h}$ denote the stochastic number of units in cell $(g, h)$. The corresponding expected value $M_{g h}$ is given by

$$
\begin{equation*}
M_{g h}=\sum_{i=1}^{N} P\left(\hat{s}_{i}=h \mid s_{i}=g\right) \cdot I\left(s_{i}=g\right) \tag{6}
\end{equation*}
$$

Denote the probability that unit $i$ is classified correctly as $\pi_{i}=P\left(\hat{s}_{i}=g \mid s_{i}=g\right)$. The transition probabilities for $g \neq h$ are then given by:

$$
\begin{align*}
P\left(\hat{s}_{i}=h \mid s_{i}=g\right) & =P\left(\hat{s}_{i}=h, \hat{s}_{i} \neq g \mid s_{i}=g\right) \\
& =P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right) \cdot P\left(\hat{s}_{i} \neq g \mid s_{i}=g\right)  \tag{7}\\
& =P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right) \cdot\left(1-\pi_{i}\right)
\end{align*}
$$

where $P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right)$ is the conditional probability that unit $i$ receives the code $\hat{s}_{i}=h$, given that this is a wrong code ( $s_{i}=g \neq h$ ). From Equations (6) and (7) it follows that

$$
\begin{align*}
M_{g g} & =\sum_{i=1}^{N} \pi_{i} I\left(s_{i}=g\right) \\
M_{g h} & =\sum_{i=1}^{N}\left(1-\pi_{i}\right) P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right) I\left(s_{i}=g\right), \quad(g \neq h) \tag{8}
\end{align*}
$$

We now introduce separate models for estimating the diagonal probabilities $\pi_{i}$ and the conditional off-diagonal probabilities $P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right)$.

### 2.2.2. Modelling the Diagonal Probabilities

To estimate the diagonal elements of the $H \times H$ submatrix, we introduce the assumption that the probabilities $\pi_{i}$ can be modelled by a logistic regression (McCullagh and Nelder 1989) on a number of independent variables. We estimate the parameters of the model by taking an audit sample of size $n \ll N$ from the population, for which both $\hat{s}_{i}$ and $s_{i}$ are observed.

### 2.2.3. Modelling the Off-Diagonal Probabilities

Similarly to the diagonal probabilities, the off-diagonal probabilities might in reality also vary with $i$. However, the off-diagonal probabilities concern a large number of uarameteress
and it would lead to a lack of degrees of freedom in the audit data if we also modelled those as a function of independent variables. To estimate the off-diagonal elements of the $H \times H$ submatrix, we therefore introduce the additional assumption that, given that a unit is misclassified, the conditional off-diagonal probabilities are independent of $i$ :

$$
\begin{equation*}
P\left(\hat{s}_{i}=h \mid s_{i}=g, \hat{s}_{i} \neq g\right)=\frac{P\left(\hat{s}_{i}=h \mid s_{i}=g\right)}{1-\pi_{i}} \equiv \psi(g, h), \quad(g \neq h) . \tag{9}
\end{equation*}
$$

From (8) it now follows that

$$
\begin{equation*}
M_{g h}=\psi(g, h) \sum_{i=1}^{N}\left(1-\pi_{i}\right) I\left(s_{i}=g\right)=\psi(g, h)\left(M_{g+}-M_{g g}\right), \quad(g \neq h) \tag{10}
\end{equation*}
$$

where $M_{g+}=N_{g+}=\sum_{i=1}^{N} I\left(s_{i}=g\right)$ stands for a fixed but unknown row total. Hence we obtain:

$$
\begin{equation*}
\psi(g, h)=\frac{M_{g h}}{M_{g+}-M_{g g}}, \quad(g \neq h) \tag{11}
\end{equation*}
$$

Note that, within each row, we have $\sum_{h \neq g} \psi(g, h)=1$.
Now suppose that, in our audit sample, we count $n_{g h}$ units in cell $(g, h)$. In principle, we could estimate $\psi(g, h)$ by substituting these observed counts directly into Expression (11). However, this would yield unreliable estimates in practice, unless the audit sample was very large or $H$ was very small. Therefore, we propose reducing the number of parameters further by using a log-linear model.

Denote: $m_{g h}=E\left(n_{g h}\right)$. The information in the audit sample for the off-diagonal cells can be described completely by the following saturated log-linear model:

$$
\begin{equation*}
\log m_{g h}=u+u_{1(g)}+u_{2(h)}+u_{12(g h)}, \quad(g \neq h), \tag{12}
\end{equation*}
$$

with the identifying restrictions $\sum_{g=1}^{H} u_{1(g)}=\sum_{h=1}^{H} u_{2(h)}=\sum_{g=1}^{H} u_{12(g h)}=\sum_{h=1}^{H}$ $u_{12(g h)}=0$. Log-linear models can be used to describe and test effects in contingency tables (Bishop et al. 1975).

Clerical reviewers know from their practical experience that some specific misclassifications of NACE codes occur more often than others. To reduce the number of parameters to estimate, we have asked experts to appoint each off-diagonal cell to a cluster $q \in\{1, \ldots, Q\}$, where cells within the same cluster are supposed to have a comparable probability of misclassification and $Q$ is small compared to the total number of off-diagonal cells. Denote $\delta_{q}(g, h) \in\{0,1\}$ as the variable indicating whether cell $(g, h)$ is appointed to cluster $q$. Note that $\sum_{q=1}^{Q} \delta_{q}(g, h)=1$ for all $g, h \in\{1, \ldots, H\}$ with $g \neq h$. Instead of the saturated model, we now use the following log-linear model:

$$
\begin{equation*}
\log m_{g h}=u+u_{2(h)}+\sum_{q=1}^{Q} \delta_{q}(g, h) u_{3(q)}, \quad(g \neq h) \tag{13}
\end{equation*}
$$

using the identifying restrictions $\sum_{h=1}^{H} u_{2(h)}=\sum_{q=1}^{Q} u_{3(q)}=0$. This model can be understood as follows. Firstly, the number of units may differ between industries, leading to different expected values $m_{g h}$. This is accounted for by the columant|effecteted $(h)$ in the
model. (We have a practical reason for taking the column effect rather than the row effect; see the end of this subsection.) In addition we account for the effect of the clusters $\delta_{q}(g, h)$. Similarly to the sparse classification-error model by Zhang (2005), the simplifying assumptions used to derive (9) and (13) aim to provide an adequate description of the effects of the classification errors, rather than the mechanisms by which these errors arise. Note that the diagonal probabilities are close to one in most cases (see Subsection 4.1), so the assumption is therefore adequate.

Model (13) has a slightly unusual form, but it can be rewritten as a standard log-linear model with only main effects by embedding the original contingency table in a threedimensional table with cells $(g, h, q)$, treating all cells for which $g=h$ or $\delta_{q}(g, h)=0$ as structural zeros. The parameters of Model (13) may then be estimated by maximum likelihood (Bishop et al. 1975), which gives the estimated values:

$$
\begin{equation*}
\hat{m}_{g h}=\exp \left\{\hat{u}+\hat{u}_{2(h)}+\sum_{q=1}^{Q} \delta_{q}(g, h) \hat{u}_{3(q)}\right\}, \quad(g \neq h) \tag{14}
\end{equation*}
$$

By substituting these values into (11), with $\hat{m}_{g g}=0$, we obtain estimates of the conditional probabilities $\psi(g, h)=\hat{m}_{g h} / \sum_{h=1}^{H} \hat{m}_{g h}(g \neq h)$.

In practice, it may be useful to draw the audit sample as a stratified sample by observed NACE code (i.e., stratified by column in the above contingency table). In that case, we need to take the sampling fractions into account when estimating the classification probabilities. Suppose that column $h$ has a sampling fraction of $n_{+h} / N_{+h}$, with $n_{+h}=$ $\sum_{\hat{N}_{g=1}}^{H} n_{g h}$ and $N_{+h}=\sum_{g=1}^{H} N_{g h}$. We can estimate the population count in the cell $(g, h)$ by $\hat{N}_{g h, \text { model }}=\hat{m}_{g h}\left(N_{+h} / n_{+h}\right)$. Multiplying the left- and right-hand sides of (14) by $N_{+h} / n_{+h}$ yields

$$
\begin{equation*}
\hat{N}_{g h, \text { model }}=\exp \left\{\hat{v}+\hat{v}_{2(h)}+\sum_{q=1}^{Q} \delta_{q}(g, h) \hat{v}_{3(q)}\right\}, \quad(g \neq h), \tag{15}
\end{equation*}
$$

with $\hat{v}=\hat{u}, \quad \hat{v}_{3(q)}=\hat{u}_{3(q)}$ and $\hat{v}_{2(h)}=\hat{u}_{2(h)}+\log N_{+h}-\log n_{+h}$. The conditional probabilities $\psi(g, h)$ are now estimated by

$$
\begin{equation*}
\hat{\psi}_{\text {model }}(g, h)=\frac{\hat{N}_{g h, \text { model }}}{\hat{N}_{g+, \text { model }}}, \quad(g \neq h) \tag{16}
\end{equation*}
$$

where $\hat{N}_{g+, \text { model }}=\sum_{h=1}^{H} \hat{N}_{g h, \text { model }}$ and $\hat{N}_{g g, \text { model }}=0$. Under the assumption that the transition probabilities are comparable per cluster, this yields an efficient and robust estimation of $\psi(g, h)$. Note in particular that $\hat{m}_{g h}$ (and thus $\hat{N}_{g h, m o d e l}$ ) can be positive even when $n_{g h}=0$.

### 2.2.4. Modelling the Probabilities in Industry $H+1$

Recall that the set of target industries $\{1, \ldots, H\}$ is only a small subset of all possible industry types in the BR. Estimating transition probabilities among all possible industry combinations within the BR from an audit sample is not realistic, as this would require an extension of the sample to all (several hundred) industries in the NACE domain. Instead we looked into the yearly updates of the NACE codes within the BR. Denotenthenebserved
industry of unit $i$ in year $t$ as $\hat{s}_{i}^{t}$. Some of the units switch between industries in year $t+1$ compared to year $t: \hat{s}_{i}^{t}=h$ and $\hat{s}_{i}^{t+1}=g$. We believe that there is at least some association between the (unknown) classification-error probabilities $p_{g h i}$ and the temporal transition probabilities in the BR. The latter reflect natural changes in economic activity, and we know that administrative delays in implementing these changes are an important cause of classification errors in the BR.

Data on yearly updates showed that the distribution of temporal transitions within the BR varies considerably among the $h \in\{1, \ldots, H\}$ industries. From these data we concluded that it is not realistic to use a two-level model whereby we estimate high granular (say one-digit) NACE code transitions within the whole BR as the first level and transitions within the underlying (more detailed) industries as the second level. Instead, we used an alternative two-level model. In the first level we estimate the overall probabilities $p_{g, H+1}$ and $p_{H+1, h}$ (the last column and row of Table 1 ), and in the second level we model the transitions to specific industries within industry $H+1$.

For the first level, consider the row in Table 1 with the transition probabilities of units with true industry $H+1$ (outside the target set of industries) that are observed in industry $h \neq H+1$ (inside the target set of industries). Some of these units are observed in the audit sample, so these probabilities can be estimated simply by extending the log-linear model from the previous subsection to the last row. (We assume here that the off-diagonal cells in the last row and column can be appointed to one of the clusters $q \in\{1, \ldots, Q\}$ just like the other off-diagonal cells.) Next, we consider the column in Table 1 with the transition probabilities of units with true industry $h \neq H+1$ that are observed in industry $H+1$. This type of classification error cannot be observed in our audit sample. To obtain a result, we assume here that the total number of "missed units" in the true industries $\{1, \ldots, H\}$ is equal to the number of "wrong units" in the observed industries $\{1, \ldots, H\}$, that is, that $\sum_{g=1}^{H} N_{g, H+1}=\sum_{h=1}^{H} N_{H+1, h}$. Note that if this assumption does not hold, the size of the observed population in the industries $\{1, \ldots, H\}$ is structurally too high or too low.

Under the above assumption it should hold that

$$
\begin{equation*}
\hat{N}_{+, H+1, \text { model }} \equiv \sum_{g=1}^{H} \hat{N}_{g, H+1, \text { model }}=\sum_{h=1}^{H} \hat{N}_{H+1, h, \text { model }} \equiv \hat{N}_{H+1,+, \text { model }} . \tag{17}
\end{equation*}
$$

Using this assumption, we can extend Expression (15) to $h=H+1$, where the cluster parameters $\hat{v}_{3(q)}$ are estimated on the cells $(g, h)$ where $h \in\{1, \ldots, H\}$. In fact, we cannot estimate the effect $\hat{v}_{2(H+1)}$ in (15) directly from the audit sample. However, taking the sum of (15) with $h=H+1$ over all cells in this column we obtain:

$$
\begin{equation*}
\sum_{g=1}^{H} \hat{N}_{g, H+1, \text { model }}=\exp \left\{\hat{v}_{2(H+1)}\right\} \sum_{g=1}^{H} \exp \left\{\hat{v}+\sum_{q=1}^{Q} \delta_{q}(g, H+1) \hat{v}_{3(q)}\right\} \tag{18}
\end{equation*}
$$

According to (17), the left-hand sum should be equal to $\hat{N}_{H+1,+, \text { model }}$, which is known after the estimation of the log-linear model, including row $H+1$. In that case $\hat{v}=\hat{u}$ and the cluster effects $\hat{v}_{3(q)}=\hat{u}_{3(q)}$ are also known. Hence, $\hat{v}_{2(H+1)}$ can be solved from Expression (18). Next, the underlying estimates $\hat{N}_{g, H+1, \text { model }}$ can beaqhtainedtem (15).

Finally, we can use all estimated counts $\hat{N}_{g h, \text { model }}$ to obtain estimates of $\hat{\psi}_{\text {model }}(g, h)$ as in (16). This completes the first level of the model for industry $H+1$.

### 2.2.5. Subdividing Units in $H+1$ Into Underlying Industries

The model from the previous subsection allows us to estimate $P\left(\hat{s}_{i} \in \mathcal{H}_{\text {full }} \backslash \mathcal{H} \mid s_{i}=h\right)$ and $P\left(\hat{s}_{i}=h \mid s_{i} \in \mathcal{H}_{\text {full }} \backslash \mathcal{H}\right)$, with $h \in \mathcal{H}$. During bootstrap simulation, these probabilities refer to the events of, respectively, a unit moving from a given target industry to an unspecified industry outside the target set ("outflow of turnover") and vice versa ("inflow of turnover"). For the purpose of quantifying the accuracy of turnover estimates for our target set of industries, it is not necessary to model the "outflow of turnover" in more detail. We do need a more detailed model for the "inflow of turnover". We applied a second-level model in which:

- the transition probabilities $P\left(\hat{s}_{i}=h \mid s_{i}=g\right)$ with $h \in \mathcal{H}$ and $g \in \mathcal{H}_{\text {full }} \mathcal{H}$ are proportional to the corresponding yearly transitions in the BR, that is, the transitions from $h \in \mathcal{H}$ at $t-1$ to $g \in \mathcal{H}_{\text {full }} \backslash \mathcal{H}$ at time $t$; and
- the turnover of those units are drawn from a log-normal distribution. For the lognormal distribution we made a distinction between units with size class $0-3$ and other units.

The exact procedure for drawing from the second-level model and estimating its parameters is given in van Delden et al. (2015a).

### 2.3. Bias Correction

Burger et al. (2015) explain that $\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)$ in (4) is a biased estimator of $B\left(\hat{Y}_{h}\right)$ in (1). This can be understood, since the bootstrap replications start from the observed $\hat{s}_{i}=h$ rather than the true $s_{i}=g$ values. In the more simple situation described in Burger et al. (2015) this bias could be corrected easily. In our case it is also possible to compute an unbiased bootstrap estimator of $B\left(\hat{Y}_{h}\right)$; see the Appendix. In terms of the notation in the Appendix, we denote the original (biased) estimator $\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)$ as $\hat{B}_{0 R}^{*}\left(\hat{Y}_{h}\right)$ and the corrected (unbiased) estimator by $\hat{B}_{1 R}^{*}\left(\hat{Y}_{h}\right)$. A disadvantage of $\hat{B}_{1 R}^{*}\left(\hat{Y}_{h}\right)$ is that it may have a large variance in practice. We therefore introduce a combined estimator, denoted by $\hat{B}_{\lambda R}^{*}\left(\hat{Y}_{h}\right)$ :

$$
\begin{equation*}
\hat{B}_{\lambda R}^{*}\left(\hat{Y}_{h}\right)=\lambda \hat{B}_{1 R}^{*}\left(\hat{Y}_{h}\right)+(1-\lambda) \hat{B}_{0 R}^{*}\left(\hat{Y}_{h}\right) \tag{19}
\end{equation*}
$$

where the relative weight $\lambda$ is determined by minimising the mean squared error of $\hat{B}_{\lambda R}^{*}\left(\hat{Y}_{h}\right)$. The exact procedure actually involves optimal weights at a more detailed level than indicated in (19); see Expression (25) in the Appendix. More details are given in van Delden et al. (2015a). The results of our case study in Section 4 and Section 5 below were obtained using this combined bootstrap estimator for the bias.

The bootstrap variance $\hat{V}_{R}^{*}\left(\hat{Y}_{h}\right)$ in (5) is also a biased estimator of $V\left(\hat{Y}_{h}\right)$ in (2), but this bias is expected to be small in practice compared to that of $\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)$ (cf. van Delden et al. 2015a for more details). Therefore we did not attempt to correct this bias in our case study; the results below were obtained using Estimator (5) for the variance.

Note that our bias correction is specifically derived for classification errors affecting a level estimate, so the approach cannot be applied directly to more diffichlttrperoblamas
(considering, for example, a combination of classification errors and measurement errors). A more general strategy for bias correction might be based on a 'double' bootstrap method (Efron and Tibshirani 1993; Hall and Maiti 2006).

## 3. Case Study: Data

The case study concerns estimates of quarterly turnover levels in the industry car trade (NACE rev. 2 code 45) for the first quarter (Q1) of 2012 until Q2 of 2014. The outcomes of the car trade are subdivided into nine industries. The quarterly turnover is estimated from a mixed-source production system (e.g., van Delden and de Wolf 2013).

Turnover in the small enterprises is derived from value-added tax (VAT) data. These enterprises are referred to as the complexity class simple units. On 1 January 2013 there were about one million simple units in the Netherlands, of which 28,605 were classified as car traders. The remaining units are observed in a census survey. There were 8,403 such enterprises within the whole domain of economic activities and 239 within the car trade (1 January 2013). For a subset of this group, there is a special business unit at Statistics Netherlands (CBS) with centralised data collection and data editing. This concerned 2,305 enterprises within the whole domain of economic activities and 49 within the car trade. This latter subset is referred to as the complexity class most complex units. The other units receiving survey data but not treated by this special business unit are referred to as the complex units.

The quarterly outcomes are published in different releases: 30 days (flash), 60 days (early), 90 days (late) and one year (final) after the end of the reference period. The computations in the current article concern the most recent releases available. For 2012 and 2013 this concerns the final release and for Q1 and Q2 of 2014 this concerns the late release. The available microdata covered nearly the complete target population. In late releases, quarterly nonrespondents are missing, as are units that report their VAT on a yearly basis. The latter group corresponds to $2-3 \%$ of the total turnover. Missing values are imputed. In the final release, the imputed quarterly turnover values of units that report VAT on a yearly basis are calibrated upon their reported yearly turnover values. We treat imputations here as if they are observed values, that is, we do not compute the effect of the imputation process on the accuracy.

The nine industries within the car trade vary considerably in the number of enterprises, total turnover and turnover per enterprise (van Delden et al. 2015a). In the first quarter of 2013, total turnover varies from 7,749 million euros (code 45112) to 51 million euros (code 45194). The division of total turnover in the different complexity classes also varies considerably across the nine industry codes (see Figure 1; the more detailed probability classes will be explained shortly). Note that throughout the article the industry classes are ordered from the largest to the smallest total turnover per industry.

The parameters of the classification-error model were estimated using three sources:

- We took an audit sample from the population of the simple enterprises within the car trade that existed on 1 July 2014 according to our BR. We randomly sampled 25 enterprises from each of the nine industries. Next, the true NACE codes were determined by two experts, examining the Chamber of Commerce information and Internet data and contacting the enterprise in case of doubt. Unauthenticated


Fig. 1. Distribution of quarterly turnover among the different probability classes (Symbols appear at the upper side of the corresponding bar; Top bar is always the Supplement).

- For the complex and most complex enterprises we consulted experts at CBS who are responsible for the editing process of the car-trade industry and experts from a special business unit at CBS that deals with the large and complex units. We used expert knowledge for those enterprises, because quality studies reported in 2000 and 2003 that $97 \%$ of these enterprises were expected to have a correct three-digit NACE code (Burger et al. 2015). Therefore the transition probabilities for these units are close to 0 and 1 , and estimating such small probabilities would have required a very large audit sample and too many resources. The experts were used to estimate the relative levels of classification error and the largest levels were set at five percent, which is in line with a Service Level Agreement that states that the three-digit NACE codes should be correct for $95 \%$ of the enterprises (Burger et al. 2015).
- In addition, we used data from our BR on the yearly transitions in NACE code of the enterprises for the years 2009-2014. From these data we computed the relative number of units that are observed in industry $g$ in year $t\left(\hat{s}_{i}^{t}=g\right)$ given they are observed in $h$ in year $t-1\left(\hat{s}_{i}^{t-1}=h\right)$ averaged over 2009-2014. The motivation behind this approach was given in Subsubsection 2.2.4. Based on the results of the temporal transitions, we have asked experts to appoint each cell $(g, h)$ to a cluster $q \in\{1, \ldots, Q\}$, where cells within the same cluster have a comparable probability of misclassification.

Details about how these sources were used to estimate the probabilities are given in the next section.

## 4. Results

### 4.1. Estimated Probabilities

Diagonal elements. Recall that for the diagonal elements of the $H \times H$ submatrix we try to explain differences in classification-error probabilities between units from their properties. Based on consultations with experts, we identified the following variables that are available for all units in the population and that might affect the level of classificationerror probabilities: observed industry, number of legal units, legal form, size class of the enterprise, and being observed in a sample survey (yes/no).

The audit sample contained no classification errors among the simple enterprises with size class 4 or larger (ten working persons or more). We therefore used the audit sample only to estimate the diagonal probabilities for the simple enterprises with size classes $0-3$ ( $0-9$ working persons).

We investigated all possible combinations of the background variables using subset selection. To compare the performance of the models, we computed the AIC and deviance values (based on log-likelihood). Table 2 displays the best-fitting models with one, two, and three predictor variables. The fourth column gives the $p$ value of a chi-square test of decrease in deviance (cf. McCullagh and Nelder 1989). Among the three best-fitting models, the model with industry and legal units led to a significant ( $p=0.04$ ) increase in model fit compared to a model with only industry, whereas adding additional terms did not significantly improve model fit despite a small decrease in AIC. We also verified the model selection results by cross validation (not shown). Taking all results into account, we selected the model with industry and legal units to estimate the diagonal probabilities for the remainder of this study.

The estimated probabilities are given in the bottom two rows of Figure 2. The numbers in the labels " $0-3,4,5,5+, 6+$ " stand for the size classes and $1-2 \mathrm{LU}$ and $3+\mathrm{LU}$ stand for the number of legal units per enterprise. The diagonal probabilities of the upper nine rows of Figure 2 were based on experience of editing experts at CBS. Concerning the background variables affecting those probabilities, we limited ourselves to the complexity and size class of the units and supplementary editing (see below). From now on, the strata defined by these background variables, as shown in Figures 1 and 2, are referred to as probability classes.

The probability class 'supplement' in Figure 2 concerns the enterprises that are edited thoroughly by the statistical division at CBS responsible for the output. Enterprises that belong to the probability class 'supplement' have transition probabilities of 1.0 on the

Table 2. Three best-fitting logistic regression models for the audit sample, size classes $0-3$. (Dev $=$ Deviance; $d f=$ degrees of freedom) .

|  | Model terms | Dev (df) | $\Delta \operatorname{Dev}(\Delta \mathrm{df})$ | $p$ value | AIC |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 0 | NULL | $257.27(210)$ |  |  | 259.27 |
| 1 | Industry | $170.94(202)$ | $86.34(8)$ | $<0.0001$ | 188.94 |
| 2 | Industry + Legal units | $166.51(201)$ | $4.43(1)$ | 0.04 | 186.51 |
| 3 | Industry + Legal units + | $164.36(200)$ | $2.15(1)$ | 0.14 | 186.36 |
|  | Observed (Y/N) |  |  | Unathenticated |  |
|  |  | Download Date \| 10/17/16 12:08 PM |  |  |  |



Fig. 2. Estimated transition probabilities for the diagonal elements.
main diagonal (first row of Figure 2), regardless of the further characteristics of the unit. For each target industry the size of this supplement was set to the 25 enterprises with the largest turnover, which approximately resembles the actual situation at the statistical division.

Off-diagonal elements. Using the average of the yearly transitions of the NACE codes over 2009-2014, experts appointed four clusters. Based on these $Q=4$ clusters, we fitted a log-linear model to the off-diagonal numbers found in the audit sample, according to Equation (13). The model fitted well with a likelihood ratio of 85.92 with $p=0.082$ at 69 degrees of freedom (df). The likelihood-ratio statistic compares the fit of the posited model to that of a saturated log-linear model, which reproduces the original table exactly (Bishop et al. 1975, 125); nonsignificant values indicate that all relevant factors are included in the model. There was one outlier that dominated the values for cluster 4 . We therefore placed that outlying value in a separate fifth cluster. The model adjusted for this outlier had a likelihood ratio of 43.44 ( $p=0.991$ at 68 df ). The adjusted model had expected numbers that fit the observed numbers in the audit sample better. Using those expected numbers and the sampling fractions $n_{+h} / N_{+h}$, the off-diagonal probabilities were estimated according to Equations (15) and (16) (Figure 3). Recall that the probabilities for the $(H+1)^{\text {th }}$ industry (column) were derived from Equation (17)-(18).

Results show that there are pairs of industries with relatively high conditional classification-error probabilities. For instance, a unit from industry 45310 (wholesale trade of motor vehicle parts and accessories) has a probability of 0.53 - giventthatciteis


Fig. 3. Estimated transition probabilities for the off-diagonal elements. Each row adds up to 1 .
misclassified - of being observed as 45320 (retail trade of motor vehicle parts and accessories). Likewise, misclassified units from industry 45320 have a probability of 0.33 of being observed as 45310. Similar high conditional probabilities of misclassification exist between the industries 45401 (wholesale trade in maintenance and repair of motor cycles) and 45402 (retail trade in maintenance and repair of motor cycles). Finally, note that in six of the nine car trade industries, misclassified units have a probability over 0.30 of being observed outside the car-trade.

Probabilities for the industries outside the car trade. We applied the approach of Subsubsection 2.2.5 to estimate the parameters of the second-level model. Details can be found in van Delden et al. (2015a).

### 4.2. Simulation of Accuracy

Having modelled the probabilities of classification errors for the data in our case study, we applied the bootstrap method from Subsection 2.1. We applied 10,000 bootstrap replicates. We implemented this method within the R environment for statistical computing. The code used for these simulations is available from the authors upon request.

We summarised the results in terms of the following accuracy measures, derived from (4) and (5):

- the relative bias (RB) $\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right) / \hat{Y}_{h}$,
- the coefficient of variation (CV) $\sqrt{\hat{V}_{R}^{*}\left(\hat{Y}_{h}\right)} / \hat{Y}_{h}$,


These results are shown in Figure 4 (expressed as percentages). The RRMSE varies from about $1.0 \%$ for the industries 45401 and 45310 to about $60 \%$ for industry 45320 . The variance (CV) dominates in the industries 45191X, 45401, 45402, and 45194, in the other industries the bias dominates. The industries 45112 and 45310 both have a negative bias. A negative bias means that the values of bootstrap simulations $\left(\hat{Y}_{h r}^{*}\right)$ are smaller on average than the estimated value $\left(\hat{Y}_{h}\right)$, which in turn implies that $\hat{Y}_{h}$ underestimates the (unknown) true target value $Y_{h}$.

We found that industry 45320 has a very large RRMSE: on average $62 \%$ (Figure 4). This industry has a relatively large probability of classification error on the diagonal elements (Figure 2) of the complexity class "simple", and this class constitutes about one third of the total turnover in this industry (Figure 1). Industry 45111 has an even larger probability on classification errors in the complexity class "simple" (Figure 2) but does not have a large RRMSE. The latter is because the turnover of the simple enterprises in industry 45111 is very small compared to the other complexity classes (Figure 1). The RRMSE for the car trade as a whole is about $0.33 \%$ and was relatively stable over the ten periods (Figure 5). The CV was also relatively stable (about $0.29 \%$ ). The RB varied most and ranged between $-0.2 \%$ and $-0.1 \%$.

The RRMSE for the car trade as a whole is judged as acceptable by the owner of the production process, whereas that of industry 45320 is far too large. Fortunately, turnover levels for industry 45320 are not published separately but combined with industry 45310 . The combined quarterly turnover-level estimates have an average RRMSE of $1.9 \%$ (see industry 45300 in Figure 2 by van Delden et al. 2015b). The least accurate industry that is


Fig. 4. RRMSE, RB and CV for ten periods per industry.


Fig. 5. RRMSE, RB and CV for ten periods for car trade as a whole.
actually published is 45200 with an RRMSE for the quarterly turnover slightly larger than ten percent. CBS aims to have a maximum uncertainty margin of three percent points on turnover levels. This means that in the car trade, an additional editing effort is needed to improve industry 45200. Below we investigate different selective editing strategies.

## 5. Editing Scenarios

### 5.1. Scenarios of Editing

We would also like to study to what extent the accuracy is improved when the editing effort is increased. An exact computation of those results is in fact only possible when we actually have a set of data that are free of classification errors. That information is needed because we need to know the true NACE code for each of the individual units. Since we do not have a data set for the whole population that is error free, we used an approximation. We assumed that with additional editing effort, those units that are checked and edited (on top of the starting situation) have a diagonal transition probability of 1 , in other words a classification-error probability of zero. The edited units are called the "supplement" (Figure 1). They are called supplement because they are edited by the clerical reviewers of the production unit supplementary to the editing that is done by our central business unit on large and complex units. The exact difference between our approximation and the (true) effect of editing is explained in van Delden et al. (2015a). Nonetheless, we are convinced that our approximation is good enough to compare different editing scenarios in a qualitative way.

We compared four levels of supplementary editing, namely $0,225,450$, and 675 edited enterprises in the car trade (relative editing effort $0,1,2$, and 3 ). Since our results on accuracy were reasonably consistent over the ten quarters, we onlyngomputed the results
for one quarter: the first quarter of 2013. The second level, 225 units, corresponds reasonably well to the actual situation at CBS. We distinguished between two editing scenarios that differ in how those enterprises are allocated over the nine industries:

1. Fixed: each industry is allocated an equal number of enterprises for supplementary editing. So the four levels are equal to $0,25,50$, and 75 enterprises per industry.
2. Pro rata: the number of enterprises to be edited per industry $\left(n_{h}^{E}\right)$ is in proportion to the product of $\operatorname{RMSE}\left(\hat{Y}_{h}\right)=\sqrt{\left\{\left[\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)\right]^{2}+\hat{V}_{R}^{*}\left(\hat{Y}_{h}\right)\right\}}$ and the population size per industry ( $N_{h}$ ):

$$
\begin{equation*}
n_{h}^{E}=\frac{R M S E\left(\hat{Y}_{h}\right) N_{h}}{\sum_{h=1}^{H} R \operatorname{MSE}\left(\hat{Y}_{h}\right) N_{h}} n^{E} \tag{20}
\end{equation*}
$$

where $n^{E}$ denotes the total number of units to be selected for supplementary editing. Note that Equation (20) resembles the so-called Neyman allocation of a survey sample over its underlying industries (e.g., Cochran 1977, 98-99). Because of this analogy, one might expect the accuracy of the estimated turnover for the car trade as a whole to improve more under the pro-rata scenario than under the fixed scenario. For the $\operatorname{RMSE}\left(\hat{Y}_{h}\right)$ values in Equation (20) we used the bootstrap estimates when 25 enterprises per industry were edited. Within each industry $h$, we selected the $n_{h}^{E}$ units with the largest quarterly turnover for editing.

### 5.2. Simulation of Editing

The change in the accuracy measures with increased relative editing effort and the two editing scenarios showed several interesting results (Figure 6). First of all, as expected, the CV decreased with increased relative editing effort. Moreover, the absolute value of the RB) often decreased with increased editing effort. However, there were also many examples of situations where this relative bias increased. A prominent example is industry 45401, where the absolute RB clearly increased between the relative editing effort 1 and 2 for the fixed scenario, and between the relative editing effort 2 and 3 for the pro-rata scenario. The overall effect of the change of CV and RB with increased editing effort is that the RRMSE does not always decrease with increased editing effort.

We can understand this surprising phenomenon by analysing the transition of units among the industries. To this end we distinguish between inflow and outflow of turnover in industry $h$. Inflow of turnover occurs when units that were originally observed in another industry enter industry $h$ in bootstrap replication $r$. Outflow of turnover occurs when units move to another industry from industry $h$ where they were observed. The bias of a turnover estimate for an industry is the net result of the effects of the turnover inflow and outflow. Accordingly, when there are no classification errors (as a result of perfect editing of the units in all existing industries), the inflow and outflow components are zero and there is no bias. Likewise, when the transition probabilities happen to be such that turnover inflow and outflow to industry $h$ are perfectly balanced, there is also no bias. In van Delden et al. (2015a) we describe and quantify the observed bias (and variance) patterns in each of the industries as the net result of inflow and outflow. In some industries we found araraspeable


Fig. 6. Simulating the effect of editing on accuracy: the three measures (RRMSE, RB, and CV).
balance between inflow and outflow, while for others the total error is mainly determined by inflow (see Figure 4.4 .5 in van Delden et al. 2015a). By changing the number of edited units in an industry, we can control the expected size of the outflow from that industry - that is, how many errors remain in industry $h$ - but not the inflow. Due to this effect, the balance between outflow and inflow can become less favourable, leading to an increased bias.

In the above example, as the total amount of editing is increased, the absolute level of inflow in industry 45401 will decrease because the outflow from all the other car-trade industries will be reduced. Nonetheless, the balance in industry 45401 between out- and inflow on the bias becomes less favourable (van Delden et al. 2015a). In fact, with increased overall editing effort the turnover inflow in 45401 decreased at a smaller rate than the outflow, resulting in an increased bias. This effect is enhanced under the pro-rata scenario, because industry 45401 has the largest turnover inflow from industry 45402, which is more accurate than industry 45401 to begin with.

Figure 6 shows that in some industries the pro-rata scenario reduces the RRMSE further than the fixed scenario, while in other industries the opposite is the case. This is of course due to differences in editing effort per industry in the pro-rata scenario. Surprisingly, the decrease of the RRMSE for the car trade as a whole (sum of nine industries) is larger for the fixed scenario than for the scenario pro rata (Figure 7). This can be understood as follows. The pro-rata scenario, inspired by the Neyman allocation, assumes that the errors $\hat{Y}_{h}-Y_{h}$ are independent of each other. This assumption, howeven ${ }_{\text {ndghe met meld in the }}$


Fig. 7. Simulating the effect of editing on accuracy: overall effect on car trade.
case of classification errors, since many off-diagonal transition probabilities are larger than zero. We conclude that a simple 'fixed' scenario is more effective in reducing the overall RRMSE than the pro-rata approach. It remains to be seen whether a more efficient scenario than 'fixed' can be found, without introducing complexities that render the approach impractical.

## 6. Discussion

The long-term aim of our research is to develop a practical method for assessing as well as improving the accuracy of register-based estimates affected by nonsampling errors. In this article, we have estimated the accuracy of register-based outcomes for classification errors using a bootstrap method. Others have also used resampling to estimate the accuracy of statistical outcomes for certain error types, such as Zhang (2011), Lumme et al. (2015), and Chipperfield and Chambers (2015). A key challenge is to obtain good estimates of the parameters of the postulated error model.

How to handle the complex and most complex units in this respect is a difficult question. We have relied on expert knowledge when setting the diagonal probabilities of these units in our study. This is a relatively small group of units for which classification errors are rare. Furthermore, these units are not 'mutually interchangeable', given their large individual shares in the total turnover. Fundamentally, it may be asked whether a random classification-error model is appropriate for the group of complex and most complex units.

For the simple units where the model parameters can be estimated empirically, audit data can only be obtained at some additional cost. The question is then how to combine editing and estimation efficiently in practice. An option could be to usfanfermation
obtained during regular production instead of audit data to estimate the model parameters, similarly to the use of paradata in social surveys (Kreuter 2013). Maybe we can combine selective editing for the most influential units with a probability sample of less influential units. The result of this two-phase design can be used to estimate the bias and the variance of the resulting estimator as a result of the editing process (e.g., Ilves and Laitila 2009). Such an approach might also offer the possibility of extending the procedure to other industries. The development of a robust and efficient selective editing strategy for classification errors, which accounts for the in- and outflow components of the target variable due to misclassified units, is a point for future research.

Two key extensions are still needed to achieve our long-term aim. These are the extension to other types of estimators and the extension to other sources of nonsampling errors. The use of an overarching modelling framework in which the observations reflect measurements of unobserved (true) values, like in latent class models and like the Bayesian approach by Bryant and Graham (2015), might be helpful in this respect.

## Appendix

## Bias Correction

Correction for the Bias in $\hat{B}_{R}^{*}\left(\hat{Y}_{h}\right)$
We use the notation that was introduced in Section 2. In addition, let $\boldsymbol{a}_{i}$ denote the vector $\left(a_{1 i}, \ldots, a_{H+1, i}\right)^{T}$ that contains the values of the indicator variable $a_{h i}=I\left(s_{i}=h\right)$ of which one element per unit $i$ is equal to 1 . Similarly, we define $\hat{\boldsymbol{a}}_{i}$ and $\hat{\boldsymbol{a}}_{i}^{*}$ on the basis of $\hat{s}_{i}$ and $\hat{s}_{i}^{*}$. Recall that $\mathbf{P}_{i}$ stands for the $(H+1) \times(H+1)$ matrix with the transition probabilities for unit $i$. Under the classification-error model, the expectation of $\hat{\boldsymbol{a}}_{i}$ for enterprise $i$ equals $E\left(\hat{\boldsymbol{a}}_{i}\right)=\mathbf{P}_{i}^{T} \boldsymbol{a}_{i}$. Similarly it holds that $E\left(\hat{\boldsymbol{a}}_{i}^{*} \mid \hat{\boldsymbol{a}}_{i}\right)=\mathbf{P}_{i}^{T} \hat{\boldsymbol{a}}_{i}$. Denote the vectors with the true, observed and bootstrap values for the total turnover per industry as $\boldsymbol{y}=\sum_{i=1}^{N} \boldsymbol{a}_{i} y_{i}, \hat{\boldsymbol{y}}=\sum_{i=1}^{N} \hat{\boldsymbol{a}}_{i} y_{i}$ and $\hat{\boldsymbol{y}}^{*}=\sum_{i=1}^{N} \hat{\boldsymbol{a}}_{i}^{*} y_{i}$. Using an argument similar to that in Burger et al. (2015), the following expressions may be derived for the true bias and variance-covariance matrix of $\hat{\boldsymbol{y}}$ as an estimator for $\boldsymbol{y}$ :

$$
\begin{gather*}
B(\hat{\boldsymbol{y}})=E(\hat{\boldsymbol{y}})-\boldsymbol{y}=\sum_{i=1}^{N}\left(\mathbf{P}_{i}^{T}-\mathbf{I}\right) \boldsymbol{a}_{i} y_{i},  \tag{21}\\
V(\hat{\boldsymbol{y}})=\sum_{i=1}^{N}\left\{\operatorname{diag}\left(\mathbf{P}_{i}^{T} \boldsymbol{a}_{i} y_{i}^{2}\right)-\mathbf{P}_{i}^{T} \operatorname{diag}\left(\boldsymbol{a}_{i} y_{i}^{2}\right) \mathbf{P}_{i}\right\}, \tag{22}
\end{gather*}
$$

where $\mathbf{I}$ stands for the $(H+1) \times(H+1)$-identity matrix. Here, we use the assumption that only the observed classifications $\hat{\boldsymbol{a}}_{i}$ may be erroneous, while the other components of $\hat{\boldsymbol{y}}$ are fixed.

In the bootstrap approach, the above bias and variance are estimated by the conditional bias and variance of $\hat{\boldsymbol{y}}^{*}$ as an estimator for $\hat{\boldsymbol{y}}$. Letting $R \rightarrow \infty$ in Expressions (4) and (5), we would obtain:

$$
\begin{equation*}
\hat{B}_{\infty}^{*}(\hat{\boldsymbol{y}})=B\left(\hat{\boldsymbol{y}}^{*} \mid \hat{\boldsymbol{y}}\right)=E\left(\hat{\boldsymbol{y}}^{*} \mid \hat{\boldsymbol{y}}\right)-\hat{\boldsymbol{y}}=\sum_{i=1}^{N}\left(\mathbf{P}_{i}^{T}-\mathbf{I}\right) \hat{\boldsymbol{a}}_{i} y_{i}, \tag{23}
\end{equation*}
$$

$$
\begin{equation*}
\hat{V}_{\infty}^{*}(\hat{\boldsymbol{y}})=V\left(\hat{\boldsymbol{y}}^{*} \mid \hat{\boldsymbol{y}}\right)=\sum_{i=1}^{N}\left\{\operatorname{diag}\left(\mathbf{P}_{i}^{T} \hat{\boldsymbol{a}}_{i} y_{i}^{2}\right)-\mathbf{P}_{i}^{T} \operatorname{diag}\left(\hat{\boldsymbol{a}}_{i} y_{i}^{2}\right) \mathbf{P}_{i}\right\} ; \tag{24}
\end{equation*}
$$

cf. Burger et al. (2015). In our case study, we did not use these analytical formulas directly. We preferred to use Monte Carlo simulation to have more flexibility in the modelling of classification errors, in particular for industry $H+1$. (Note that the sum in Expressions (23) and (24) is over all units in the BR, including all industries outside the target set.)

Focussing on the bias, we see that $E\left\{\hat{B}_{\infty}^{*}(\hat{\boldsymbol{y}})\right\}=\sum_{i=1}^{N} \mathbf{P}_{i}^{T}\left(\mathbf{P}_{i}^{T}-\mathbf{I}\right) \boldsymbol{a}_{i} y_{i}$. This implies that $\hat{B}_{\infty}^{*}(\hat{\boldsymbol{y}})$ is biased as an estimator for $B(\hat{\boldsymbol{y}})$; the same follows for $\hat{B}_{R}^{*}(\hat{\boldsymbol{y}})$ based on a finite number of replications.

Now assume that the matrix $\mathbf{P}_{i}^{T}$ can be inverted and denote its inverse as $\mathbf{Q}_{i}=\left(\mathbf{P}_{i}^{T}\right)^{-1}$. It follows directly that $\hat{\boldsymbol{b}}_{i}=\mathbf{Q}_{i} \hat{\boldsymbol{a}}_{i}$ is an unbiased estimator for $\boldsymbol{a}_{i}$ :

$$
E\left(\hat{\boldsymbol{b}}_{i}\right)=E\left(\mathbf{Q}_{i} \hat{\boldsymbol{a}}_{i}\right)=\mathbf{Q}_{i} E\left(\hat{\boldsymbol{a}}_{i}\right)=\mathbf{Q}_{i} \mathbf{P}_{i}^{T} \boldsymbol{a}_{i}=\boldsymbol{a}_{i}
$$

Similarly for $\hat{\boldsymbol{b}}_{i}^{*}=\mathbf{Q}_{i} \hat{\boldsymbol{a}}_{i}^{*}$ it holds that $E\left(\hat{\boldsymbol{b}}_{i}^{*} \mid \hat{\boldsymbol{b}}_{i}\right)=E\left(\hat{\boldsymbol{b}}_{i}^{*} \hat{\boldsymbol{a}}_{i}\right)=\mathbf{Q}_{i} \mathbf{P}_{i}^{T} \hat{\boldsymbol{a}}_{i}=\hat{\boldsymbol{a}}_{i}$. Analogously to $\hat{\boldsymbol{y}}$ and $\hat{\boldsymbol{y}}^{*}$, we can define the turnover-related vectors $\hat{\boldsymbol{z}}=\sum_{i=1}^{N} \hat{\boldsymbol{b}}_{i} y_{i}$ and $\hat{z}^{*}=\sum_{i=1}^{N} \hat{\boldsymbol{b}}_{i}^{*} y_{i}$. Now, consider the conditional bias of $\hat{z}^{*}$ as an estimator for $\hat{z}$ :

$$
B(\hat{z} * \mid \hat{z})=E(\hat{z} * \mid \hat{z})-\hat{z}=\sum_{i=1}^{N}\left\{E\left(\hat{\boldsymbol{b}}_{i}^{*} \mid \hat{\boldsymbol{b}}_{i}\right)-\hat{\boldsymbol{b}}_{i}\right\} y_{i}=\sum_{i=1}^{N}\left(\hat{\boldsymbol{a}}_{i}-\hat{\boldsymbol{b}}_{i}\right) y_{i}
$$

It follows that $E\left\{B\left(\hat{z}^{*} \mid \hat{z}\right)\right\}=\sum_{i=1}^{N}\left\{E\left(\hat{\boldsymbol{a}}_{i}\right)-E\left(\hat{\boldsymbol{b}}_{i}\right)\right\} y_{i}=\sum_{i=1}^{N}\left(\mathbf{P}_{i}^{T}-\mathbf{I}\right) \boldsymbol{a}_{i} y_{i}=B(\hat{\boldsymbol{y}})$. Hence $B\left(\hat{z}^{*} \mid \hat{z}\right)$ is an unbiased estimator for the bias of $\hat{\boldsymbol{y}}$.

In our case study the population is divided into a limited number of probability classes (PCs) with the same transition matrix. We can exploit this to compute $\hat{z}$ and $\hat{z}^{*}$ in an efficient manner. Divide the population into the PCs of units $U_{1}, \ldots, U_{K}$, where the transition matrix for the $k^{\text {th }} \mathrm{PC}$ is denoted by $\mathbf{P}_{k}$, with the corresponding inverse being $\mathbf{Q}_{k}=\left(\mathbf{P}_{k}^{T}\right)^{-1}$. Now $\hat{z}$ can be computed according to:

$$
\hat{z}=\sum_{i=1}^{N} \hat{\boldsymbol{b}}_{i} y_{i}=\sum_{k=1}^{K} \sum_{i \in U_{k}} \hat{\boldsymbol{b}}_{i} y_{i}=\sum_{k=1}^{K} \mathbf{Q}_{k} \sum_{i \in U_{k}} \hat{\boldsymbol{a}}_{i} y_{i}=\sum_{k=1}^{K} \mathbf{Q}_{k} \hat{\boldsymbol{y}}_{k} \equiv \sum_{k=1}^{K} \hat{z}_{k},
$$

with $\hat{\boldsymbol{y}}_{k}=\sum_{i \in U_{k}} \hat{\boldsymbol{a}}_{i} y_{i}$ the vector of industry-turnover totals for the $k^{\text {th }} \mathrm{PC}$. Analogously, $\hat{\boldsymbol{z}}^{*}$ can be computed as $\hat{z}^{*}=\sum_{k=1}^{K} \hat{z}_{k}^{*} \equiv \sum_{k=1}^{K} \mathbf{Q}_{k} \hat{y}_{k}^{*}$, with $\hat{\boldsymbol{y}}_{k}^{*}=\sum_{i \in U_{k}} \hat{\boldsymbol{a}}_{i}^{*} y_{i}$. Some other practical issues related to the computation of the bootstrap estimator and its bias correction are discussed in Appendix A2 of van Delden et al. (2015a).

Similarly to the bias, the bootstrap estimator of the variance is also biased. In section A4 van Delden et al. (2015a) derive a formula for this bias, explain how it can be corrected and argue that this bias is likely to be small. We therefore did not apply the bias correction for the variance.

## Adjusted Bias Correction for "increased Accuracy"

The corrected bootstrap estimator for the bias $B(\hat{z} * \mid \hat{z})$ is unbiased, but may yield inaccurate estimates of $B(\hat{\boldsymbol{y}})$ in practice. Unbiased bootstrap estimation of $B(\hat{\boldsymbol{y}})$ may come at the cost of an increased variance, to such a degree that the bias corregtionnisnottean
improvement in all cases. Results on simulated data (not shown here) suggest that the biascorrected bootstrap estimator tends to be unstable when some of the probabilities of classification errors are large.

In fact, it turns out that when some of the diagonal probabilities in $\mathbf{P}_{k}$ are much smaller than 1, the so-called condition number cond $\left(\mathbf{P}_{k}^{T}\right)=\left\|\mathbf{P}_{k}^{T}\right\|\left\|\mathbf{Q}_{k}\right\|$ can become much larger than 1. Here, the symbol $\|\mid$.$\| denotes a matrix norm. Since \hat{\boldsymbol{y}}_{k}^{*}=\mathbf{P}_{k}^{T} \hat{z}_{k}^{*}$, it follows from a standard result in numerical analysis that

$$
\mid \text { rel. change }\left(\hat{z}_{k}^{*}\right)\left|\leq \operatorname{cond}\left(\mathbf{P}_{k}^{T}\right) \times\right| \text { rel. change }\left(\hat{y}_{k}^{*}\right) \mid
$$

where rel. change(.) denotes a relative change in the value of its argument (e.g., Stoer and Bulirsch 2002, 211). Hence, when $\operatorname{cond}\left(\mathbf{P}_{k}^{T}\right)$ is large, a small uncertainty in the simulated values of $\hat{\boldsymbol{y}}_{k}^{*}$ can be propagated as a large uncertainty in the derived values of $\hat{z}_{k}^{*}$. This provides a heuristic explanation for why the bias-corrected bootstrap estimator (based on $\hat{\boldsymbol{z}}_{k}^{*}$ ) can be less accurate than the original bootstrap estimator (based on $\hat{\boldsymbol{y}}_{k}^{*}$ ) in situations where some units have a relatively large probability of being misclassified.

In Appendix A3 of van Delden et al. (2015a) an alternative correction method is proposed that uses a combined estimator

$$
\begin{equation*}
\hat{\mathbf{B}}_{\lambda}^{*}=\sum_{k=1}^{K}\left\{\lambda_{k} \hat{\mathbf{B}}_{1 k}^{*}+\left(1-\lambda_{k}\right) \hat{\mathbf{B}}_{0 k}^{*}\right\} \tag{25}
\end{equation*}
$$

where $\hat{\mathbf{B}}_{0 k}^{*}=B\left(\hat{\boldsymbol{y}}_{k}^{*} \mid \hat{\boldsymbol{y}}_{k}\right)$ and $\hat{\mathbf{B}}_{1 k}^{*}=B\left(\hat{z}_{k}^{*} \mid \hat{z}_{k}\right)$ denote the original and bias-corrected bootstrap estimators of the bias of $\hat{\boldsymbol{y}}_{k}$. It is shown there how the weights $\lambda_{k} \in[0,1]$ can be obtained by minimising the mean square error of the estimated bias.
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# Detecting Fraudulent Interviewers by Improved Clustering Methods - The Case of Falsifications of Answers to Parts of a Questionnaire 

Samuel De Haas ${ }^{1}$ and Peter Winker ${ }^{1}$


#### Abstract

Falsified interviews represent a serious threat to empirical research based on survey data. The identification of such cases is important to ensure data quality. Applying cluster analysis to a set of indicators helps to identify suspicious interviewers when a substantial share of all of their interviews are complete falsifications, as shown by previous research. This analysis is extended to the case when only a share of questions within all interviews provided by an interviewer is fabricated. The assessment is based on synthetic datasets with a priori set properties. These are constructed from a unique experimental dataset containing both real and fabricated data for each respondent. Such a bootstrap approach makes it possible to evaluate the robustness of the method when the share of fabricated answers per interview decreases. The results indicate a substantial loss of discriminatory power in the standard cluster analysis if the share of fabricated answers within an interview becomes small. Using a novel cluster method which allows imposing constraints on cluster sizes, performance can be improved, in particular when only few falsifiers are present. This new approach will help to increase the robustness of survey data by detecting potential falsifiers more reliably.


Key words: Survey data falsifications; partial falsifications; cluster analysis; constraint cluster analysis; bootstrap.

## 1. Introduction

Survey data are a central ingredient of empirical research in economics, other social sciences, and medicine. The quality of any analysis of surveys depends on the quality of the survey data. A huge literature exists on potential pitfalls linked to issues of sampling and the construction of questionnaires which might have a negative impact on data quality. The issue of potential falsifications by the interviewers, however, has received less attention, although anecdotal reports date back to Crespi (1945). In fact, the prevalence of such behavior might be higher than commonly assumed. For a recent survey of the literature, see Bredl et al. (2013). They conclude that the share might be typically below five percent for large scale surveys with intensive supervision, while it might reach levels exceeding $50 \%$ in smaller surveys with limited supervision and difficult framework conditions such as inaccessibility of respondents or binding quota requirements.

[^4]Consequently, approaches focusing both on prevention and deterrence are required. Concerning prevention, this might include appropriate interviewer training, payment, and motivation (Gwartney 2013). Approaches for deterrence include close supervision and controls in the field and of the collected data.

Bredl et al. (2012) proposed a method for the analysis of collected data, which employs a clustering procedure on multivariate indicators calculated at interviewer level. The method has been tested successfully on real and experimental datasets (Menold et al. 2013). The method was not meant to replace other methods used for quality management such as reinterviews (Forsman and Schreiner 1991), but rather to focus them on a subset of interviewers exhibiting conspicuous patterns in the data they contribute. The number of accessible real and experimental datasets with identified falsifications is limited, as there are no incentives to report such cases in real surveys (for an exception see Finn and Ranchhod 2013). Although reporting identified fabrications in survey data might be considered a clear signal of successful supervision and quality management, it might also mislead the reader into challenging the integrity of the data. For this reason, identified falsifications in survey data are typically removed before the data are made available for further research without explicit indication. As a consequence, the robustness of the method with regard to the choice of indicators and the structure of the dataset (number of interviewers, share of falsifiers) cannot be assessed solely by using the few datasets available. Insights into this problem can be gained by generating synthetic data from real or experimental data using a bootstrap-based approach as described by Storfinger and Winker (2013).

The bootstrap approach has been used to analyze the performance of the clustering procedure for partial falsifications, that is, the situation when interviewers provide some real interviews and add falsifications, for example, to complete a quota (De Haas and Winker 2014). The present article complements this earlier work with an analysis of partial falsifications within questionnaires, that is, for the situation when interviewers collect part of the data from the respondents and complete the questionnaire themselves afterwards. Anecdotal evidence suggests that there are different reasons for both types of partial falsifications in real surveys. Examples are that part of the questionnaire comprises embarrassing questions that the respondents refuse to answer or questions which are timeconsuming when filled in with the respondent. As in previous work (De Haas and Winker 2014), we are interested in the effects of shrinking shares of fabricated answers by a deviant interviewer on the performance of the clustering procedure.

We add a novel clustering tool for the present analysis, which allows us to impose a priori constraints on the (expected) maximum number of falsifiers. This approach is motivated by the finding that the unconstrained clustering method tends to produce a substantial share of false alarms, especially when the share of falsifiers is low or only partial falsifications are provided (De Haas and Winker 2014). Using the constrained approach might improve the discriminatory power of the method, in particular, when the share of falsifiers is small. Finally, we add Matthew's correlation coefficient (Matthews 1975) as an alternative summary measure. It complements the standard measures used for the quality of the assignment of interviewers to the two groups of honets and supposedly deviant interviewers, namely oversights and false alarms.

The article is organized as follows. In Section 2 we introduce the methods used for the identification of falsifications, in particular the indicators constructedtatheinterviewer
level, the standard clustering procedure, and the new variant imposing a size constraint on the falsifier cluster. The experiment providing the data is described in Section 3 together with the bootstrap procedure for generating synthetic data with a specific structure. The results are summarized in Section 4, while Section 5 concludes and provides an outlook onto further steps of the research on partial falsifications.

## 2. Methods

The data-based identification of potential falsifications uses properties of the data which differ between real and falsified interviews. The indicators used for that purpose should ideally be independent of a specific questionnaire. At the same time, they should be unknown to the interviewers to avoid strategic falsifications. Several indicators have been proposed and used previously (Schäfer et al. 2005; Kemper et al. 2011; Storfinger and Opper 2011; Bredl et al. 2012; Menold et al. 2013; Kemper and Menold 2014; Menold and Kemper 2014; De Haas and Winker 2014). To allow for a comparison of the results, we use the same indicators as De Haas and Winker (2014). A full list of these indicators with a short description is provided in Appendix A.

In the following, the indicator acquiescent responding style (ARS), which has been used previously by Kemper et al. (2011), illustrates the idea of using indicators to separate real and fabricated interviews. It is constructed based on pairs of items which address similar issues, but differ in using either a positive or negative wording, respectively. Consequently, fully rational respondents should choose opposite answers. However, it is commonly observed that respondents tend to prefer to agree with a given statement and to some extent provide inconsistent answers to such pairs of questions. While some interviewers might be aware of these phenomena, it may be impossible for them to judge the extent of such acquiescent behavior by real respondents. In fact, results from previous studies show that falsifiers tend to exhibit less acquiescence in their fabricated interviews (Menold et al. 2013). The indicator ARS used for the present application is based on five pairs of such items and measures the relative agreement frequency. Here, agreement frequency is defined as the share of the answer options "fully correct" and "fairly correct".

While most indicators can be calculated for each questionnaire, it appears doubtful that they would allow for a discrimination at the level of individual interviews. Typically, the number of questions linked to each indicator is rather small unless the questionnaires are extensively long. For this reason, as in previous research (Menold et al. 2013; De Haas and Winker 2014), we focus our analysis on the interviewer level. Thus, the values of all indicators are calculated based on all interviews for each interviewer. We will consider an interviewer as deviant ("falsifier") if at least one of her or his interviews or parts thereof are not obtained from real respondents, but are fabricated by the interviewer her- or himself. Obviously, given the aggregation at the interviewer level, detection might become more difficult if the share of fabricated (parts of) interviews is low.

Differences between real and false interviews might show up simultaneously in several indicators. If these indicators are not perfectly correlated (for most of the indicators used here, the pairwise correlation is found to be smaller than 0.2 ), exploiting the multivariate structure in a cluster analysis is expected to outperform splits based on a single indicator. This idea is supported by the findings presented in earlier research (Brechaethathtieqtez;

Menold et al. 2013). Furthermore, using the multivariate distribution of several indicators makes it more difficult for a deviant interviewer to generate data meeting the properties of real data closely enough to pass through undetected.

For the cluster analysis, each interviewer $k$ is represented by a vector of indicator values $\mathbf{i}_{k, j}, k=1, \ldots, K$ and $j=1, \ldots, J . K$ denotes the total number of interviewers and $J$ the number of indicators. Prior to performing the cluster analysis each indicator value is standardized, resulting in

$$
\tilde{\mathbf{i}}_{k, j}=\frac{\mathbf{i}_{k, j}-\overline{\mathbf{i}}_{\cdot . j}}{\sqrt{\operatorname{var}\left(\mathbf{i}_{\cdot . j}\right)}}
$$

Often, the task of clustering a set of vectors like $\tilde{\mathbf{i}}_{k}=\left(\tilde{\mathbf{i}}_{k, 1}, \ldots, \tilde{\mathbf{i}}_{k, J}\right)$ is tackled by using hierarchical (agglomerative or divisive) clustering methods (Baragona et al. 2011, 199ff). However, the sequential approach of agglomerative procedures might not result in a global optimum for the assignment. Consequently, we apply a global clustering approach. While existing methods such as $k$-means (Baragona et al. 2011, 211) could be employed in this case, they also do not guarantee convergence to a global optimum given their iterative local search. Here, we use Threshold Accepting (TA) because it is a globally convergent optimization heuristic. It has been shown that under certain conditions it will converge to the global optimum when the number of search steps goes to infinity (Althöfer and Koschnik 1991; Winker 2001). Other optimization heuristics might also be used in this context, for example the clustering method based on genetic algorithms described by Baragona et al. (2011, 219ff). A further advantage of using this approach is the possibility to add constraints. In our application, this option will be used to limit the size of the cluster corresponding to potential falsifications.

We start with the description of the unconstrained version of the algorithm as used previously by Storfinger and Winker (2013) and De Haas and Winker (2014): it aims at minimizing an objective function which is calculated as the sum of the pairwise Euclidean distances within the clusters. Hence, the goal consists in reducing the heterogeneity with regard to the values of the various indicators within each group. The algorithm is initialized with a randomly drawn assignment of all elements (interviewers) into two groups. Afterwards, for a preset number of iterations, one randomly chosen element is regrouped in each iteration. The resulting new clusters are accepted as long as the value of the objective function is improved (decreases) or at least does not increase by more than a predefined threshold. In order to find a global optimum, or at least a close approximation, this local search step has to be repeated many times. An obvious drawback of the optimization-based clustering method as compared to traditional clustering algorithms is its higher computational cost. On a standard desktop computer (i7-3770 CPU, 3.40 GHz , 8 GB RAM) a single run of the Matlab implementation with 2,500,000 iterations takes about 110 seconds to finish. This becomes relevant in a simulation study as the present one, when the clustering problem has to be solved thousands of times, while it is not a major issue for a single application to a single real dataset in a survey setting.

After the clustering algorithm is completed, the identification of the two clusters is based on the assumptions about the indicator values for honest versus cheating interviewers (see Table 2 in Appendix A). Therefore, it can be decidedtiautomatically
which of the two subgroups represents the falsifiers and the honest interviewers, respectively. In order to perform this identification step unsupervised for each bootstrap simulation, we sum up the standardized mean values for every indicator over all interviewers in each cluster. To this end the signs of the indicators are adjusted in such a way that higher values always point to the group containing the potential falsifiers.

Employing this clustering procedure may result in two potential types of errors. Honest interviewers might be incorrectly added to the group labeled "deviant interviewers". Such a misassignment is called "false alarm" or "false negative". On the other hand, some falsifiers might be allocated to the group labeled "honest interviewers". This type of error is called "oversight" or "false positive". To provide a summary measure of the extent of such misclassifications, Matthews's correlation coefficient (MCC) is used (Matthews 1975). The MCC is calculated as

$$
\begin{equation*}
M C C=\frac{T P \cdot T N-F P \cdot F N}{\sqrt{(T P+F P) \cdot(T P+F N) \cdot(T N+F P) \cdot(T N+F N)}} \tag{1}
\end{equation*}
$$

where $T P$ denotes the number of true positives, that is, the number of interviewers correctly assigned to the group labeled as "honest interviewers". $T N$ is the number of true negatives, that is, of correctly identified falsifiers. $F P$ is the number of false positives (oversights) and $F N$ the number of false negatives (false alarms) (for a comprehensive overview of alternative measures used to evaluate the quality of binary classifications see also Verbiest et al. 2015). By construction, MCC takes on values between - 1 and 1. If all interviewers are correctly assigned, it takes on the value one, for a random, that is, noninformative assignment, the values should be close to zero, while when exactly the wrong assignment is given, MCC takes on the value -1 .

The objective function used lays highest emphasis on the homogeneity within its clusters based on pairwise Euclidian distances. Implicitly, this objective functions favors clusterings with rather similar group sizes. Therefore, it might be expected to perform better if the share of falsifiers is about $50 \%$, while it tends to generate a large number of false alarms for a low share of falsifiers in the dataset. Consequently, imposing some additional constraints on the size of the falsifier cluster might be beneficial, in particular if a modest share of falsifications is expected and the cost of controls is high. It might help to concentrate controls on those interviewers with the highest risk. Obviously, if some falsifications are found in this group, there is a risk that even a larger share of interviewers is actually deviating and the analysis might need to be repeated allowing for a larger size of the falsifier cluster.

Technically, the constraint is imposed in the following way: the same optimization heuristic as described above is used. The objective function is augmented by an additional term, described as "penalty term". This part of the objective function takes on the value zero as long as the number of interviewers assigned to the potential falsifiers cluster is smaller than or equal to the predefined limit. If more interviewers are assigned to this cluster, the term becomes positive and is an increasing function of the differences between the number of potential falsifiers and the predefined value. Due to this penalty term, the value of the objective function decreases when the falsifier cluster becomes smaller as long as its size is above the predefined limit. Consequently, as the algorithm proceeds and the weight of the penalty increases, the current solution becomes more and mone dikelyyeto
satisfy the imposed constraint, which should be met by the final solution. For a description of alternative ways to handle constraints in the framework of an optimization heuristic, see Gilli et al. (2011, 352ff). The computational complexity of the algorithm is higher when the constraint is taken into account, as the evaluation of the penalty term requires the identification of the falsifier cluster in each iteration.

Pseudocode 1 shows the pseudocode of the algorithm taking a constraint on the size of the falsifier cluster into account.

The algorithm is run for a defined setting of number of interviewers, share of falsifiers and extent of falsifications (1:). Then, a substantial number $B$ of bootstrap replications is performed (2: to $8:$ ). For each replication a new synthetic dataset with the defined properties is generated (3:) (for the details of the bootstrap procedure, see Section 3 below). Based on the dataset, the vector of indicator values $\tilde{\mathbf{i}}_{k}$ is calculated for every interviewer (4:). Next, two clusters are identified by means of the constrained version of the optimization heuristic described above, ensuring that the cluster labeled falsifier cluster does not contain more than the predefined number of interviewers (5:). The performance of this clustering is evaluated based on the MCC. After all bootstrap replications have been carried out, the overall performance can be summarized, For example, by the mean of the MCC for a given set-up (8:).

In order to evaluate this method, different values of the constraint on the size $s$ of the falsifier cluster are combined with different simulation setups, that is, different shares of falsifiers and falsified questions. In reality, however, one would need a rough idea of the falsifiers' share in the underlying dataset to introduce a plausible constraint. Optimally, a preselection criterion like the total value of pairwise distances is used to compare different constraints in a pretest. The corresponding results could be used to define the most preferable constraint. The development of such a pretest is left for future research.

Before turning to the data and results, a special case of the above procedure is introduced. It consists in limiting the size of the falsifier cluster to one. In this case, the global optimization algorithm can be replaced by an exact enumeration procedure to find the one interviewer resulting in the optimum for the objective function if labeled as a falsifier. Obviously, this approach is well suited neither for obtaining an estimate of the extent of falsifications in the sample nor for the identification of a larger share of such

## Pseudocode 1 Pseudocode of bootstrap procedure for cluster analysis.

1: Define parameter settings: number of bootstrap replications $B$; size restriction for group of potential falsifiers $s$, parameters $n_{1}, \ldots, n_{5}$ for $b=1$ to $B$ do

Create artificial dataset: $n_{1}$ honest interviewers with $n_{2}$ real questionnaires; $n_{3}$ falsifiers with $n_{4}$ fabricated and $n_{5}$ real answers in all of their questionnaires Calculate indicators for all interviewers
5: $\quad$ Conduct clustering analysis imposing the group size restriction $s$ for the group of falsifiers
6: $\quad$ Store performance of clustering procedure and indicators for given dataset
7: end for
8: $\quad$ Summarize statistical information of performance over all $B$ datasets
falsifiers. However, given the low computational cost, it might be a sensible first step in quality control to identify this extreme interviewer and conduct a follow-up on his or her data. We will also report results on the quality of this simplified procedure for the detection of only one potential falsifier in Section 4. The evaluation of this procedure will not be based on MCC, but simply on the frequency over all bootstrap replications, with which a falsifier is actually found in this one element cluster.

## 3. Data

To assess the methods' performance, a substantial number of datasets from surveys would be required. To this end both interviews collected by honest interviewers and interviews collected by faking interviewers should be contained and identified a priori. Although anecdotal evidence suggests a substantial prevalence of deviant behavior in surveys, such datasets are rarely available (Bredl et al. 2013). Typically, identified falsifications are removed from the dataset prior to further analysis. Publications based on the cleaned data do not contain information about the falsifications as it might provide a negative signal on the data quality. Falsifications which have remained undetected are still present in datasets, but cannot be used for the evaluation of our methods either, as no known benchmark is available.

For the present study, we resort to the results of a large-scale experiment conducted at the University of Giessen in 2012 providing both real and fabricated data (Menold et al. 2013). 78 students of the University of Giessen were recruited as interviewers. In a first stage of the experiment, they each conducted about ten real interviews using a questionnaire comprising sociodemographic information and questions about study subjects and on attitudes. The respondents were recruited randomly by the interviewers among other students. The quality of these real interviews was verified by controlling the tape recordings of all interviews. In a second stage of the experiment, each student was asked to fabricate another ten interviews in the laboratory. As input for these falsifications, the students were provided with a short sociodemographic profile of one of the respondents from the real data who was not interviewed by themselves. Making use of this profile, the students were asked to generate data which should replicate a real interview as close as possible. An additional monetary incentive for generating high quality falsifications was provided which was distributed to those interviewers generating data that could not be assigned to the falsifier cluster by the method proposed in Bredl et al. (2012). Given this explicit incentive, the interviewers' knowledge from conducting real interviews first and their knowledge about the group from which the respondents have been recruited, the experimental setup promotes the generation of high-quality falsifications. Hence, these falsifications might be more difficult to detect compared to "quick and dirty" approaches, which might be more common in some real settings if interviewers are aware of missing or weak supervision. In fact, the quality of assessment of interviewers by the methods discussed in the previous section has been substantially higher in the few applications to real data (Bredl et al. 2012; Storfinger and Winker 2013). Therefore, we consider the data used in this article as a worst-case (difficult to detect) scenario, but will discuss potential limitations of the dataset in the concluding section.

In our set-up, for each respondent we obtain a real interview conducted by one interviewer and a fabricated one provided by a different interviewer. Thus.nstantingexdeth
the fabricated interviews conducted by one interviewer, in each interview some questions can be replaced by the real answers provided by the respondent in a real interview. This way, it becomes possible to generate synthetic datasets which contain interviews composed of actual answers to some questions and the falsifications provided by the interviewer to the other ones (in contrast, in De Haas and Winker (2014) complete real and fabricated interviews have been used for one interviewer). The share of these falsifications can be controlled when generating the synthetic data. Obviously, for the group of nondeviant interviewers, only data from the interviews actually conducted are employed. As a consequence, it is possible to control both the share of falsifiers and the extent to which their fabricated interviews comprise real and false data.

We are interested in how well the methods described in the previous section perform depending on the share of falsifiers and the extent of falsifications within the fabricated interviews. Obviously, this performance will depend on the specific selection of data from our experiment and, as the consequence of a random choice, has to be considered stochastic. Thus it is not sufficient to consider single synthetic datasets, and instead the analysis has to be repeated a large number of times for different random selections to allow for systematic conclusions.

Given that hardly any appropriate data are available from real surveys and generating suitable data through thousands of separate experiments of the type described above is not feasible either, the well-known resampling method known as bootstrap (Efron 1979, 1982) is used to generate synthetic datasets with the defined properties. The procedure comprises the following steps for each bootstrap iteration, that is, for the generation of a single synthetic dataset to be used in the analysis: first, a predefined number of interviewers is chosen randomly (with replacement) from all interviewers. This group will represent the honest interviewers. This means, for each of these interviewers a fixed number of real questionnaires is selected (with replacement) from the actual interviews conducted during the experiment by the corresponding interviewer. Finally, based on the resampled questionnaires, the indicator values are obtained. Second, another group of interviewers is generated in the same way as for the honest interviewers by selecting randomly (with replacement) a predefined number of interviewers from all interviewers. This second group is meant to represent falsifiers. Therefore, for each interviewer in this group, the actual data are compiled in a modified way. A fixed share of fabricated questions is assumed for all questionnaires selected for this interviewer. These partial falsifications are obtained by starting with a randomly selected (with replacement) fabricated interview provided by the respective interviewer during the experiment. Then, a number of questions corresponding to one minus the share of fabricated questions is randomly selected within the questionnaire. The answer to these questions is replaced by the corresponding real data collected by another interviewer, which provided the profile for the falsification. Finally, the indicator values for the falsifiers are calculated. This procedure allows to generate a large number of synthetic datasets with well-defined properties regarding the number of interviewers, the share of falsifiers, the number of questionnaires per interviewer and the extent of partial falsifications for the falsifiers. This makes it possible to analyze the performance of the clustering method for different scenarios based on - in the present study - 1,000 different samples for each scenario.

## 4. Results

Given this article's main focus on semifalsifications and the potential gains in discriminatory power of imposing size constraints on the falsifier cluster, a smaller set of experiments compared to the design in De Haas and Winker (2014) is conducted. Thus we take into account the substantially higher computational burden due to the repeated application of the TA heuristic for different constraints on the size of the falsifier cluster. In order to preserve comparability, the set of experiments is chosen as a subset of the original design. The details of the design are summarized in Table 1.

For all experiments, a number of 150 interviewers - similar to the original setting of the experiment - is used. In previous analysis, it was found that reducing the total number of interviewers typically helps to improve the discriminatory power. Thus the results presented here might be considered as lower bounds for the performance to be expected when the number of interviewers is small. Furthermore, the actual share of falsifiers in the dataset might affect the discriminatory power. We consider two settings for the share of falsifiers, namely six percent as a low and $50 \%$ as a substantial value. Obviously, the case of $50 \%$ falsifications might be considered an extreme setting. Finally, to study the impact of only partial falsifications, both a setting with $50 \%$ fabricated data in each questionnaire and one with $100 \%$ fabrication as in the experimental data and also as analyzed by Storfinger and Winker (2013) is used for comparison. In Appendix B, we consider shares of falsifiers of two percent, ten percent and $20 \%$, respectively, and provide results for further shares of falsified questions, in particular for $25 \%, 70 \%, 75 \%, 80 \%, 85 \%, 90 \%$, and $95 \%$. Given that the main qualitative findings support those obtained for the main design, we do not comment on these additional cases in the text.

For the new parameter "size of the falsifier cluster", several values are also considered. Given that this size is unknown in real applications, a value of two percent stands for a low expectation about the prevalence of faking that is below the actual shares considered in the bootstrap simulations (six percent and $50 \%$ ). The algorithm should exhibit a low false alarm rate in this case. The value of six percent corresponds to the actual number of falsifiers in one setting and still is much lower than the actual number for the other. $25 \%$ is an assumption that is high for the low-share setting, which has to result in a high rate of false alarms, while it is still low for the high faker-share setting. The highest value of 50\% corresponds to the high faker setting. In addition to these four values, the algorithm is also run without restriction of the size of the falsifier cluster for comparability with the results in Storfinger and Winker (2013) and De Haas and Winker (2014).

A final setting, which might turn out to be interesting for practical applications, when the focus is just on finding some fakers, but not necessarily many or all of them, is given by

Table 1. Simulation settings for bootstrap runs.

| Dimension | Original sample | Values for bootstrap |  |  |
| :--- | :---: | :---: | :---: | :---: |
| No. of interviewers | 156 |  |  |  |
| No. of questionnaires per interviewer | $\sim 10$ |  |  | 150 |
| Share of falsifiers | $50 \%$ |  | $6 \%$ | $50 \%$ |
| Faking share | $100 \%$ |  | $50 \%$ | $100 \%$ |
| Constraint on size of falsifier cluster | n.a. | $2 \%$ | $6 \%$ | $25 \%$ |
|  |  | Download Date \| 10/17/16 12:10 PM |  |  |

a constraint of the falsifier cluster to size one. This setting does not require an explicit optimization, as the global optimum can be easily identified by the full enumeration of all possible cases (i.e., by checking one interviewer at a time to represent the falsifier cluster, and selecting the one resulting in the best value of the objective function). It could be extended recursively by applying the method again after removing the interviewer identified as a potential falsifier in the previous step. Alternatively, one might look at the aggregated indicator values per interviewer and label the interviewer(s) exhibiting the largest values as potential falsifiers. For this approach, it is required to know a priori the direction of deviations of indicator values in falsifications, which might not always be obvious. Both approaches are not listed in Table 1, but we will also report results for these screening tools.

The results for the MCC values for all settings except the last mentioned screening devices are summarized in Figure 1. The bars labeled "w/o" provide the results for the unconstrained clustering, that is, using the same methodology as De Haas and Winker (2014). For the case of complete falsifications (graphs in the right column labeled " $100 \%$ falsified questions") the results are comparable to the same setting in De Haas and Winker (2014). They confirm that the method has a strong potential to identify falsifiers, in particular if the share of falsifiers is high (lower right graph). If only few fakers are present (upper right graph), the tendency of the unconstrained clustering procedure towards clusters of similar sizes, results in a large share of false alarms and, consequently, in an MCC value close to zero.

The performance of the unconstrained clustering method deteriorates when only partial falsifications are considered (left column of Figure 1). While the performance remains weak for the case with few fakers (upper left graph), it becomes substantially worse for the high faker setting (lower left graph). In fact, the MCC value shrinks from about 0.5 to only 0.1. Again, this finding is qualitatively similar to those obtained by De Haas and Winker (2014) for the case of partial falsifications in the sense that a faker produces some completely real and some completely fabricated interviews.

Against this background, it is of interest to see to what extent the restricted cluster algorithm can improve the discrimination between honest and faking interviewers. When


Fig. 1. Mean of MCC values over all bootstrap replications for diffbrentlisettingerted
the correct restriction is imposed, that is, a number equal to the actual number of falsifiers (nine for the upper and 75 for the lower row), the MCC values always take on their maximum value, exhibiting a substantial improvement compared to the unconstrained version. These improvements are most pronounced for a low number of falsifications and for the case with partial falsifications. As long as the actual number of falsifiers is low, even wrong assumptions about this number still result in substantially improved MCC values both for partial and complete falsifications (upper row). In the second setting with a large number of falsifiers, however, imposing overly restrictive values for the size of the falsifier cluster (i.e., three or nine instead of the actual number of 75) results in a performance worse than the one of the unconstrained algorithm at least for completely fabricated questionnaires. In the case of partial falsifications, even the restriction to only nine falsifiers results in a slight improvement of the MCC value as compared to the unconstrained setting.

More insights into these results can be obtained by looking separately at the frequencies of oversights and false alarms, which are reported for the same settings in Figure 2. As expected, imposing a small size for the cluster containing the potential falsifiers results in a substantial share of oversights, in particular if the actual number of fakers is high. However, at the same time, the frequency of false alarms is remarkably low, suggesting that the method might be helpful to identify at least a subset of all falsifiers with some precision as long as the imposed size constraints are close to or smaller than the actual number of falsifiers.

We finish with a look at the "screening tools". Given that in all settings described in Table 1 at least one (partial) falsifier is present in the sample, when imposing a falsifier cluster of size one, one would hope that the method always spots one of the actual falsifiers. In fact, the simple procedure comes close to this result for the first interviewer marked as potential falsifier when considering only the more challenging setting of partial falsifications. If only nine falsifiers are present, in $81.6 \%$ of the bootstrap samples an


Fig. 2. Frequencies of oversights and false alarms over all bootstrap replications for diffacatheatitictied
actual falsifier is found, while this share is $98.1 \%$ in the case of 75 falsifiers. The alternative approach of selecting the interviewers with highest aggregate indicator values results in shares of $65.5 \%$ and $99.9 \%$, respectively. Obviously, if the sample does not contain a single falsifier, the one signal generated by the screening tools will always be a false alarm. Thus, it should not be used to "identify" falsifiers, but rather to select one case for a careful follow up if available resources do not allow for a more comprehensive quality check.

## 5. Conclusions and Outlook

The present article has analyzed how the identification of falsifiers by means of a datadriven clustering procedure is negatively affected if only partial falsifications are presented in the sense that falsifiers use partially real information and complement this with fabricated data. As expected, the performance deteriorates substantially when the share of fabricated answers decreases. This happens to a similar extent as for the setting when falsifiers generate some of their questionnaires completely (De Haas and Winker 2014).

The situation that interviewers rather fabricate some of their assignments or parts of the questionnaire than delivering only complete falsifications is considered as quite typical in real survey settings. Although empirical evidence is limited, completing partial interviews after a break-off by the respondent or just collecting basic sociodemographic information from the respondent and fabricating lengthy or sensitive parts of the questionnaire might represent situations resulting in partial fabrications. Therefore, to deal with the shortcomings of the previously proposed clustering method in this situation, a new clustering procedure is proposed, which allows imposing an a priori restriction on the number of falsifiers in the corresponding cluster. It is shown that imposing such restrictions improves the performance substantially. This holds in particular if the share of falsifiers is low, only partial falsifications are present, and the assumed share of falsifiers is close to the actual number.

As an extreme setting of this restricted clustering approach, a falsifier cluster of size one is also considered. While it is obvious that this method cannot produce a good overall assignment in a case where several falsifiers are present, it appears to be a valuable screening tool, as in all settings for most individual bootstrap replications a falsifier was correctly identified.

Given the high cost of classical methods of quality management such as reinterviews (Forsman and Schreiner 1991), it is recommended to apply the method presented here to select a small number of interviewers exhibiting conspicuous patterns. Thus the (restricted) size of the cluster containing the interviewers flagged for follow up might be set according to available resources for reinterviews or based on previous experience with prevalence of fabrications in a specific survey setting.

The present study has two major limitations, which might be overcome in future research. First, it might be argued that the experimental setting used to generate the data for the present analysis represents a worst-case setting in the sense that high-quality falsifications are obtained given the strong incentives for good fabrications in the experiment. At the same time, one might argue that the quality of falsifications was poor, given that all interviewers were students with no or limited prexiqusntexperience as
interviewers. The prevailing effect might be evaluated making use of further experimental datasets. Second, falsifications in real data might differ from those obtained in an experimental setting. Therefore, further analysis based on real data such as in Bredl et al. (2012) is required. Besides dealing with these limitations, future research will also address some methodological issues. Alternative objective functions for the cluster construction will be considered, which might improve the performance in particular for the case of a low share of falsifiers, as the present method privileges clusters of about equal size. Furthermore, the usage of cross validation techniques to find a good a priori value for the size of the falsifier cluster is left for future analysis. Finally, probabilistic clustering methods are natural competitors in the case of partial falsifications and will also be a subject of our future work.

## Appendix A

## Indicators

Table 2 provides a summary of the indicators used to differentiate between data generated by interviewers following the prescribed procedure and data coming from faking interviewers. It provides the name of the indicator, a brief explanation of how it is constructed, the expectation about the sign of the deviation in its value between honest interviewers and falsifiers, a short argument explaining this expectation and a reference to the specific indicator. A more detailed description of all indicators used in the present study can be found in Menold et al. (2013) and De Haas and Winker (2014).
Table 2. Summary of indicators used to identify data potentially stemming from falsifications.

| Indicator | Brief explanation | Higher value for | Rationale | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Extreme Responding Style | Frequency of choosing extreme responses on rating scale | Honest | Falsifiers try to avoid extreme responses | Porras and English (2004) |
| Middle Responding Style | Frequency of choosing middle category (for uneven number of categories) | Falsifiers | Falsifiers try to avoid extreme responses | Storfinger and Opper (2011) |
| Acquiescent Responding Style | Agreement responses regardless of positive or negative item wording | Honest | Honest often agree regardless of content | Messick (1967) |
| Nondifferentiation | Standard deviation across all items | Falsifiers | Falsifiers use stereotypes | Reuband (1990) |
| News | Frequency of choosing fictitious categories (read magazines) | Falsifiers | Falsifiers try to save time and effort | Menold et al. (2013) |
| Filter | Frequency of choosing answers which allow skipping of further questions | Falsifiers | Falsifiers try to save time and effort | Hood and Bushery (1997) |
| Participation | Asking for past political activities | Honest | Falsifiers underestimate those activities | Menold et al. (2013) |
| Semi-Open | Frequency of choosing "other, please specify" | Honest | Falsifiers try to save time and effort | Hood and Bushery (1997) |
| Open | Frequency of providing answers to open questions | Honest | Falsifiers try to save time and effort | Bredl et al. (2012) |
| Rounding | Frequency of rounded numbers to numerical open questions | Falsifiers | Numerical information should be exactly known for real respondent | Tourangeau et al. (1997) |
| Primacy | Frequency of choosing the first two categories (visual presentation) | Honest | Honest tend to choose first option that seems satisfactory | Krosnick and Alwin (1987) |
| 垖ecency | Frequency of choosing the last category (oral presentation) | Honest | Limited capacity of short-term memory | Krosnick and Alwin (1987) |

## Appendix B

## Results for Other Shares of Falsified Questions

As additional information complementing Figure 1, we provide results for shares of falsified questions of $25 \%, 70 \%, 75 \%, 80 \%, 85 \%, 90 \%$, and $95 \%$ in this appendix. Figure 3 shows the results for a situation when three falsifiers are present (two percent of all interviewers), while the results for 15 falsifiers ( $10 \%$ ) and 30 falsifiers ( $20 \%$ ) are exhibited in Figures 4 and 5, respectively.


Fig. 3. Mean of MCC values over all bootstrap replications with three falsifiers.


Fig. 4. Mean of MCC values over all bootstrap replications with 15 falsifiers.


Fig. 5. Mean of MCC values over all bootstrap replications with 30 falsifierfanathenticated
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# Empirical Best Prediction Under Unit-Level Logit Mixed Models 
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#### Abstract

The article applies unit-level logit mixed models to estimating small-area weighted sums of probabilities. The model parameters are estimated by the method of simulated moments (MSM). The empirical best predictor (EBP) of weighted sums of probabilities is calculated and compared with plug-in estimators. An approximation to the mean-squared error (MSE) of the EBP is derived and a bias-corrected MSE estimator is given and compared with parametric bootstrap alternatives. Some simulation experiments are carried out to study the empirical behavior of the model parameter MSM estimators, the EBP and plug-in estimators and the MSE estimators. An application to the estimation of poverty proportions in the counties of the region of Valencia, Spain, is given.
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## 1. Introduction

This article deals with the estimation of weighted sums of probabilities in domains where the sample size is not large enough to obtain reliable direct estimates. Small-area estimation (SAE) deals with this problem by introducing model-based or model-assisted estimators. See the monographs of Rao (2003) and Rao and Molina (2015), and the reviews of Ghosh and Rao (1994), Rao (1999), Pfeffermann (2002, 2013), and Jiang and Lahiri (2006) for an introduction to SAE.

The binomial-logit mixed models are generalized linear mixed models (GLMM) that take into account the between-domains variability that it is not explained through auxiliary variables by introducing random effects. The random effects are usually assumed to be normally distributed. Inferences based on GLMMs have some computational difficulties because the likelihood may involve high-dimensional integrals which cannot be evaluated analytically. This article uses the method of simulated moments (MSM), introduced by Jiang (1998), to fit the proposed model. This method approximates the method of moments (MM), is computationally attractive, and gives consistent estimators of model parameters.

[^5]The article derives empirical best predictors (EBP) for estimating weighted sums of probabilities, where the weights are known quantities taken from administrative registers or census files. This is to say, the term "weighting" is distinct from sample survey weighting based on the survey design. The EBPs are sums of predicted values of probabilities (sometimes called soft estimates) rather than sums of target-variable predictions that must be 0 or 1 (hard estimates). The statistical methodology is taken and adapted from Jiang and Lahiri (2001) and Jiang (2003), where EBPs of functions of fixed effects and small-area-specific random effects were developed in the context of logistic mixed models and GLMM respectively. Furthermore, plug-in estimators are considered and empirically studied in simulation experiments.

The MSE is a standard accuracy measure for point estimators. Jiang and Lahiri (2001) and Jiang (2003) studied the approximation of the MSE of the EBP in the context of binary data and GLMM. Their approach is based on Taylor series expansions. They further gave a second-order bias-corrected estimator of the MSE. We adapt the MSE calculations given by these authors to the case of EBPs of weighted sums of probabilities. We give two analytical estimators of the MSE approximation, without and with a bias-correction term. As these MSE estimators are computationally expensive in practice, we consider the parametric bootstrap estimator introduced by Gonzalez-Manteiga et al. (2007) in the context of logistic mixed models. This approach was later extended by GonzalezManteiga et al. (2008a,b) to nested error regression models and to multivariate area-level models respectively. As the simple parametric bootstrap method tends to underestimate the MSE when domain sizes are too small, we also give a double-bootstrap bias-corrected estimator by following Hall and Maiti (2006a,b).

Jiang and Lahiri (2001) and Jiang (2003) introduced the basic statistical methodology for EBPs of functions of fixed and random effects. They also studied the large sample properties of the EBPs and MSE estimators. However, they did not carry out simulation experiments to empirically investigate the behavior of the EBPs and MSE estimators in the standard small-area estimation setup, that is when the domain sample sizes are small. They also did not present applications to real data. This article in part covers this gap.

We carry out simulation experiments to investigate the behavior of the EBPs of weighted sums of probabilities and the corresponding MSE estimators. We investigate computational and numerical issues appearing in the implementation of the EBP methodology. The article also presents an application to 2012 data from the Spanish living conditions survey (SLCS2012) in the region of Valencia. The target of the application is the estimation of poverty proportions at county level.

Other SAE models for the estimation of poverty proportions are currently available. Without being exhaustive, we cite some basic references here. Chambers et al. (2012) introduce an M-quantile regression approach for binary data. Farrell et al. (1997) give bootstrap adjustments for empirical Bayes interval estimates of small-area proportions. Malec et al. (1997) gave some small-area inference methods for binary variables. By using unit-level linear mixed models, Molina et al. (2014) and Molina and Rao (2010) give several procedures for estimating poverty indicators. There is also Elbers et al. (2003) and its extensions, who use full unit record census data, rather than building a model-based census substitute from cross tabulations. Based on temporal and spatierteppporabarea-level
models, Esteban et al. (2012a,b), Marhuenda et al. (2013), and Morales et al. (2015) give EBLUPs of poverty proportions.

The article is organized as follows. Section 2 introduces the unit-level binomial-logit mixed model and the employed fitting algorithm. Section 3 presents the EBPs (which in this article are synthetic because they assume random effects given small area are zero mean) and the plug-in estimators of weighted sums of probabilities. Section 4 gives an approximation to the MSE of the EBP and four estimators. The first two MSE estimators are plug-in derivations of the MSE approximation, without and with bias correction term. The third and fourth MSE estimators are based on parametric bootstrap. Section 5 presents three simulation experiments. The first simulation studies the behavior of the MSM fitting algorithm. The second simulation compares the performances of the EBPs and the plug-in estimators. The third simulation deals with the MSE estimators proposed in Section 4. All use relatively small populations in comparison with real-life applications. Section 6 applies the developed methodology to data from the SLCS2012 using model-based synthetic estimators with small-area level random effects only. The target is the estimation of poverty proportions at county level. Section 7 gives a discussion and some conclusions.

The article contains four appendixes. Appendix A. 1 gives the components of the updating equation of the MSM algorithm. Appendix A. 2 contains the proof of Proposition 4.1. Appendix A. 3 presents some routines for MSE calculation and Appendix A. 4 describes approximations of some derivatives needed for MSE calculation.

The article employs the notation $\boldsymbol{a}=\operatorname{col}_{1 \leq i \leq I}^{\operatorname{col}}\left(a_{i}\right)$ and $\boldsymbol{b}=\operatorname{col}_{1 \leq i \leq I}^{\prime}\left(b_{i}\right)$ for column and row vectors of size $I$ respectively.

## 2. The Model

This section introduces a unit-level binomial-logit mixed model and its MSM fitting algorithm. Let $D$ be the number of small areas or domains, with $d=1, \ldots, D$. Let $\left\{v_{d}: d=1, \ldots, D\right\}$ be a set of independent and identically distributed (i.i.d.) $N(0,1)$ random effects, which is a reasonable assumption for sufficiently large domains. Note that in this model, random effects at finer levels are not considered. In matrix notation, we have $\boldsymbol{v}=\left(v_{1}, \ldots, v_{D}\right)^{\prime} \sim N_{D}\left(\mathbf{0}, \boldsymbol{I}_{D}\right)$, where $\boldsymbol{I}_{D}$ is the $D \times D$ unit matrix. The target variable $y_{d j}$ represents the $j$ th sample observation from domain $d$ and its distribution, conditioned to the random effect $v_{d}$, is

$$
\begin{equation*}
\left.y_{d j}\right|_{v_{d}} \sim \operatorname{Bin}\left(m_{d j}, p_{d j}\right), \quad d=1, \ldots, D, \quad j=1, \ldots, n_{d} \tag{2.1}
\end{equation*}
$$

where $m_{d j}$ is a known size parameter. The binomial distribution is typically employed for counting numbers of successes. In official statistics, the sample units can be individuals, households, companies and so on. For individuals, we can investigate the presence of a characteristic of interest and the corresponding size parameter is one. For households and companies, we might be interested in counting the number of household members with lactose intolerance or the number of employees with a high salary. Then the size parameter is the number of household members or company workers, respectively. In all cases, we can assume that the size parameters are known quantities for the sampled elements. Note that in the model there is assumed to be no clustering at survey primary sampling unit level or at household level.

For the natural parameter, we assume

$$
\begin{equation*}
\eta_{d j}=\log \frac{p_{d j}}{1-p_{d j}}=\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}, \quad d=1, \ldots, D, \quad j=1, \ldots, n_{d} \tag{2.2}
\end{equation*}
$$

where $\phi>0$ is a variance parameter, $\boldsymbol{\beta}=\operatorname{col}_{1 \leq k \leq p}^{\operatorname{col}}\left(\beta_{k}\right)$ is the column vector of regression parameters and $\boldsymbol{x}_{d j}=\underset{1 \leq k \leq p}{\mathrm{col}^{\prime}}\left(x_{d j k}\right)$ is a row vector of auxiliary variables. We also assume that the $y_{d j}$ 's are independent conditioned to $\boldsymbol{v}$. It holds that

$$
\begin{align*}
P\left(y_{d j} \mid \boldsymbol{v}\right) & =P\left(y_{d j} \mid v_{d}\right)=\binom{m_{d j}}{y_{d j}} p_{d j}^{y_{d j}}\left(1-p_{d j}\right)^{m_{d j}-y_{d j}},  \tag{2.3}\\
p_{d j} & =\frac{\exp \left\{\boldsymbol{x}_{d j} \beta+\phi v_{d}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \beta+\phi v_{d}\right\}}
\end{align*}
$$

Let us define $\boldsymbol{y}=\underset{1 \leq d \leq D}{\operatorname{col}}\left(\boldsymbol{y}_{d}\right)$, where $\boldsymbol{y}_{d}=\operatorname{col}_{1 \leq j \leq n_{d}}\left(y_{d j}\right)$. The marginal distribution of $\boldsymbol{y}$ is

$$
P(\boldsymbol{y})=\prod_{d=1}^{D} \int_{R} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}
$$

where $f$ is the standard normal probability density function and

$$
\begin{aligned}
& P\left(\boldsymbol{y}_{d} \mid v_{d}\right)=\prod_{j=1}^{n_{d}} P\left(y_{d j} \mid v_{d}\right)=\prod_{j=1}^{n_{d}}\binom{m_{d j}}{y_{d j}} \frac{\exp \left\{y_{d j}\left(\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right)\right\}}{\left[1+\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}\right]^{m_{d j}}} \\
& \quad=\exp \left\{\sum_{j=1}^{n_{d}} \log \binom{m_{d j}}{y_{d j}}+\sum_{j=1}^{n_{d}} y_{d j}\left(\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right)-\sum_{j=1}^{n_{d}} m_{d j} \log \left[1+\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\}
\end{aligned}
$$

Let $\boldsymbol{\theta}=\left(\boldsymbol{\beta}^{\prime}, \boldsymbol{\phi}\right)^{\prime}$ be the vector of model parameters. To fit the unit-level binomial-logit mixed model, we employ the MSM algorithm suggested by Jiang (1998). A natural set of equations for applying the method of moments is

$$
\begin{aligned}
& 0=f_{k}(\boldsymbol{\theta})=M_{k}(\boldsymbol{\theta})-\hat{M}_{k}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} E_{\boldsymbol{\theta}}\left[y_{d j}\right] x_{d j k}-\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} y_{d j} x_{d j k}, \quad k=1, \ldots p, \\
& 0=f_{p+1}(\boldsymbol{\theta})=M_{p+1}(\boldsymbol{\theta})-\hat{M}_{p+1}=\sum_{d=1}^{D} E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]-\sum_{d=1}^{D} y_{d .}^{2},
\end{aligned}
$$

where $y_{d .}=\sum_{j=1}^{n_{d}} y_{d j}$. For solving this system of nonlinear equations, which involve matching mean and sums of squares, the Newton-Raphson updating formula is

$$
\begin{equation*}
\boldsymbol{\theta}^{(r+1)}=\boldsymbol{\theta}^{(r)}-\boldsymbol{H}^{-1}\left(\boldsymbol{\theta}^{(r)}\right) \boldsymbol{f}\left(\boldsymbol{\theta}^{(r)}\right) \tag{2.4}
\end{equation*}
$$

where $\theta_{1}=\beta_{1}, \ldots, \theta_{p}=\beta_{p}, \theta_{p+1}=\phi$ and

$$
\boldsymbol{\theta}=\operatorname{col}_{1 \leq k \leq p+1}\left(\theta_{k}\right), \quad \boldsymbol{f}(\boldsymbol{\theta})=\operatorname{col}_{1 \leq k \leq p+1}\left(f_{k}(\boldsymbol{\theta})\right), \quad \boldsymbol{H}(\boldsymbol{\theta})=\left(\frac{\partial f_{k}(\boldsymbol{\theta})}{\partial \theta_{\ell}}\right)_{k, \ell=1, \ldots, p+1}
$$

Appendix A. 1 gives the components of vector $\boldsymbol{f}$ and matrix $\boldsymbol{H}$ appearing in (2.4). As the expectations appearing in the components cannot be explicitlyngalgelatededthey are
approximated by Monte Carlo simulation. As the algorithm seed for $\boldsymbol{\beta}$, we use $\boldsymbol{\beta}^{(0)}=\tilde{\boldsymbol{\beta}}$, where $\tilde{\boldsymbol{\beta}}$ is the maximum-likelihood estimator under the model without random effects. In that model, the natural parameters are

$$
\eta_{d j}=x_{d j} \beta, \quad d=1, \ldots, D, \quad j=1, \ldots, n_{d} .
$$

Concerning the variance parameter, we use

$$
\begin{gathered}
\phi^{(0)}=\left(\frac{1}{n} \sum_{d=1}^{D} \sum_{j=1}^{n_{d}}\left(\tilde{\eta}_{d j}-\hat{\eta}_{d .}^{d i r}\right)^{2}\right)^{1 / 2}, \quad \hat{\eta}_{d .}^{d i r}=\log \frac{\hat{p}_{d .}^{d i r}}{1-\hat{p}_{d .}^{d i r}}, \\
\hat{p}_{d .}^{d i r}=\frac{1}{n_{d}} \sum_{j=1}^{n_{d}} \frac{y_{d j}}{m_{d j}}, \quad \tilde{\eta}_{d j}=\boldsymbol{x}_{d j} \tilde{\boldsymbol{\beta}}
\end{gathered}
$$

where $n=\sum_{d=1}^{D} n_{d}$ is the total sample size. A bootstrap algorithm to estimate $\operatorname{var}(\hat{\boldsymbol{\theta}})$ is

1. Fit the Model (2.1)-(2.2) to the sample and calculate $\hat{\boldsymbol{\theta}}$.
2. Generate bootstrap samples $\left\{y_{d j}^{(b)}: d=1, \ldots, D, j=1, \ldots, n_{d}\right\}, b=1, \ldots, B$, from the fitted model. Fit the Model (2.1)-(2.2) to the bootstrap samples and calculate $\hat{\boldsymbol{\theta}}^{(b)}, b=1, \ldots, B$, and $\overline{\boldsymbol{\theta}}=\frac{1}{B} \sum_{b=1}^{B} \hat{\boldsymbol{\theta}}^{(b)}$.
3. Output: $\widehat{\operatorname{var}}_{B}(\hat{\boldsymbol{\theta}})=\frac{1}{B} \sum_{b=1}^{B}\left(\hat{\boldsymbol{\theta}}^{(b)}-\overline{\boldsymbol{\theta}}\right)\left(\hat{\boldsymbol{\theta}}^{(b)}-\overline{\boldsymbol{\theta}}\right)^{\prime}$.

## 3. Empirical Best Prediction

Let us assume that the unit-level binomial-logit mixed model (2.1)-(2.2), with random effects at domain level only, holds for all the units of a population $U$ partitioned into $D$ domains $U_{1}, \ldots, U_{D}$ of sizes $N_{1}, \ldots, N_{D}$. The best predictor (BP) of $p_{d j}=p_{d j}\left(\boldsymbol{\theta}, v_{d}\right)$ and of the sum of probabilities $\mu_{d}=\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)=\sum_{j=1}^{N_{d}} p_{d j}$ is

$$
\begin{aligned}
& \hat{p}_{d j}(\boldsymbol{\theta})=E_{\boldsymbol{\theta}}\left[p_{d j} \mid \boldsymbol{y}_{d}\right]=\frac{\int_{R} \frac{\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}{\int_{R} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}=\frac{A_{d j}}{C_{d}}, \\
& \hat{\mu}_{d}(\boldsymbol{\theta})=\sum_{j=1}^{N_{d}} \hat{p}_{d j}(\boldsymbol{\theta}),
\end{aligned}
$$

where $f$ is the standard normal probability density function and

$$
\begin{gather*}
A_{d j}=\int_{R} \frac{\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \boldsymbol{\beta}+\phi v_{d}\right\}} \exp \left\{\phi y_{d .} v_{d}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d}, \\
C_{d}=\int_{R} \exp \left\{\phi y_{d .} v_{d}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d} . \tag{3.1}
\end{gather*}
$$

The EBP of $p_{d j}$ and $\mu_{d}$ are $\hat{p}_{d j}(\hat{\boldsymbol{\theta}})$ and $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})$ and they can be approximated by Monte Carlo simulation. If at least one of the auxiliary variables is continuous, the calculation of $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})$ requires the availability of census files with the values of $\boldsymbol{x}_{d j}$ for all the units $j \in U_{d}$. Two data files (survey and census), with the same auxiliary variables, are themaneadedeto
calculate the EBP of $\mu_{d}$ in this setup. In the real data case of Section 6, the $x$-values are only available for the sample units. The nonavailability of census data is the standard situation for the living conditions public statistics in most countries. This is why we study the special case where the covariates are categorical and take a finite number of values. For this last case, the EBPs can be calculated without having a full unit-record census file, with the caveats that using various cross-tabulations implies a specific, untested census structure, and excludes the use of continuous variables in the survey-based binomial-logit mixed model. However, the external-to-sample information can be obtained more easily from cross tabulations, as detailed unit-record data have limited availability.

Let us assume that $\boldsymbol{x}_{d j} \in\left\{z_{1}, \ldots, \boldsymbol{z}_{K}\right\}$ for all $d$ and $j$. Define

$$
\begin{equation*}
\bar{\mu}_{d}=\frac{\mu_{d}}{N_{d}}, \quad \mu_{d}=\sum_{j=1}^{N_{d}} p_{d j}=\sum_{k=1}^{K} N_{d k} q_{d k}, \quad q_{d k}=\frac{\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}} \tag{3.2}
\end{equation*}
$$

and $N_{d k}=\#\left\{j \in U_{d}: \boldsymbol{x}_{d j}=\boldsymbol{z}_{k}\right\}$ is the known size of the covariate class $\boldsymbol{z}_{k}$ at the domain $d$. The target of this section is the estimation of the parameters defined in (3.2).

The BP of the random effect, $v_{d}$, and of the weighted sums of probabilities, $\mu_{d}$ and $\bar{\mu}_{d}$, are

$$
\begin{gather*}
\hat{v}_{d}(\boldsymbol{\theta})=E_{\boldsymbol{\theta}}\left[v_{d} \mid \boldsymbol{y}_{d}\right]=\frac{\int_{R} v_{d} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}{\int_{R} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}=\frac{A_{d}^{v}}{C_{d}},  \tag{3.3}\\
\hat{\mu}_{d}(\boldsymbol{\theta})=E_{\boldsymbol{\theta}}\left[\mu_{d} \mid \boldsymbol{y}_{d}\right]=\sum_{k=1}^{K} N_{d k} E_{\boldsymbol{\theta}}\left[q_{d k} \mid y_{d}\right]=: \psi_{d}\left(y_{d}, \boldsymbol{\theta}\right), \quad \hat{\bar{\mu}}_{d}(\boldsymbol{\theta})=\frac{\hat{\mu}_{d}(\boldsymbol{\theta})}{N_{d}}, \tag{3.4}
\end{gather*}
$$

where the symbol $=$ : stands for notation,

$$
E_{\boldsymbol{\theta}}\left[q_{d k} \mid \boldsymbol{y}_{d}\right]=\frac{\int_{R} \frac{\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}{\int_{R} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}}=\frac{A_{d k}^{z}}{C_{d}}
$$

and

$$
\begin{align*}
& A_{d k}^{z}=\int_{R} \frac{\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}} \exp \left\{\phi y_{d .} v_{d}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d} \\
& A_{d}^{v}=\int_{R} v_{d} \exp \left\{\phi y_{d .} v_{d}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d} \\
& C_{d}=\int_{R} \exp \left\{\phi y_{d .} v_{d}-\sum_{i=1}^{n_{d}} \nu_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d} . \tag{3.5}
\end{align*}
$$

The EBPs of $v_{d}, \mu_{d}$ and $\bar{\mu}_{d}$ are $\hat{v}_{d}=\hat{v}_{d}(\hat{\boldsymbol{\theta}}), \hat{\mu}_{d}(\hat{\boldsymbol{\theta}})=\psi_{d}\left(y_{d}, \hat{\boldsymbol{\theta}}\right)$ and $\hat{\mu_{d}}=\hat{\mu}_{d}(\hat{\boldsymbol{\theta}}) / N_{d}$, respectively. They can be approximated by Monte Carlo simulation. For $\hat{v}_{d}(\hat{\boldsymbol{\theta}})$ and $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})$, the algorithm steps are

1. Estimate $\hat{\boldsymbol{\theta}}=\left(\hat{\boldsymbol{\beta}}^{\prime}, \hat{\phi}\right)^{\prime}$ and generate $v_{d}^{(s)}$ i.i.d. $N(0,1), v_{d}^{(S+s)}=-v_{d}^{(s)}, s=1, \ldots, S$, $d=1, \ldots, D$.
2. Calculate $\hat{v}_{d}=\hat{A}_{d}^{v} / \hat{C}_{d}$ and $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})=\sum_{k=1}^{K} N_{d k} \hat{q}_{d k}$, where $\hat{q}_{d k}=\hat{A}_{d k}^{z} / \hat{C}_{d}$ and

$$
\begin{aligned}
& \hat{A}_{d k}^{z}=\frac{1}{2 S} \sum_{s=1}^{2 S} \frac{\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}}{1+\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\phi} v_{d}^{(s)}\right\}} \exp \left\{\hat{\boldsymbol{\phi}} y_{d .} v_{d}^{(s)}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}\right]\right\}, \\
& \hat{A}_{d}^{v}=\frac{1}{2 S} \sum_{s=1}^{2 S} v_{d}^{(s)} \exp \left\{\hat{\boldsymbol{\phi}} y_{d .} v_{d}^{(s)}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}\right]\right\}, \\
& \hat{C}_{d}=\frac{1}{2 S} \sum_{s=1}^{2 S} \exp \left\{\hat{\boldsymbol{\phi}} y_{d .} v_{d}^{(s)}-\sum_{i=1}^{n_{d}} m_{d i} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}\right]\right\} .
\end{aligned}
$$

Note that the census unit-record data $\left\{\boldsymbol{x}_{d j}\right\}$ is not needed to construct the EBPs (3.3) and (3.4), provided an implicit structure is assumed for the census data and no continuous variables are to be included in the survey-based model. Here we employ a set of marginal tables containing the population sizes $N_{d k}$. If there is no sample, that is $n_{d}=0$ for a given domain $d$, then $\hat{v}_{d}(\hat{\boldsymbol{\theta}})=0$ and $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})$ can be approximated using a synthetic estimate based on the sampled domains. The method is as follows.

1. As above.
2. Calculate $\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})=\sum_{k=1}^{K} N_{d k} \hat{q}_{d k 0}$, where

$$
\hat{q}_{d k 0}=\frac{1}{2 S} \sum_{s=1}^{2 S}\left\{\frac{\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}}{1+\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}}\right\} .
$$

The plug-in and the synthetic plug-in estimators of $p_{d j}, \mu_{d}$ and $\bar{\mu}_{d}=\mu_{d} / N_{d}$ do not require running Monte Carlo simulation algorithms. They are

$$
\begin{gather*}
\hat{p}_{d j}^{i n}=\frac{\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}+\hat{v}_{d}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}+\hat{v}_{d}\right\}}, \quad \hat{\mu}_{d}^{i n}=\sum_{k=1}^{K} N_{d k} \frac{\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{v}_{d}\right\}}{1+\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{v}_{d}\right\}}, \quad \hat{\bar{\mu}}_{d}^{i n}=\frac{\hat{\mu}_{d}^{i n}}{N_{d}},  \tag{3.6}\\
\hat{p}_{d j}^{s y n}=\frac{\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}\right\}}, \quad \hat{\mu}_{d}^{s y n}=\sum_{k=1}^{K} N_{d k} \frac{\exp \left\{\boldsymbol{z}_{k} \hat{\boldsymbol{\beta}}\right\}}{1+\exp \left\{\boldsymbol{z}_{k} \hat{\boldsymbol{\beta}}\right\}}, \quad \hat{\bar{\mu}}_{d}^{s y n}=\frac{\hat{\mu}_{d}^{s y n}}{N_{d}} . \tag{3.7}
\end{gather*}
$$

Remark 3.1. We can further define the population proportion $\bar{Y}_{d}=\frac{1}{N_{d}} \sum_{j=1}^{N_{d}} y_{d j}$. If $m_{d j}=1$, $d=1, \ldots, D, j=1, \ldots, N_{d}$, it holds that

$$
\begin{aligned}
& E\left[\bar{Y}_{d} \mid v_{d}\right]=\frac{1}{N_{d}} \sum_{j=1}^{N_{d}} p_{d j}=\sum_{k=1}^{K} w_{d k} q_{d k}=\bar{\mu}_{d}, \quad w_{d k}=\frac{N_{d k}}{N_{d}}, \\
& \operatorname{var}\left[\bar{Y}_{d} \mid v_{d}\right]=\frac{1}{N_{d}^{2}} \sum_{j=1}^{N_{d}} p_{d j}\left(1-p_{d j}\right)=\frac{1}{N_{d}} \sum_{k=1}^{K} w_{d k} q_{d k}\left(1-q_{d k}\right)=\frac{\kappa_{d}}{N_{d}}, \quad 0 \leq \kappa_{d} \leq 1 / 4 . \\
& \text { Unauthenticated }
\end{aligned}
$$

By applying the Tchebysheff's inequality, it holds that

$$
\begin{equation*}
P\left(\left|\bar{Y}_{d}-\bar{\mu}_{d}\right|<\varepsilon \mid v_{d}\right) \geq 1-\frac{\operatorname{var}\left[\bar{Y}_{d} \mid v_{d}\right]}{\varepsilon^{2}}=1-\frac{\kappa_{d}}{N_{d} \varepsilon^{2}} . \tag{3.8}
\end{equation*}
$$

Equation (3.8) implies, for example, that $P\left(\left|\bar{Y}_{d}-\bar{\mu}_{d}\right|<\varepsilon \mid v_{d}\right) \geq 0.9$ if $\varepsilon=10^{-2}$ and $N_{d}=\kappa_{d} 10^{5}$. Further, if $q_{d k} \approx 0.20$ for all $k$, then $\kappa_{d} \approx 0.16$ and $N_{d} \approx 16,000$ is smaller than the domain sizes appearing in the application to real data presented in Section 6. Thus, $\bar{\mu}_{d}$ can be assumed to be a good approximation of $\bar{Y}_{d}$.

## 4. The MSE of the EBP

This section presents an approximation and gives four estimators of the MSE of the EBP of $\mu_{d}=\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)$. We assume that $m_{d j}=1, d=1, \ldots, D, j=1, \ldots, n_{d}$, and that all the $n_{d} \mathrm{~S}$ are bounded to be finite. This is the situation of the application to real data of Section 6. A consequence of the last assumption is that the total sample size $n$ and the number of domains $D$ are of the same order.

The MSE of the EBP can be decomposed into the following form

$$
\begin{aligned}
\operatorname{MSE}\left(\hat{\mu}_{d}\right) & =E\left[\left(\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})-\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)\right)^{2}\right]=E\left[\left(\left\{\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})-\hat{\mu}_{d}(\boldsymbol{\theta})\right\}+\left\{\hat{\mu}_{d}(\boldsymbol{\theta})-\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)\right\}\right)^{2}\right] \\
& =E\left[\left(\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})-\hat{\mu}_{d}(\boldsymbol{\theta})\right)^{2}\right]+E\left[\left(\hat{\mu}_{d}(\boldsymbol{\theta})-\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)\right)^{2}\right]
\end{aligned}
$$

The second term of $\operatorname{MSE}\left(\hat{\mu}_{d}\right)$ is

$$
\begin{aligned}
g_{d}(\boldsymbol{\theta}) & =E\left[\left(\hat{\mu}_{d}(\boldsymbol{\theta})-\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right)\right)^{2}\right]=E\left[\hat{\mu}_{d}^{2}(\boldsymbol{\theta})\right]+E\left[\mu_{d}^{2}\left(\boldsymbol{\theta}, v_{d}\right)\right]-2 E\left[\hat{\mu}_{d}(\boldsymbol{\theta}) E\left[\mu_{d}\left(\boldsymbol{\theta}, v_{d}\right) \mid \boldsymbol{y}_{d}\right]\right] \\
& =E\left[\mu_{d}^{2}\left(\boldsymbol{\theta}, v_{d}\right)\right]-E\left[\hat{\mu}_{d}^{2}(\boldsymbol{\theta})\right] .
\end{aligned}
$$

The first and second terms of $g_{d}(\boldsymbol{\theta})$ are

$$
\begin{gathered}
E\left[\mu_{d}^{2}\left(\boldsymbol{\theta}, v_{d}\right)\right]=\int_{R}\left(\sum_{k=1}^{K} N_{d k} \frac{\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}}{1+\exp \left\{z_{k} \boldsymbol{\beta}+\phi v_{d}\right\}}\right)^{2} f\left(v_{d}\right) d v_{d}, \\
E\left[\hat{\mu}_{d}^{2}(\boldsymbol{\theta})\right]=E\left[\psi_{d}^{2}\left(y_{d .}, \boldsymbol{\theta}\right)\right]=\sum_{j=0}^{n_{d}} \psi_{d}^{2}(j, \boldsymbol{\theta}) p_{d}(j, \boldsymbol{\theta}),
\end{gathered}
$$

where $\psi_{d}$ was defined in (3.4),

$$
\begin{align*}
p_{d}(j, \boldsymbol{\theta}) & =P\left(y_{d .}=j\right)=\sum_{y_{d} \in S_{n_{d}, j}} P\left(\boldsymbol{y}_{d}\right)=\sum_{\boldsymbol{y}_{d} \in S_{n_{d}, j}} \int_{R} P\left(\boldsymbol{y}_{d} \mid v_{d}\right) f\left(v_{d}\right) d v_{d}  \tag{4.1}\\
& =\sum_{\boldsymbol{y}_{d} \in S_{n_{d} j}}\left\{\exp \left\{\sum_{i=1}^{n_{d}} y_{i} \boldsymbol{x}_{d i} \boldsymbol{\beta}\right\} \int_{R} \exp \left\{j \phi v_{d}-\sum_{i=1}^{n_{d}} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\} f\left(v_{d}\right) d v_{d}\right\}
\end{align*}
$$

and $S_{n_{d}, j}=\left\{\boldsymbol{y}_{d}=\left(y_{1}, \ldots, y_{n_{d}}\right) \in\{0,1\}^{n_{d}}: y_{d .}=y_{1}+\cdots+y_{n_{d}}=j\right\} . \quad$ Unauthenticated

Concerning the first term of $\operatorname{MSE}\left(\hat{\mu}_{d}\right)$, we have

$$
\begin{aligned}
\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})-\hat{\mu}_{d}(\boldsymbol{\theta})= & \psi_{d}\left(y_{d .}, \hat{\boldsymbol{\theta}}\right)-\psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)=\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)\right)^{\prime}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
& +\frac{1}{2}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} \psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) .
\end{aligned}
$$

Hereafter the symbols $o(),. O($.$) are understood in an appropriate sense, for example in$ probability. We assume that the $\boldsymbol{x}_{d j}$ fulfill the regularity condition (23) of Jiang (2003). Then, we have $|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}|=O\left(D^{-1 / 2}\right)$ and

$$
E\left[\left(\hat{\mu}_{d}(\hat{\boldsymbol{\theta}})-\hat{\mu}_{d}(\boldsymbol{\theta})\right)^{2}\right]=\frac{1}{D} E\left[\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)\right)^{\prime} \sqrt{D}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})\right)^{2}\right]+o(1 / D)
$$

Now consider $\hat{\boldsymbol{\theta}}_{d-}$, an estimator based on $\boldsymbol{y}_{d-}=\left(\boldsymbol{y}_{d^{\prime}}\right)_{d^{\prime} \neq d}$, and write $\hat{\mu}_{d-}=\psi_{d}\left(y_{d .}, \hat{\boldsymbol{\theta}}_{d-}\right)$. By the independence of $\boldsymbol{y}_{d}$ and $\boldsymbol{y}_{d-}$, we have

$$
\begin{aligned}
a_{d}(\boldsymbol{\theta}) & =E\left[\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)\right)^{\prime} \sqrt{D}\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)\right)^{2}\right] \\
& =\sum_{j=1}^{n_{d}} E\left[\left.\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}\left(y_{d .}, \boldsymbol{\theta}\right)\right)^{\prime} \sqrt{D}\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)\right)^{2} \right\rvert\, y_{d .}=j\right] p_{d}(j, \boldsymbol{\theta}) \\
& =\sum_{j=1}^{n_{d}}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}(j, \boldsymbol{\theta})\right)^{\prime} V_{d}(\boldsymbol{\theta})\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}(j, \boldsymbol{\theta})\right) p_{d}(j, \boldsymbol{\theta}),
\end{aligned}
$$

where $\boldsymbol{V}_{d}(\boldsymbol{\theta})=D E\left[\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)^{\prime} \mid y_{d .}=j\right]=D E\left[\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)\left(\hat{\boldsymbol{\theta}}_{d-}-\boldsymbol{\theta}\right)^{\prime}\right]$. Therefore,

$$
\operatorname{MSE}\left(\hat{\mu}_{d-}\right)=g_{d}(\boldsymbol{\theta})+\frac{1}{D} a_{d}(\boldsymbol{\theta})+o(1 / D)
$$

If the $\boldsymbol{x}_{d j}$ also fulfill the regularity conditions (24) and (25) of Jiang (2003), then we may replace $\hat{\boldsymbol{\theta}}_{d-}$ by $\hat{\boldsymbol{\theta}}$, an estimator of $\boldsymbol{\theta}$ based on all data, and we obtain

$$
\begin{equation*}
\operatorname{MSE}\left(\hat{\mu}_{d}\right)=g_{d}(\boldsymbol{\theta})+\frac{1}{D} c_{d}(\boldsymbol{\theta})+o(1 / D) \tag{4.2}
\end{equation*}
$$

where

$$
c_{d}(\boldsymbol{\theta})=\sum_{j=1}^{n_{d}}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}(j, \boldsymbol{\theta})\right)^{\prime} \boldsymbol{V}(\boldsymbol{\theta})\left(\frac{\partial}{\partial \boldsymbol{\theta}} \psi_{d}(j, \boldsymbol{\theta})\right) p_{d}(j, \boldsymbol{\theta}), \quad \boldsymbol{V}(\boldsymbol{\theta})=D E\left[(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})^{\prime}\right] .
$$

A plug-in estimator of $\operatorname{MSE}\left(\hat{\mu}_{d}\right)$ is

$$
m s e^{P}\left(\hat{\mu}_{d}\right)=g_{d}(\hat{\boldsymbol{\theta}})+\frac{1}{D} c_{d}(\hat{\boldsymbol{\theta}}) .
$$

We have that $E\left[c_{d}(\hat{\boldsymbol{\theta}})-c_{d}(\boldsymbol{\theta})\right]=o(1)$. However $E\left[g_{d}(\hat{\boldsymbol{\theta}})-g_{d}(\boldsymbol{\theta})\right]$ is not offarderep $\left(\mathrm{R}^{-1} \mathrm{ta} d\right.$.

Let $\hat{\boldsymbol{\theta}}$ be a truncated MM estimator. This is to say

$$
\hat{\beta}_{k}= \begin{cases}-L_{n} & \text { if } \tilde{\beta}_{k}<-L_{n} \\
\tilde{\beta}_{k} & \text { if }-L_{n}<\tilde{\beta}_{k}<L_{n}, \quad \hat{\phi}=\left\{\begin{array}{ll}
\tilde{\phi} & \text { if } \tilde{\phi} \leq L_{n} \\
L_{n} & \text { if } \tilde{\beta}_{k}>L_{n}
\end{array}, \quad \text { if } \tilde{\phi}>L_{n}\right.\end{cases}
$$

where $\tilde{\boldsymbol{\theta}}=\left(\tilde{\beta}_{1}, \ldots, \tilde{\boldsymbol{\beta}}_{p}, \tilde{\phi}\right)^{\prime}$ is an MM estimator. Under regularity conditions (23)-(25) of Jiang (2003) it can be proved that $E[\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}]=O\left(D^{-1}\right)$ holds for the MM and for the truncated MM estimator (see Jiang 2003, 123). In what follows, we assume that $E[\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}]=O\left(D^{-1}\right)$ holds. By the Taylor expansion, we have

$$
g_{d}(\hat{\boldsymbol{\theta}})=g_{d}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+\frac{1}{2}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} g_{d}(\boldsymbol{\theta})\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+o\left(D^{-1}\right),
$$

and hence

$$
E\left[g_{d}(\hat{\boldsymbol{\theta}})\right]=g_{d}(\boldsymbol{\theta})+\frac{1}{D} b_{d}(\boldsymbol{\theta})+o\left(D^{-1}\right)
$$

where

$$
\begin{equation*}
b_{d}(\boldsymbol{\theta})=\left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime} D E[\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}]+\frac{1}{2} E\left[\sqrt{D}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} g_{d}(\boldsymbol{\theta})\right) \sqrt{D}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})\right] \tag{4.3}
\end{equation*}
$$

Proposition 4.1 gives an approximation to the bias term $b_{d}$ when $\hat{\boldsymbol{\theta}}$ is the truncated MM estimator. Appendix A. 2 gives the proof.

Proposition 4.1. Let $\hat{\boldsymbol{\theta}}$ be the truncated MM estimator. Under regularity conditions (23)-(25) of Jiang (2003), it holds that $b_{d}(\boldsymbol{\theta})=B_{d}(\boldsymbol{\theta})+o(1)$, where

$$
\begin{aligned}
& B_{d}(\boldsymbol{\theta})=\frac{1}{2}\left\{E\left[r_{D, d}\right]-\left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1} E\left[\boldsymbol{q}_{D}\right]\right\}, \\
& r_{D, d}=\Delta_{D}^{\prime} \boldsymbol{R}_{d}(\boldsymbol{\theta}) \Delta_{D}, \quad \boldsymbol{R}_{d}(\boldsymbol{\theta})=\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} g_{d}(\boldsymbol{\theta})\right)\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}, \\
& \boldsymbol{q}_{D}=\operatorname{col}_{1 \leq k \leq p+1}\left(q_{D k}\right), \quad \boldsymbol{M}(\boldsymbol{\theta})=\operatorname{col}_{1 \leq k \leq p+1}\left(M_{k}(\boldsymbol{\theta})\right), \quad \hat{\boldsymbol{M}}=\operatorname{col}_{1 \leq k \leq p+1}\left(\hat{M}_{k}\right), \\
& q_{D k}=\Delta_{D}^{\prime} \boldsymbol{Q}_{k}(\boldsymbol{\theta}) \Delta_{D}, \quad \boldsymbol{Q}_{k}(\boldsymbol{\theta})=\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} M_{k}(\boldsymbol{\theta})\right)\left(\frac{\partial}{\partial \theta} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}, \\
& \Delta_{D}=\sqrt{D}(\hat{\boldsymbol{M}}-\boldsymbol{M}(\boldsymbol{\theta})), \quad \frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})=\left(\frac{\partial}{\partial \boldsymbol{\theta}_{k_{2}}} \boldsymbol{M}_{k_{1}}(\boldsymbol{\theta})\right)_{k_{1}, k_{2}=1_{\text {Unalithenticated }}} .
\end{aligned}
$$

Finally, an order $o\left(D^{-1}\right)$ theoretical estimator of the MSE with bias correction is

$$
\widehat{M S E}\left(\hat{\mu}_{d}\right)=g_{d}(\hat{\boldsymbol{\theta}})+\frac{1}{D} c_{d}(\hat{\boldsymbol{\theta}})-\frac{1}{D} B_{d}(\hat{\boldsymbol{\theta}})
$$

and the practical estimators, without and with bias correction, are

$$
\begin{equation*}
m s e^{0}\left(\hat{\mu}_{d}\right)=\hat{g}_{d}(\hat{\boldsymbol{\theta}})+\frac{1}{D} \hat{c}_{d}(\hat{\boldsymbol{\theta}}), \quad m s e^{1}\left(\hat{\mu}_{d}\right)=m s e^{0}\left(\hat{\mu}_{d}\right)-\frac{1}{D} \hat{B}_{d}(\hat{\boldsymbol{\theta}}) . \tag{4.4}
\end{equation*}
$$

Appendix A. 3 gives the Monte Carlo approximations $\hat{g}_{d}(\hat{\boldsymbol{\theta}})$ and $\hat{c}_{d}(\hat{\boldsymbol{\theta}})$ of $g_{d}(\hat{\boldsymbol{\theta}})$ and $c_{d}(\hat{\boldsymbol{\theta}})$ respectively, and the bootstrap estimator $\hat{B}_{d}(\hat{\boldsymbol{\theta}})$ of $B_{d}(\boldsymbol{\theta})$. Appendix A. 4 presents formulas of some derivatives needed to evaluate the abovementioned approximations.

Another approach to estimating the MSE is to use a parametric bootstrap. The following procedure calculates a bootstrap and a double-bootstrap bias-corrected estimator of $\operatorname{MSE}\left(\hat{\mu}_{d}\right)$.

1. Fit the model to the sample and calculate $\hat{\boldsymbol{\theta}}=\left(\hat{\beta}^{\prime}, \hat{\phi}\right)^{\prime}$.
2. Repeat $B_{1}$ times ( $b_{1}=1, \ldots, B_{1}$ ):
(a) For $d=1, \ldots, D, j=1, \ldots, n_{d}$, generate $v_{d}^{*\left(b_{1}\right)}$ i.i.d. $\mathrm{N}(0,1)$ and calculate

$$
\begin{gathered}
p_{d j}^{*\left(b_{1}\right)}=\frac{\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{*\left(b_{1}\right)}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{*\left(b_{1}\right)}\right\}}, \quad y_{d j}^{*\left(b_{1}\right)} \sim \operatorname{Bin}\left(m_{d j}, p_{d j}^{*\left(b_{1}\right)}\right), \\
\mu_{d}^{*\left(b_{1}\right)}=\mu_{d}\left(\hat{\boldsymbol{\theta}}, v_{d}^{*\left(b_{1}\right)}\right)=\sum_{k=1}^{K} N_{d k} q_{d k}^{*\left(b_{1}\right)}, \quad q_{d k}^{*\left(b_{1}\right)}=\frac{\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{*\left(b_{1}\right)}\right\}}{1+\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{*\left(b_{1}\right)}\right\}} .
\end{gathered}
$$

(b) For each bootstrap sample, calculate $\hat{\boldsymbol{\theta}}^{*\left(b_{1}\right)}$ and the EBP $\hat{\mu}_{d}^{*\left(b_{1}\right)}=\hat{\mu}_{d}\left(\hat{\boldsymbol{\theta}}^{*\left(b_{1}\right)}\right)$.
(c) Repeat $B_{2}$ times $\left(b_{2}=1, \ldots, B_{2}\right)$ :
i. For $d=1, \ldots, D, j=1, \ldots, n_{d}$, generate $v_{d}^{*\left(b_{1}, b_{2}\right)}$ i.i.d. $\mathrm{N}(0,1)$ and calculate

$$
\begin{aligned}
& p_{d j}^{*\left(b_{1}, b_{2}\right)}=\frac{\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}^{*\left(b_{1}\right)}+\hat{\boldsymbol{\phi}}^{*\left(b_{1}\right)} v_{d}^{*\left(b_{1}, b_{2}\right)}\right\}}{1+\exp \left\{\boldsymbol{x}_{d j} \hat{\boldsymbol{\beta}}^{*\left(b_{1}\right)}+\hat{\phi}^{*\left(b_{1}\right)} v_{d}^{*\left(b_{1}, b_{2}\right)}\right\}}, \\
& y_{d j}^{*\left(b_{1}, b_{2}\right)} \sim \operatorname{Bin}\left(m_{d j}, p_{d j}^{*\left(b_{1}, b_{2}\right)}\right), \\
& \mu_{d}^{*\left(b_{1}, b_{2}\right)}=\mu_{d}\left(\hat{\boldsymbol{\theta}}^{*\left(b_{1}\right)}, v_{d}^{*\left(b_{1}, b_{2}\right)}\right)=\sum_{k=1}^{K} N_{d k} q_{d k}^{*\left(b_{1}, b_{2}\right)}, \\
& q_{d k}^{*\left(b_{1}, b_{2}\right)}=\frac{\exp \left\{\boldsymbol{z}_{k} \hat{\boldsymbol{\beta}}^{*\left(b_{1}\right)}+\hat{\phi}^{*\left(b_{1}\right)} v_{d}^{*\left(b_{1}, b_{2}\right)}\right\}}{1+\exp \left\{\boldsymbol{z}_{k} \hat{\boldsymbol{\beta}}^{*\left(b_{1}\right)}+\hat{\phi}^{*\left(b_{1}\right)} v_{d}^{*\left(b_{1}, b_{2}\right)}\right\}} .
\end{aligned}
$$

ii. For each bootstrap sample, calculate $\hat{\boldsymbol{\theta}}^{*\left(b_{1}, b_{2}\right)}$ and the EBP $\hat{\mu}_{d}^{*\left(b_{1}, b_{2}\right)}=\hat{\mu}_{d}\left(\hat{\boldsymbol{\theta}}^{*\left(b_{1}, b_{2}\right)}\right)$.
iii. Output: $m s e_{d}^{*\left(b_{1}\right)}=\frac{1}{B_{2}} \sum_{b_{2}=1}^{B_{2}}\left(\hat{\mu}_{d}^{*\left(b_{1}, b_{2}\right)}-\mu_{d}^{*\left(b_{1}, b_{2}\right)}\right)^{2}$.r Unauthenticated

## 3. Output:

$$
m s e^{*}\left(\hat{\mu}_{d}\right)=\frac{1}{B_{1}} \sum_{b_{1}=1}^{B_{1}}\left(\hat{\mu}_{d}^{*\left(b_{1}\right)}-\mu_{d}^{*\left(b_{1}\right)}\right)^{2}, \quad m s e^{* *}\left(\hat{\mu}_{d}\right)=2 m s e^{*}\left(\hat{\mu}_{d}\right)-\frac{1}{B_{1}} \sum_{b_{1}=1}^{B_{1}} m s e_{d}^{*\left(b_{1}\right)}
$$

## 5. Simulation Experiments

In this section we present three simulation experiments. They are fully model-based and are linked to the case study of Section 6, but with much smaller sample and population sizes. All of them use the same simulation environment, which can be described in the following way. Take $N_{d}=1,000, n_{d}=5,10,20,40, D=30$. Note that, to enable computation, $N_{d}$ is more than an order of magnitude smaller than specified in the approximation in probability used in (3.8). For $d=1, \ldots, D, j=1, \ldots, n_{d}$, generate regressors, $x_{d j 1}$ and $x_{d j 2}$, classifying individuals into one of three possible classes (e.g., inactive, unemployed, and employed), so that they take on values $\left(x_{d j 1}, x_{d j 2}\right) \in$ $\{(0,0),(0,1),(1,0)\}$ with probabilities $0.3,0.2$, and 0.5 , respectively. Generate $v_{d} \sim N(0,1), d=1, \ldots, D$. Take $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}\right)=(1 / 3,-3 / 2,1 / 2)$ and $\phi=1 / 2$. For $d=1, \ldots, D, j=1, \ldots, n_{d}$, generate the target variable

$$
y_{d j} \sim \operatorname{Bin}\left(m_{d j}, p_{d j}\right), \quad p_{d j}=\frac{\exp \left\{\beta_{0}+x_{d j 1} \beta_{1}+x_{d j 2} \beta_{2}+\phi v_{d}\right\}}{1+\exp \left\{\beta_{0}+x_{d j 1} \beta_{1}+x_{d j 2} \beta_{2}+\phi v_{d}\right\}}, \quad m_{d j}=1
$$

where $y_{d j}=1(=0)$ indicates that individual $j$ of domain $d$ is (not) below the poverty line and $p_{d j}$ is the corresponding binomial probability. We choose $D=30$ as a round figure close to the number $D=34$ of domains in the real data.

As some of the theoretical results are asymptotic, we investigate cases with small to medium sample sizes. The selected scenario resembles the application to real data. For computational reasons, the population size $N=30,000$ is much smaller than the population size $N=4,990.277$ of the study case. Nevertheless, the simulations are illustrative and give useful information about how the methodology works in practice. Simulation 1 investigates the behavior of the model parameter estimators. Simulation 2 calculates the bias and the MSE of the EBP and the plug-in estimators under different scenarios. Simulation 3 compares the introduced MSE estimators.

### 5.1. Simulation 1

The target of Simulation 1 is to check the behavior of the fitting algorithm. The steps of Simulation 1 are

1. Repeat $\mathrm{K}=1,000$ times $(k=1, \ldots, K)$.
1.1. Generate a sample of size $n=\sum_{d=1}^{D} n_{d}$. Calculate $\hat{\beta}_{0}^{(k)}, \hat{\beta}_{1}^{(k)}, \hat{\beta}_{2}^{(k)}$ and $\hat{\phi}^{(k)}$.
2. Output: For $\theta \in\left\{\beta_{0}, \beta_{1}, \beta_{2}, \phi\right\}$, calculate the empirical bias and the root-MSE

$$
\text { BIAS }=\frac{1}{K} \sum_{k=1}^{K}\left(\hat{\theta}^{(k)}-\theta\right), \quad \text { RMSE }=\left(\frac{1}{K} \sum_{k=1}^{K}\left(\hat{\theta}^{(k)}-\theta\right)^{2}\right)_{\text {Unauthentlcated }}^{1 / 2}
$$

Table 1. BIAS (left) and RMSE (right) for $D=30$.

| $n$ | 150 | 300 | 600 | 1,200 | 150 | 300 | 600 | 1,200 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n_{d}$ | 5 | 10 | 20 | 40 | 5 | 10 | 20 | 40 |
| $\hat{\beta}_{0}$ | 0.004 | -0.004 | -0.003 | -0.001 | 0.274 | 0.242 | 0.180 | 0.156 |
| $\hat{\beta}_{1}$ | -0.002 | -0.005 | 0.006 | 0.004 | 0.346 | 0.301 | 0.223 | 0.158 |
| $\hat{\beta}_{2}$ | -0.012 | 0.010 | 0.010 | 0.007 | 0.474 | 0.372 | 0.261 | 0.187 |
| $\hat{\phi}$ | -0.103 | -0.058 | -0.042 | -0.022 | 0.359 | 0.270 | 0.177 | 0.116 |

Table 1 presents the obtained results. This table shows that the empirical bias and root-MSE of the MSM estimators of the model parameters decrease as the sample size increases. This is coherent with the consistency property given by Theorem 1 of Jiang (1998).

### 5.2. Simulation 2

The target of Simulation 2 is to investigate the behavior of the EBP, the plug-in (IN) and synthetic plug-in estimators (SYN). The steps of Simulation 2 are

1. Repeat $K=10,000$ times $(k=1, \ldots, K)$
1.1. Generate the population in the same way as described at the beginning of this section and calculate

$$
\bar{\mu}_{d}^{(k)}=\frac{1}{N_{d}} \sum_{j=1}^{N_{d}} p_{d j}^{(k)}, \quad \bar{Y}_{d}^{(k)}=\frac{1}{N_{d}} \sum_{j=1}^{N_{d}} y_{d j}^{(k)}, \quad \nabla_{d}^{(k)}=\bar{\mu}_{d}^{(k)}-\bar{Y}_{d}^{(k)} .
$$

1.2. For $d=1, \ldots, D$, select a simple random sample $s_{d}$ (without replacement) of size $n_{d}$ and calculate $\hat{\boldsymbol{\theta}}^{(k)}=\left(\hat{\beta}_{0}^{(k)}, \hat{\beta}_{1}^{(k)}, \hat{\boldsymbol{\beta}}_{2}^{(k)}, \hat{\boldsymbol{\phi}}^{(k)}\right)$ and $\tilde{\boldsymbol{\theta}}^{(k)}=\left(\tilde{\boldsymbol{\beta}}_{0}^{(k)}, \tilde{\boldsymbol{\beta}}_{1}^{(k)}, \tilde{\boldsymbol{\beta}}_{2}^{(k)}\right)$ under the logit model with and without random effects.
1.3. Calculate $\hat{v}_{d}^{(k)}=\hat{v}_{d}\left(\hat{\boldsymbol{\theta}}^{(k)}\right)$ and

$$
\hat{\mu}_{d}^{e b p, k}=\frac{\hat{\mu}_{d}\left(\hat{\boldsymbol{\theta}}^{(k)}\right)}{N_{d}}, \quad \hat{\mu}_{d}^{i n, k}=\frac{\hat{\mu}_{d}^{i n}\left(\hat{\boldsymbol{\theta}}^{(k)}, \hat{v}_{d}^{(k)}\right)}{N_{d}}, \quad \hat{\mu}_{d}^{\text {syn,k}}=\frac{\hat{\mu}_{d}^{s y n}\left(\tilde{\boldsymbol{\theta}}^{(k)}\right)}{N_{d}}, \quad d=1, \ldots, D .
$$

2. For each $\hat{\bar{\mu}_{d}} \in\left\{\hat{\bar{\mu}}_{d}^{e b p}, \hat{\bar{\mu}}_{d}^{i n}, \hat{\bar{\mu}}_{d}^{\text {syn }}\right\}$, calculate

$$
\begin{equation*}
B_{d}=\frac{1}{K} \sum_{k=1}^{K}\left(\hat{\mu}_{d}^{k}-\bar{\mu}_{d}^{(k)}\right), \quad E_{d}=\frac{1}{K} \sum_{k=1}^{K}\left(\hat{\mu}_{d}^{k}-\bar{\mu}_{d}^{(k)}\right)^{2}, \quad d=1, \ldots, D \tag{5.1}
\end{equation*}
$$

Figures 1, 2, and 3 present the boxplots of the empirical biases, $B_{d} \mathrm{~s}$, and mean-square errors, $E_{d} \mathrm{~s}$, of the EBP, the IN and the SYN defined in (3.4), (3.6), and (3.7) respectively. The SYN is based on the model without random effects and it is calculated from the corresponding parameter estimates $\tilde{\boldsymbol{\theta}}$. Figures 1 and 3 show that the MSE of the EBP is lower than the MSE of the SYN, overall for domain samples sizes greater than ten. Furthermore, the EBP has slightly lower bias than the SYN. Further, the EBP has slightly lower bias and MSE than the IN.


Fig. 1. Boxplots of $B_{d}$ (left) and $E_{d}$ (right) defined in (5.1) for $E B P$ and $n_{d} \in\{5,10,20,40\}$.
Let us illustrate the difference between domain parameters $\bar{\mu}_{d}^{(k)}$ and $\bar{Y}_{d}^{(k)}$ in the simulations. As the calculated differences do not depend on $d$ in the simulated scenario, Table 2 presents the quantiles of $\nabla_{d}^{(k)}$ for $N_{d}=1,000$ and $d=1$. In the interquartile range, the absolute difference is lower than $10^{-2}$.

### 5.3. Simulation 3

The target of Simulation 3 is to investigate the behavior of the four MSE estimators, the analytic estimator $m s e^{0}\left(\hat{\bar{\mu}}_{d}\right)$, the analytic estimator with bias correction $m s e^{1}\left(\hat{\bar{\mu}}_{d}\right)$, the bootstrap estimator $m s e^{*}\left(\hat{\mu_{d}}\right)$ and the double-bootstrap bias-corrected estimator $m s e^{* *}\left(\hat{\mu_{d}}\right)$ of the EBP. The number of first-stage bootstrap resamples is $B_{1}=100$. By following Erciulescu and Fuller (2014), the number of second-stage bootstrap resamples is $B_{2}=1$. The steps of Simulation 3 are

1. Repeat $K=1,000$ times $(k=1, \ldots, K)$
1.1. Generate the population in the same way as described at the beginning of this section.
1.2. For $d=1, \ldots, D$, select a simple random sample $s_{d}$ (without replacement) of size $n_{d}$. Calculate $m s e_{d}^{0(k)}=m s e^{0}\left(\hat{\mu}_{d}\right) / N_{d}^{2}, m s e_{d}^{1(k)}=m s e^{1}\left(\hat{\mu}_{d}\right) / N_{d}^{2}, m s e_{d}^{*(k)}=$ $m s e^{*}\left(\hat{\mu}_{d}\right) / N_{d}^{2}$ and $m s e_{d}^{* *(k)}=m s e^{* *}\left(\hat{\mu}_{d}\right) / N_{d}^{2}, d=1, \ldots, D$.




Fig. 3. Boxplots of $B_{d}$ (left) and $E_{d}$ (right) defined in (5.1) for SYN and $n_{d} \in\{5,10,20,40\}$.
2. For every $m s e \in\left\{m s e^{0}, m s e^{1}, m s e^{*}, m s e^{* *}\right\}$, calculate

$$
m s e_{d}=\frac{1}{K} \sum_{k=1}^{K} m s e_{d}^{(k)}, \quad e_{d}=\frac{1}{K} \sum_{k=1}^{K}\left(m s e_{d}^{(k)}-E_{d}^{e b p}\right)^{2}, \quad d=1, \ldots, D,
$$

where $E_{d}^{e b p}, d=1, \ldots, D$, is taken from the output of Simulation 2.
Figure 4 presents the plots of the four MSE estimators. This figure shows that the bias correction used in $m s e_{d}^{1}$ as well as in $m s e_{d}^{* *}$ does not work for domain sample sizes around $n_{d}=10$. It starts to be effective if $n_{d} \geq 20$, when both $m s e_{d}^{1}$ and $m s e_{d}^{* *}$ seem to estimate the real value of the simulated mean-squared error $E_{d}^{e b p}$ quite well.

Figure 5 contains the boxplots of the empirical MSEs, $e_{d}^{0}, e_{d}^{1}, e_{d}^{*}$ and $e_{d}^{* *}$, of the MSE estimators $m s e_{d}^{0}, m s e_{d}^{1}, m s e_{d}^{*}$ and $m s e_{d}^{* *}$. The analytic estimators, $m s e_{d}^{0}$ and $m s e_{d}^{1}$, perform better than the parametric bootstrap estimators $m s e_{d}^{*}, m s e_{d}^{* *}$. Further, the bias-corrected estimator, $m s e_{d}^{1}$, has the lowest MSEs. It can be also seen that in the case of the doublebootstrap estimator $m s e_{d}^{* *}$ the gained bias correction comes at the cost of increased variability of this estimator.

Remark 5.1. The approximation of terms $g_{d}, c_{d}$ and $B_{d}$ used correspondingly in the $m s e_{d}^{0}$ and $m s e_{d}^{1}$ estimators entails some implementational and computational difficulties. First of all, to be able to calculate the $B_{d}$ term one has to implement all formulas for the needed derivatives, which are partly presented in Appendix A.4. A greater difficulty is that the calculation of the probabilities (4.1) and their derivatives appearing in the $g_{d}, c_{d}$ and $B_{d}$ terms is computationally expensive if $n_{d} \geq 40$, because calculating the sum in (4.1) requires an iterative enumeration of all the elements of the subset $S_{n_{d}, j} \subset\{0,1\}^{n_{d}}$ and the size of $S_{n_{d, j}}$ is $\binom{n_{d}}{j}$, which increases exponentially with $n_{d}$ when $j$ is around $n_{d} / 2$, for

Table 2. Quantiles of $\nabla_{d}^{(k)}$ for $N_{d}=1,000, d=1$.

| $\nabla_{1}$ | $\min$ | $Q_{1}$ | $Q_{2}$ | $Q_{3}$ | $\max$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Quantiles | -0.0549 | -0.0098 | -0.0003 | 0.0093 | 0.0559 |



Fig. 4. Plots of $E_{d}^{e b p}, m s e_{d}^{0}, m s e_{d}^{l}$ and $m s e_{d}^{*}$ for $n_{d}=10$ (left) and $n_{d}=20$ (right).
example if $n_{d}=40$ the sum over the set $S_{40,20}$ has around $1.4 \cdot 10^{11}$ summands which must be evaluated and counted up for each domain $d$. This difficulty can be solved in some manner in a simulation experiment when the sizes $n_{d}$ are small and the same for all $d$ so that the set of all possible $\boldsymbol{y}_{d} \in S_{n_{d}, j}$ can be stored once in memory or on a disc. But in practical application when the sizes $n_{d}$ are different and some of them are large, there are complications with implementation and computation time.

The parametric bootstrap MSE estimators, $m s e_{d}^{*}, m s e_{d}^{* *}$, avoid the computational problems of their analytic counterparts, $m s e_{d}^{0}$ and $m s e_{d}^{1}$, and present quite good behavior. To illustrate the performance of the bootstrap estimator $m s e_{d}^{*}$ for higher values of $n_{d}$, in Figure 6 we present results of this estimator for $n_{d}=40$. We can observe that for this sample size, the estimator $m s e_{d}^{*}$ is practically unbiased and the double bootstrap is not needed.

## 6. Application to SLCS Data

Alleviating poverty is one of the main social tasks in the European Union (EU). Following the instructions of EUROSTAT, European countries implement a Living Conditions


Fig. 5. Plots of $e_{d}^{0}, e_{d}^{l}$ and $e_{d}^{*}$ for $n_{d}=10$ (left) and $n_{d}=20$ (righthenticated


Fig. 6. Plot of $E_{d}^{e b p}$ and $m s e_{d}^{*}$ for $n_{d}=40$.

Survey to estimate poverty indicators. We use the SLCS2012 data from the Autonomous Community of Valencia (East of Spain). This region has three provinces, Alicante, Castellón and Valencia, encoded as 3, 12, and 46 by the Spanish Statistical Office. The provinces are partitioned into 9,8 , and 17 comarcas (counties) respectively, but only 8,4 , and 14 appear in the SLCS2012. The target domains are the counties, there are thus $D=34$ domains, but not all of them appear in the sample. The SLCS2012 sample size is $n=2,678$. The SCLS2012 is a two-stage area sampling design with census section as the primary units and main family addresses as the ultimate sampling units. The sampling frame is the Population Census updated from the Municipal Register.

The SLCS2012 gives information about the equivalent personal incomes, which are obtained by dividing the total household income by the equivalent total of household members. This total is calculated as a weighted sum assigning weights 1 to the first adult, 0.5 to remaining adults and 0.3 to children under 14 years of age. The weighting for obtaining the equivalent household size and income in the SLCS2012 file is done by following the instructions of EUROSTAT. The weights are based on socioeconomic theory and are not sampling weights.

The Spanish Statistical Office builds the data files of the SLCS2012 and assigns the same household equivalent income to all the household members. Because of this fact, individual-level models are not as explanatory as they hypothetically could be. One could think of fitting models at the household level. However, we cannot follow such approach because the domain-level aggregated auxiliary variables, which are used to construct a model-based census, are only available for individuals and not for households.

EUROSTAT defines the poverty line as the $60 \%$ of the median of the equivalent personal incomes in the whole country. A person is classified as poor if their equivalent personal income (denoted as $E_{d j}$ for individual $j$ of domain $d$ ) is lower than the poverty line. The poverty proportion is the proportion of people below the poverty line. The 2012 poverty line is $z=6,840$ (in euros per annum per person) for the region ${ }_{n}$ ftheatencia.

The poverty proportions at the domain levels are

$$
\begin{equation*}
\bar{Y}_{d}=\frac{1}{N_{d}} \sum_{j=1}^{N_{d}} y_{d j}, \text { where } y_{d j}=I\left(E_{d j}<z\right), d=1, \ldots, D, \quad j=1, \ldots, N_{d} \tag{6.1}
\end{equation*}
$$

This article estimates domain poverty proportions by using the EBPs of the corresponding weighted sums of probabilities based on unit-level logit mixed models, with random effects at domain level only. This approach requires unit-level survey data for fitting the models, and cross-classified domain level census data for constructing the EBPs. At the unit level, data is taken from the SLCS2012 and the target variable indicates whether individuals are below the poverty line (or not). As the target variable is dichotomic, we employ logit regression models.

In addition to the SLCS2012 data, we take auxiliary aggregated data from the 2012 Labour Force Survey (SLFS2012) file, which contains survey data about the labor market. The sizes of domains crossed by labor status (employed, unemployed, inactive and below 15 years old) are taken from this file. Note that by summing up in the labor categories we obtain the estimated domain sizes. We have taken the estimated domain sizes from SLFS2012 in the estimation of the EBPs. The 2012 population size for the region of Valencia, estimated from SLFS2012, is $N=4,990.277$.

We remark that we have estimated the population sizes $N_{d k}$ using SLFS2012 data and we have ignored their variability. As we have not got good covariates at the county level from Spanish administrative registers, we have instead employed SLFS2012 data and have taken the selected covariates as true aggregated values. This is a drawback of this application to real data, as it leads to underestimates of the MSE. Nevertheless, the sample size of the SLFS2012 is much higher than the one of the SLCS2012. This is why we have followed this practical approach.

For $d=1, \ldots, D, j=1, \ldots, N_{d}$, we assume that $\left.y_{d j}\right|_{v_{d}} \sim \operatorname{Bin}\left(1, p_{d j}\right)$, where $v_{1}, \ldots, v_{D}$ are i.i.d. $N(0,1)$ and

$$
\begin{equation*}
\operatorname{logit}\left(p_{d j}\right)=\beta_{0}+\beta_{1} \text { employed }_{d j}+\beta_{2} \text { unemployed }_{d j}+\beta_{3} \text { inactive }_{d j}+\phi v_{d} \tag{6.2}
\end{equation*}
$$

Table 3 presents the estimates of the model parameters and the corresponding $p$-values. We observe that the more people are employed and inactive, the smaller is the probability of being below the poverty line, and the more people are unemployed, the bigger is this probability.

Pearson residuals are calculated for each domain and covariate class. Conditionally on $v_{d}$, the sum of $y_{d j}$ over the domain $d$ and the covariate class $k$ is binomially distributed with parameters $\left(N_{d k}, p_{d k}\right)$, where $N_{d k}$ is the number of observations in the area $d$ and the covariate class $k$ and $p_{d k}$ is the corresponding model probability.

Figure 7 (left) presents a dispersion graph of residuals. The residuals are mainly located in the interval $(-2,2)$ and they do not present any visible nonrandom pattern. Figure 7 (right) presents a boxplot of the residuals. The marked residual 7 is an outlier under the standard normal distribution. We have also fitted Model (6.2) to the data without the observations belonging to the subset (domain crossed by covariate class) marked by 7 . The obtained parameter estimates do not differ significantly from the one appearing in Table 3. Therefore, we calculate the EBPs with the parameter estimateefgixencavethis table.

Table 3. Estimates of model parameters.

|  | estimate | standard error | $p$-value |
| :--- | ---: | :---: | :---: |
| $\beta_{0}$ | -1.1773 | 0.1473 | $1.33 \mathrm{E}-15$ |
| $\beta_{1}$ | -0.8354 | 0.1522 | $4.02 \mathrm{E}-08$ |
| $\beta_{2}$ | 0.5379 | 0.1559 | 0.000558 |
| $\beta_{3}$ | -0.4040 | 0.1445 | 0.005177 |
| $\phi$ | 0.3986 |  |  |

In order to check the assumption that the random effects at domain level have the standard normal distribution, we calculated the EBP $\hat{v}_{d}$ of the random effects $v_{d}$ and we present their Q-Q plot in Figure 8. We can observe quite good agreement and moreover, the Kolmogorov-Smirnov test does not reject the hypothesis $H_{0}: F_{\hat{v}_{d}}=F_{N(0,1)}$ with $p$-value equal to 0.9653 . Because random effects at finer levels are not incorporated into the model, these cannot be tested.

Table 4 presents the direct (dir) and EBP (ebp) estimates of the domain poverty proportions, the corresponding variance (var) and bootstrap MSE (mse) estimates and the relative root mean-squared errors in $\%$ (rrmse). We have employed the simple parametric bootstrap with $B=500$ resamples. The columns labeled $n$ and $\hat{N}$ contain the SLCS2012 sample sizes and the SLFS2012-based estimated population sizes (number of individuals), respectively. The columns labeled prov and com indicate the provinces and the counties, respectively.

Table 4 shows that the EBPs have lower MSEs conditional on the model being correct than the direct estimates in areas with small sample sizes $\left(n_{d}<90\right)$ and comparable or slightly higher MSEs in the rest of domains.

Table 5 presents the EBPs (ebp) of the domain poverty proportions, the corresponding MSE estimates (mse) and the relative root mean-squared errors in \% (rrmse) for counties with zero sample size in SLCS2012. For these counties, the direct estimators are not calculable, as there is no sample.


Fig. 7. Dispersion graph (left) and boxplot (right) of the residuals. Unauthenticated


Fig. 8. $Q-Q$ plot of $\hat{v}_{d}$ with respect to $N(0,1)$ distribution.

Figure 9 (left) plots EBP and direct poverty-incidence estimates and Figure 9 (right) plots the estimated MSEs of poverty-incidence estimates. These figures show that the EBPs have a lower estimated MSE than the direct estimates.

## 7. Discussion and Conclusions

Binomial-logit regression models are a flexible class of modelling dichotomic and count variables. This work estimates poverty proportions in counties of the region of Valencia, Spain, by using a model-based unit-level logit mixed model with a domain-level random error (but without reference to survey clustering or survey weighting), and using predictors of weighted sums of probabilities. We fit the model by the method of simulated moments. We consider the EBP and two plug-in estimators and we compare them in a simulation study, based (due to computational complexity) on a small sample and a very small census.

The assumed binomial-logit model with normally distributed domain random effects is widely used in small-area estimation when the parameter of interest is a proportion or a sum of probabilities. The model can be extended from $v_{d} \sim$ Normal to $v_{d} \sim F$, where $F$ is a cumulative distribution function with support on the real line. The extension to heteroscedasticity can also be formulated. If we do this however, we would have to study which of the properties of the binomial logit-normal models still hold in the new model, or how they are modified. Working with a well-studied model has the advantage of having mathematical (e.g., asymptotic) results on the model parameter estimators. In particular, some properties established by Jiang $(1998,2003)$ and Jiang and Lahiri (2001) are employed in the article to derive the approximation to the model-based MSE of the EBP, conditional on a specified model and without random effects at levels finer than domain.

For the EBP, we derive a model-based MSE and introduce four estimators. The first two are analytic estimators without and with bias correction of the secondander tidhedthird and

Table 4. Direct and EBP poverty-proportions estimates.

| prov | com | $n$ | $\hat{N}$ | dir | var | rrmse | ebp | mse | rrmse |
| :--- | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 46 | 17 | 12 | 35415 | 0.3085 | 0.0164 | 41.52 | 0.1957 | 0.0035 | 30.23 |
| 12 | 7 | 17 | 28715 | 0.3010 | 0.0113 | 35.32 | 0.2231 | 0.0031 | 25.11 |
| 46 | 12 | 18 | 88625 | 0.0000 | 0.0076 |  | 0.1384 | 0.0032 | 40.94 |
| 46 | 22 | 18 | 30672 | 0.5010 | 0.0101 | 20.04 | 0.2405 | 0.0030 | 22.76 |
| 3 | 31 | 37 | 151846 | 0.0133 | 0.0051 | 536.71 | 0.1149 | 0.0029 | 46.60 |
| 46 | 18 | 37 | 55440 | 0.1103 | 0.0049 | 63.65 | 0.1582 | 0.0027 | 32.76 |
| 46 | 23 | 45 | 75157 | 0.2490 | 0.0051 | 28.65 | 0.1982 | 0.0026 | 25.87 |
| 46 | 21 | 47 | 53869 | 0.2454 | 0.0036 | 24.53 | 0.2528 | 0.0028 | 21.06 |
| 12 | 3 | 56 | 86580 | 0.2993 | 0.0034 | 19.56 | 0.2796 | 0.0026 | 18.34 |
| 3 | 34 | 66 | 282076 | 0.1216 | 0.0032 | 46.40 | 0.1659 | 0.0025 | 29.90 |
| 46 | 24 | 66 | 86138 | 0.1251 | 0.0025 | 39.82 | 0.1615 | 0.0025 | 31.14 |
| 46 | 25 | 75 | 177618 | 0.1711 | 0.0031 | 32.49 | 0.2009 | 0.0021 | 23.04 |
| 3 | 28 | 82 | 76849 | 0.3962 | 0.0027 | 13.05 | 0.1817 | 0.0021 | 25.31 |
| 3 | 29 | 85 | 228083 | 0.0868 | 0.0025 | 57.58 | 0.1270 | 0.0020 | 35.56 |
| 12 | 6 | 88 | 182172 | 0.1823 | 0.0020 | 24.69 | 0.1855 | 0.0024 | 26.42 |
| 3 | 27 | 92 | 125445 | 0.2995 | 0.0019 | 14.39 | 0.2688 | 0.0022 | 17.33 |
| 46 | 16 | 109 | 139697 | 0.2995 | 0.0022 | 15.58 | 0.2617 | 0.0021 | 17.44 |
| 46 | 11 | 109 | 179960 | 0.1984 | 0.0016 | 20.37 | 0.1543 | 0.0022 | 30.71 |
| 12 | 5 | 117 | 251429 | 0.3141 | 0.0029 | 17.19 | 0.1812 | 0.0021 | 25.05 |
| 46 | 20 | 124 | 260449 | 0.0223 | 0.0012 | 158.11 | 0.0747 | 0.0019 | 58.38 |
| 46 | 13 | 125 | 184704 | 0.1265 | 0.0014 | 29.11 | 0.1456 | 0.0019 | 30.25 |
| 3 | 30 | 147 | 239247 | 0.1774 | 0.0016 | 22.31 | 0.2021 | 0.0016 | 19.60 |
| 3 | 33 | 154 | 266020 | 0.2967 | 0.0011 | 11.20 | 0.2898 | 0.0017 | 14.25 |
| 46 | 14 | 213 | 373164 | 0.2527 | 0.0010 | 12.52 | 0.2509 | 0.0012 | 13.76 |
| 3 | 32 | 298 | 467602 | 0.1830 | 0.0006 | 13.24 | 0.1568 | 0.0011 | 21.00 |
| 46 | 15 | 441 | 781222 | 0.2134 | 0.0005 | 10.08 | 0.1926 | 0.0013 | 18.41 |

fourth estimators are based on a parametric bootstrap. We analyze the behavior of the proposed estimators in a small simulation study. Estimating the bias correction term is computationally intensive and the results of the analytic estimators without and with bias correction are quite similar for very small domain sample sizes, although this conclusion may require modification if cluster and household level random effects are included or survey weighting used. The MSE analytical estimators are consistent, but they are not practical for medium- and large-domain sample sizes, because the calculation of the term

Table 5. EBP poverty-proportions estimates for counties without sample ( $n_{d}=0$ ).

| prov | com | $\hat{N}$ | ebp | mse | rrmse |
| :--- | ---: | ---: | :---: | :---: | :---: |
| 3 | 26 | 22310 | 0.1943 | 0.0034 | 30.13 |
| 12 | 1 | 7819 | 0.1680 | 0.0024 | 29.36 |
| 12 | 2 | 6868 | 0.1712 | 0.0029 | 31.70 |
| 12 | 4 | 16109 | 0.1780 | 0.0022 | 26.23 |
| 12 | 8 | 5529 | 0.1781 | 0.0035 | 33.11 |
| 46 | 9 | 1826 | 0.1879 | 0.0029 | 28.52 |
| 46 | 10 | 14400 | 0.1964 | 0.0036 | 30.69 |
| 46 | 19 | 7222 | 0.1920 | 0.0029 | Unauthenticazed |



Fig. 9. EBP and direct poverty-proportions estimates (left) and estimated MSEs (right).
$g_{d}$ involves iteratively finding the $\binom{n_{d}}{j}$ subsets of size $j$ of a set of size $n_{d}$. This problem requires a high-speed computer with large RAM memory for $n_{d} \geq 40$, so would be difficult to implement for most real-world applications where samples in each surveyed domain are almost always much larger.

Our simulations are computationally intensive in two senses. First, they are carried out at the unit level as we deal with unit-level models and not at the area level. Second and more importantly, all the considered methodology is computationally expensive. The fitting method (MSM) proposed by Jiang (1998) has nice asymptotic properties and allows approximating the MSE of the EBP. However, it requires solving a nonlinear system of equations by using a Newton-Raphson algorithm, where the components of the updating formula have to be approximated by Monte Carlo simulation in each algorithm step. Therefore, it is not a high-speed procedure. The calculation of the EBPs for $d=1, \ldots, D$, requires evaluating integrals by Monte Carlo simulation. This is again time consuming. The calculation of the MSE estimators (analytic and bootstrap) are even more time consuming than the calculation of the EBPs.

The computational burden is not a major problem for the application of the model to real data (with only one sample) provided domain sizes are kept small, but it is a major problem for the 1,000 samples in the simulation (which is why sample and population sizes have been kept very small there). For example, we parallelized Simulation 3 in several computers and they ran for two weeks before obtaining the results. This is why we have simplified the simulation scenario and have implemented a reduced-in-size version. The small sample and population sizes necessary for the simulation do however reduce general applicability of the results.

Jiang and Lahiri (2001) did not present any application to data. This article shows that the EBP methodology may with further development be applicable to real small-area estimation problems. One exception is Jiang and Lahiri's MSE estimator, which would instead need an alternative computationally feasible approach. As a good alternative, we suggest the introduced parametric bootstrap procedure, which does not have the same computational drawbacks, is easy to implement, and has generally good behavior.

In the application to poverty data from the SLCS2012, we use the EBPs to estimate poverty proportions. We take the model-based MSE for a synthetic estimator estimated via the parametric bootstrap as a performance measure. The units are takent tonbeindividuals,
not households, and the model is fitted without adjustment for the complex structure of the survey design. From the point of view of modelling the survey data, it would be better to work with households as sampling units (instead of individuals), because some survey variables (like income) are household variables. The problem appears when calculating the EBPs. In the Spanish case, we do not have a full unit-record census file and we instead need to rely on categorical covariates only, taken from census cross tabulations. Consequently, the population sizes available in covariates classes crossed by domains are individual based. The corresponding information is not available for households. This is the reason we have treated individuals as sampling units.

The introduced model has only one random effect for domains. In future, we might consider hierarchical models with random effects on the different levels of the hierarchy. This would allow more accurate modelling, including household effects. The model proposed in this article is however purely model-based, without reference to the structure of the complex survey design, so does not include stratification, clustering or survey-based weighting. Therefore, model assumptions need to be comprehensively checked to the extent possible by using diagnostic tools, like graphical methods, testing procedures and residual analysis. For a simple random sample, at unit level the $\left\{y_{d j}\right\}$ are independent, conditional on the model and the domain-level random effects. The same is true if we consider stratified random sampling with domains nested within strata. For more complex designs (like a design clustered within domains) this assumption will not hold.

Another issue that remains to be studied is how survey weighting could be included in the analysis. For example, how best to introduce the survey weights in the model-based methodology to reduce the design bias of predictors? The difficult problems linked with survey-design issues for small-area predictors based on binomial-logit mixed models will require further research.

## Appendix

## A.1. Components of MM Newton-Raphson Algorithm

The MM Newton-Raphson algorithm is specified if we calculate the expectations appearing in $\boldsymbol{f}(\boldsymbol{\theta})$ and its partial derivatives. The expectation of $y_{d j}$ is

$$
E_{\boldsymbol{\theta}}\left[y_{d j}\right]=E_{v}\left[E_{\theta}\left[y_{d j} \mid v\right]\right]=E_{v}\left[m_{d j} p_{d j}\right]
$$

and the corresponding derivatives are

$$
\frac{\partial E_{\boldsymbol{\theta}}\left[y_{d j}\right]}{\partial \beta_{k}}=E_{v}\left[m_{d j} p_{d j}\left(1-p_{d j}\right) x_{d j k}\right], \quad \frac{\partial E_{\boldsymbol{\theta}}\left[y_{d j}\right]}{\partial \phi}=E_{v}\left[m_{d j} p_{d j}\left(1-p_{d j}\right) v_{d}\right] .
$$

The expectation of $y_{d .}^{2}$ is $E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]=E_{v}\left[E_{\boldsymbol{\theta}}\left[y_{d .}^{2} \mid \boldsymbol{v}\right]\right]$, where

$$
\begin{aligned}
& y_{d .}^{2}=\sum_{j=1}^{n_{d}} y_{d j}^{2}+\sum_{j_{1} \neq j_{2}}^{n_{d}} y_{d j_{1}} y_{d j_{2}}, \\
& E_{\boldsymbol{\theta}}\left[y_{d j}^{2} \mid \boldsymbol{v}\right]=\operatorname{var}_{\boldsymbol{\theta}}\left[y_{d j} \mid \boldsymbol{v}\right]+E_{\boldsymbol{\theta}}^{2}\left[y_{d j} \mid \boldsymbol{v}\right]=m_{d j} p_{d j}\left(1-p_{d j}\right)+m_{d j}^{2} p_{d j}^{2} \\
& \text { Download Date | 10/17/16 12:11 PM }
\end{aligned}
$$

Therefore, we have

$$
E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]=E_{v}\left[\sum_{j=1}^{n_{d}} m_{d j} p_{d j}\left(1-p_{d j}\right)+\left(\sum_{j=1}^{n_{d}} m_{d j} p_{d j}\right)^{2}\right] .
$$

Let us define $\xi_{d}=\sum_{j=1}^{n_{d}} m_{d j} p_{d j}$. The derivatives of $E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]$ are

$$
\begin{aligned}
& \frac{\partial E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]}{\partial \beta_{k}}=\sum_{j=1}^{n_{d}} E_{v}\left[m_{d j} p_{d j}\left(1-p_{d j}\right)\left\{1-2\left(p_{d j}-\xi_{d}\right)\right\} x_{d j k}\right], \\
& \frac{\partial E_{\boldsymbol{\theta}}\left[y_{d d}^{2}\right]}{\partial \boldsymbol{\phi}}=\sum_{j=1}^{n_{d}} E_{v}\left[m_{d j} p_{d j}\left(1-p_{d j}\right)\left\{1-2\left(p_{d j}-\xi_{d}\right)\right\} v_{d}\right] .
\end{aligned}
$$

The elements of the matrix of first partial derivatives are

$$
\begin{aligned}
H_{k \ell} & =\frac{\partial f_{k}(\boldsymbol{\theta})}{\partial \theta_{\ell}}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} \frac{\partial E_{\theta}\left[y_{d j}\right]}{\partial \theta_{\ell}} x_{d j k}, \quad k=1, \ldots, p, \ell=1, \ldots, p+1, \\
H_{p+1 \ell} & =\frac{\partial f_{p+1}(\boldsymbol{\theta})}{\partial \theta_{\ell}}=\sum_{d=1}^{D} \frac{\partial E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]}{\partial \theta_{\ell}}, \quad \ell=1, \ldots, p+1,
\end{aligned}
$$

where $\theta_{1}=\beta_{1}, \ldots, \theta_{p}=\beta_{p}, \theta_{p+1}=\phi$. The expectations appearing in $\boldsymbol{f}(\boldsymbol{\theta})$ and $\boldsymbol{H}(\boldsymbol{\theta})$ can be approximated by Monte Carlo simulation.

## A.2. Proof of Proposition 4.1

A first-order multivariate Taylor expansion of $\boldsymbol{M}(\hat{\boldsymbol{\theta}})$ around $\boldsymbol{\theta}$ yields

$$
\boldsymbol{M}(\hat{\boldsymbol{\theta}})=\boldsymbol{M}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+o(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|) .
$$

Therefore

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}=\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))+o(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|) . \tag{A.1}
\end{equation*}
$$

Let us consider a univariate second order Taylor expansion of $\boldsymbol{M}_{k}(\hat{\boldsymbol{\theta}})$ around $\boldsymbol{\theta}$ and substitute (A.1) in the quadratic term, that is

$$
\begin{aligned}
& \boldsymbol{M}_{k}(\hat{\boldsymbol{\theta}}= \boldsymbol{M}_{k}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}_{k}(\boldsymbol{\theta})\right)^{\prime}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+\frac{1}{2}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} M_{k}(\boldsymbol{\theta})\right) \\
&(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) \\
&= \boldsymbol{M}_{k}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}_{k}(\boldsymbol{\theta})\right)^{\prime}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+\frac{1}{2}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))^{\prime}\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime} \\
& \cdot\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} M_{k}(\boldsymbol{\theta})\right)\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) . \\
& \text { Unauthenticated }
\end{aligned}
$$

The corresponding multivariate Taylor expansion of $\boldsymbol{M}(\hat{\boldsymbol{\theta}})$ around $\boldsymbol{\theta}$ is

$$
\begin{aligned}
\boldsymbol{M}(\hat{\boldsymbol{\theta}})= & \boldsymbol{M}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+\frac{1}{2} \operatorname{col}_{1 \leq k \leq p+1}^{\operatorname{col}}\left((\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))^{\prime}\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime}\right. \\
& \left.\cdot\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} M_{k}(\boldsymbol{\theta})\right)\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))\right)+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) \\
= & \boldsymbol{M}(\boldsymbol{\theta})+\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+\frac{1}{2 D} \boldsymbol{q}_{D}+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right)
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}=\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\left[(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))-\frac{1}{2 D} \boldsymbol{q}_{D}\right]+o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) \tag{A.2}
\end{equation*}
$$

By substituting (A.2) in (4.3), we obtain

$$
\begin{aligned}
b_{d}(\boldsymbol{\theta})= & \left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime} D\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\left\{E[\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta})]-\frac{1}{2 D} E\left[\boldsymbol{q}_{D}\right]\right\} \\
& +\frac{1}{2} E\left[\sqrt{D}\left[(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))^{\prime}-\frac{1}{2 D} \boldsymbol{q}^{\prime}{ }_{D}\right]\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} g_{d}(\boldsymbol{\theta})\right)\right. \\
& \left.\cdot\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1} \sqrt{D}\left[(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))-\frac{1}{2 D} \boldsymbol{q}_{D}\right]\right]+D o\left(\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}\right) .
\end{aligned}
$$

On the one hand, we substitute $\boldsymbol{M}(\hat{\boldsymbol{\theta}})$ by $\hat{\boldsymbol{M}}$, so that $E[\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta})]=E[\hat{\boldsymbol{M}}-\boldsymbol{M}(\boldsymbol{\theta})]=0$. All the quadratic forms in the second summand containing $\boldsymbol{q}_{D}$ are $o(1)$. Therefore

$$
\begin{aligned}
b_{d}(\boldsymbol{\theta})= & -\frac{1}{2}\left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1} E\left[\boldsymbol{q}_{D}\right] \\
& +\frac{1}{2} E\left[\sqrt{D}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))^{\prime}\left(\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1}\right)^{\prime}\left(\frac{\partial^{2}}{\partial \boldsymbol{\theta}^{2}} g_{d}(\boldsymbol{\theta})\right)\right. \\
& \left.\cdot\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1} \sqrt{D}(\boldsymbol{M}(\hat{\boldsymbol{\theta}})-\boldsymbol{M}(\boldsymbol{\theta}))\right]+o(1) \\
= & \frac{1}{2}\left\{E\left[r_{D, d}\right]-\left(\frac{\partial}{\partial \boldsymbol{\theta}} g_{d}(\boldsymbol{\theta})\right)^{\prime}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\boldsymbol{\theta})\right)^{-1} E\left[\boldsymbol{q}_{D}\right]\right\}+o(1)=B_{d}(\boldsymbol{\theta})+o(1) .
\end{aligned}
$$

## A.3. MSE Components

The MSE estimators $m s e^{0}\left(\hat{\mu}_{d}\right)$ and $m s e^{1}\left(\hat{\mu}_{d}\right)$ given by (4.4) have the components $g_{d}, c_{d}$ and $B_{d}$. This appendix gives algorithms for approximating them.

The term $g_{d}(\hat{\boldsymbol{\theta}})$ can be approximated by $\hat{g}_{d}(\hat{\boldsymbol{\theta}})=\hat{E}\left[\hat{\mu}_{d}^{2}(\hat{\boldsymbol{\theta}})\right]-\hat{E}\left[\hat{\mu}_{d}^{2}(\hat{\boldsymbol{\theta}})\right]$, where the expectations are calculated by Monte Carlo simulation. This is to say, generate $v_{d}^{(s)}$ to be i.i.d. $N(0,1)$ random variables and $v_{d}^{(S+s)}=-v_{d}^{(s)}, s=1, \ldots, S$, and calculate

$$
\begin{aligned}
& \hat{E}\left[\mu_{d}^{2}(\hat{\boldsymbol{\theta}})\right]=\frac{1}{2 S} \sum_{s=1}^{2 S}\left(\sum_{k=1}^{K} N_{d k} \frac{\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\phi} v_{d}^{(s)}\right\}}{1+\exp \left\{z_{k} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}}\right)^{2}, \\
& \hat{E}\left[\hat{\mu}_{d}^{2}(\hat{\boldsymbol{\theta}})\right]=\sum_{j=0}^{n_{d}} \hat{\psi}_{d}^{2}(j, \hat{\boldsymbol{\theta}}) \hat{p}_{d}(j, \hat{\boldsymbol{\theta}})
\end{aligned}
$$

where $\hat{\psi}_{d}\left(y_{d .}, \hat{\boldsymbol{\theta}}\right)=\sum_{k=1}^{K} N_{d k} \frac{\hat{A}_{d k}^{z}}{\hat{C}_{d}}$ and

$$
\hat{p}_{d}(j, \hat{\boldsymbol{\theta}})=\sum_{\boldsymbol{y} \in S_{n_{d} j}}\left\{\exp \left\{\sum_{i=1}^{n_{d}} y_{i} \boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}\right\} \frac{1}{2 S} \sum_{s=1}^{2 S} \exp \left\{j \hat{\phi} v_{d}^{(s)}-\sum_{i=1}^{n_{d}} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\phi} v_{d}^{(s)}\right\}\right]\right\}\right\}
$$

The term $c_{d}(\hat{\boldsymbol{\theta}})$ can be approximated by

$$
\hat{c}_{d}(\hat{\boldsymbol{\theta}})=\sum_{j=1}^{n_{d}}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \hat{\psi}_{d}(j, \hat{\boldsymbol{\theta}})\right)^{\prime} \hat{\boldsymbol{V}}(\hat{\boldsymbol{\theta}})\left(\frac{\partial}{\partial \boldsymbol{\theta}} \hat{\psi}_{d}(j, \hat{\boldsymbol{\theta}})\right) \hat{p}_{d}(j, \hat{\boldsymbol{\theta}})
$$

where $\hat{\boldsymbol{V}}(\hat{\boldsymbol{\theta}})=D \widehat{\mathrm{var}}_{B}(\hat{\boldsymbol{\theta}})$.
The bias correction term $B_{d}(\boldsymbol{\theta})$ can be approximated by parametric bootstrap, that is

1. Fit the model to the sample and calculate $\hat{\boldsymbol{\theta}}, \boldsymbol{R}_{d}(\hat{\boldsymbol{\theta}}), \boldsymbol{M}(\hat{\boldsymbol{\theta}})$ and $\boldsymbol{Q}_{k}(\hat{\boldsymbol{\theta}})$.
2. Generate bootstrap samples $\left\{y_{d j}^{(b)}: d=1, \ldots, D, j=1, \ldots, n_{d}\right\}, b=1, \ldots, B$, from the fitted model.
3. For each bootstrap sample, calculate $\Delta_{D}^{(b)}=\sqrt{D}\left(\hat{\boldsymbol{M}}^{(b)}-\boldsymbol{M}(\hat{\boldsymbol{\theta}})\right)$, where $\hat{\boldsymbol{M}}^{(b)}$ $=\operatorname{col}_{1 \leq k \leq p+1}\left(\hat{M}_{k}^{(b)}\right), \hat{M}_{k}^{(b)}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} y_{d j}^{(b)} x_{d j k}, k=1, \ldots, p, \hat{M}_{p+1}^{(b)}=\sum_{d=1}^{D}\left(y_{d .}^{(b)}\right)^{2}$, and calculate

$$
r_{D, d}^{(b)}=\Delta_{D}^{(b))^{\prime}} \boldsymbol{R}_{d}(\hat{\boldsymbol{\theta}}) \Delta_{D}^{(b)}, \quad q_{D k}^{(b)}=\Delta_{D}^{(b)^{\prime}} \boldsymbol{Q}_{k}(\hat{\boldsymbol{\theta}}) \Delta_{D}^{(b)}, \quad \boldsymbol{q}_{D}^{(b)}=\operatorname{col}_{1 \leq k \leq p+1}\left(q_{D k}^{(b)}\right)
$$

4. Calculate $\hat{E}_{B}\left[r_{D, d}\right]=\frac{1}{B} \sum_{b=1}^{B} r_{D, d}^{(b)}, \hat{E}_{B}\left[\boldsymbol{q}_{D}\right]=\frac{1}{B} \sum_{b=1}^{B} \boldsymbol{q}_{D}^{(b)}$.
5. Output: $\hat{B}_{d}(\hat{\boldsymbol{\theta}})=\frac{1}{2}\left\{\hat{E}_{B}\left[r_{D, d}\right]-\left(\frac{\partial}{\partial \boldsymbol{\theta}} \hat{g}_{d}(\hat{\boldsymbol{\theta}})\right)^{\prime}\left(\frac{\partial}{\partial \boldsymbol{\theta}} \boldsymbol{M}(\hat{\boldsymbol{\theta}})\right)^{-1} \hat{E}_{B}\left[\boldsymbol{q}_{D}\right]\right\}$.

## A.4. Derivatives Needed to Calculate MSE Components

To calculate the approximation of the terms $c_{d}$ and particularly $B_{d}$ we need to evaluate first and second order derivatives of $g_{d}(\boldsymbol{\theta})$ and $M_{k}(\boldsymbol{\theta})$ (cf. Proposition 4.1.). In this appendix we present formulas for derivatives of these and other necessary terms with respect to parameters $\beta_{r}, r=1, \ldots, p$, in the case of first order and with respect to $\beta_{s} \beta_{r}$, $r, s=1, \ldots, p$, in the case of second order. The derivatives with respect to $\phi, \beta_{r} \phi$ and $\phi^{2}$ can be obtained in a similar form and they are omitted here $U_{\text {nauthenticated }}$

## A.4.1. Derivatives of $\boldsymbol{M}(\boldsymbol{\theta})$

We recall that $\boldsymbol{M}(\boldsymbol{\theta}) \underset{\substack{1 \leq k \leq p+1}}{\operatorname{col}}\left(M_{k}(\boldsymbol{\theta})\right)$, where

$$
\begin{aligned}
M_{k}(\boldsymbol{\theta}) & =\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} E_{\theta}\left[y_{d j}\right] x_{d j k}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} x_{d j k} E_{v}\left[p_{d j}\right], \\
M_{p+1}(\boldsymbol{\theta}) & =\sum_{d=1}^{D} E_{\boldsymbol{\theta}}\left[y_{d .}^{2}\right]=\sum_{d=1}^{D} E_{v}\left[\sum_{j=1}^{n_{d}} p_{d j}\left(1-p_{d j}\right)+\left(\sum_{j=1}^{n_{d}} p_{d j}\right)^{2}\right] .
\end{aligned}
$$

Let us define $\xi_{d}=\sum_{j=1}^{n_{d}} p_{d j}$ for $p_{d j}$ given in (2.3) and note that

$$
\frac{\partial p_{d j}}{\partial \beta_{r}}=x_{d j r} p_{d j}\left(1-p_{d j}\right), \quad \frac{\partial p_{d j}\left(1-p_{d j}\right)}{\partial \beta_{r}}=x_{d j r} p_{d j}\left(1-p_{d j}\right)\left(1-2 p_{d j}\right)
$$

and

$$
\frac{\partial\left(p_{d j}-\xi_{d}\right)}{\partial \beta_{s}}=x_{d j s} p_{d j}\left(1-p_{d j}\right)-\sum_{i=1}^{n_{d}} p_{d i}\left(1-p_{d i}\right) x_{d i s}
$$

The first and second order partial derivatives of $M_{k}(\boldsymbol{\theta})$ are for $k, r, s=1, \ldots, p$

$$
\begin{gathered}
\frac{\partial M_{k}}{\partial \beta_{r}}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} x_{d j k} x_{d j r} E_{v}\left[p_{d j}\left(1-p_{d j}\right)\right], \\
\frac{\partial M_{p+1}}{\partial \beta_{r}}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} x_{d j r} E_{v}\left[p_{d j}\left(1-p_{d j}\right)\left\{1-2\left(p_{d j}-\xi_{d}\right)\right\}\right], \\
\frac{\partial^{2} M_{k}}{\partial \beta_{s} \partial \beta_{r}}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} x_{d j k} x_{d j r} x_{d j s} E_{v}\left[p_{d j}\left(1-p_{d j}\right)\left(1-2 p_{d j}\right)\right], \\
\frac{\partial^{2} M_{p+1}}{\partial \beta_{s} \partial \beta_{r}}=\sum_{d=1}^{D} \sum_{j=1}^{n_{d}} x_{d j r} E_{v}\left[x_{d j s} p_{d j}\left(1-p_{d j}\right)\left(1-2 p_{d j}\right)\left\{1-2\left(p_{d j}-\xi_{d}\right)\right\}\right. \\
\left.\quad-2 p_{d j}^{2}\left(1-p_{d j}\right)^{2} x_{d j s}+2 p_{d j}\left(1-p_{d j}\right) \sum_{i=1}^{n_{d}} p_{d i}\left(1-p_{d i}\right) x_{d i s}\right] .
\end{gathered}
$$

## A.4.2. Derivatives of $C_{d}(j, \boldsymbol{\theta})$ and $A_{d k}^{z}(j, \boldsymbol{\theta})$

Let us denote

$$
R_{d}\left(\boldsymbol{\theta}, j, v_{d}\right)=R_{d}(j)=\exp \left\{j \phi v_{d}-\sum_{i=1}^{n_{d}} \log \left[1+\exp \left\{\boldsymbol{x}_{d i} \boldsymbol{\beta}+\phi v_{d}\right\}\right]\right\}
$$

Then $C_{d}$, defined in (3.1), can be written for $y_{d .}=j$ in the form

$$
\begin{equation*}
C_{d}(j, \boldsymbol{\theta})=C_{d}(j)=\int_{R} R_{d}\left(\boldsymbol{\theta}, j, v_{d}\right) f\left(v_{d}\right) d v_{d} \tag{A.3}
\end{equation*}
$$

and its first and second order partial derivatives are

$$
\begin{aligned}
\frac{\partial C_{d}(j)}{\partial \beta_{r}}= & -\int_{R} R_{d}(j)\left(\sum_{i=1}^{n_{d}} p_{d i} x_{d i r}\right) f\left(v_{d}\right) d v_{d}, \\
\frac{\partial^{2} C_{d}(j)}{\partial \beta_{s} \partial \beta_{r}}= & \int_{R} R_{d}(j)\left\{\left(\sum_{i=1}^{n_{d}} p_{d i} x_{d i r}\right)\left(\sum_{i=1}^{n_{d}} p_{d i} x_{d i s}\right)\right. \\
& \left.-\sum_{i=1}^{n_{d}} p_{d i}\left(1-p_{d i}\right) x_{d i r} x_{d i s}\right\} f\left(v_{d}\right) d v_{d} .
\end{aligned}
$$

The term $A_{d k}^{z}$, defined in (3.5), can be expressed for $y_{d .}=j$ and $q_{d k}$, given in (3.2), as

$$
A_{d k}^{z}(j, \boldsymbol{\theta})=A_{d k}^{z}(j)=\int_{R} q_{d k} R_{d}\left(\boldsymbol{\theta}, j, v_{d}\right) f\left(v_{d}\right) d v_{d}
$$

and its first and second order partial derivatives are

$$
\begin{aligned}
\frac{\partial A_{d k}^{z}(j)}{\partial \beta_{r}}= & \int_{R} q_{d k} R_{d}(j)\left\{\left(1-q_{d k}\right) z_{k r}-\sum_{i=1}^{n_{d}} p_{d i} x_{d i r}\right\} f\left(v_{d}\right) d v_{d} \\
\frac{\partial^{2} A_{d d}^{z}(j)}{\partial \beta_{s} \partial \beta_{r}}= & \int_{R} q_{d k}\left(1-q_{d k}\right) z_{k s} R_{d}(j)\left\{\left(1-q_{d k}\right) z_{k r}-\sum_{i=1}^{n_{d}} p_{d i} x_{d i r}\right\} f\left(v_{d}\right) d v_{d} \\
& -\int_{R} q_{d k} R_{d}(j)\left(\sum_{i=1}^{n_{d}} p_{d i} x_{d i s}\right)\left\{\left(1-q_{d k}\right) z_{k r}-\sum_{i=1}^{n_{d}} p_{d i} x_{d i r}\right\} f\left(v_{d}\right) d v_{d} \\
& +\int_{R} q_{d k} R_{d}(j)\left\{-q_{d k}\left(1-q_{d k}\right) z_{k r} z_{k s}-\sum_{i=1}^{n_{d}} p_{d i}\left(1-p_{d i}\right) x_{d i r} x_{d i s}\right\} f\left(v_{d}\right) d v_{d}
\end{aligned}
$$

## A.4.3. Derivatives of $p_{d}(j, \boldsymbol{\theta})$

From the definitions of $p_{d}(j, \boldsymbol{\theta})=p_{d}(j)$ in (4.1) and of $C_{d}(j, \boldsymbol{\theta})=C_{d}(j)$ in (A.3), it follows that

$$
p_{d}(j, \boldsymbol{\theta})=\sum_{\boldsymbol{y} \in S_{n_{d} j}}\left[\exp \left\{\sum_{i=1}^{n_{d}} y_{i} \boldsymbol{x}_{d i} \boldsymbol{\beta}\right\} C_{d}(j, \boldsymbol{\theta})\right] .
$$

So that the first- and second-order partial derivatives of $p_{d}(j)$ are

$$
\frac{\partial p_{d}(j)}{\partial \boldsymbol{\beta}_{r}}=\sum_{\boldsymbol{y} \in S_{n_{d} j}} \exp \left\{\sum_{i=1}^{n_{d}} y_{i} \boldsymbol{x}_{d i} \boldsymbol{\beta}\right\}\left[\left(\sum_{i=1}^{n_{d}} y_{i} x_{d i r}\right) C_{d}(j)+\frac{\partial C_{d}(j)}{\partial \boldsymbol{\beta}_{r}}\right]
$$

$$
\begin{aligned}
\frac{\partial^{2} p_{d}(j)}{\partial \beta_{s} \partial \beta_{r}}= & \sum_{y \in S_{n_{d} j}} \exp \left\{\sum_{i=1}^{n_{d}} y_{i} \boldsymbol{x}_{d i} \boldsymbol{\beta}\right\}\left[\left(\sum_{i=1}^{n_{d}} y_{i} x_{d i r}\right)\left(\sum_{i=1}^{n_{d}} y_{i} x_{d i s}\right) C_{d}(j)\right. \\
& \left.+\left(\sum_{i=1}^{n_{d}} y_{i} x_{d i r}\right) \frac{\partial C_{d}(j)}{\partial \beta_{s}}+\left(\sum_{i=1}^{n_{d}} y_{i} x_{d i s}\right) \frac{\partial C_{d}(j)}{\partial \beta_{r}}+\frac{\partial^{2} C_{d}(j)}{\partial \beta_{s} \partial \beta_{r}}\right]
\end{aligned}
$$

## A.4.4. Derivatives of $\psi_{d}\left(y_{d}, \boldsymbol{\theta}\right)$

The first- and second-order partial derivatives of

$$
\psi_{d}(j, \boldsymbol{\theta})=\psi_{d}(j)=\sum_{k=1}^{K} N_{d k} \frac{A_{d k}^{z}(j)}{C_{d}(j)}
$$

defined in (3.4), are

$$
\begin{aligned}
\frac{\partial \psi_{d}(j, \boldsymbol{\theta})}{\partial \theta_{r}}= & \sum_{k=1}^{K} N_{d k}\left\{\frac{\frac{\partial A_{d k}^{z}(j)}{\partial \theta_{r}}}{C_{d}(j)}-\frac{A_{d k}^{z}(j) \frac{\partial C_{d}(j)}{\partial \theta_{r}}}{C_{d}^{2}(j)}\right\}, \\
\frac{\partial^{2} \psi_{d}(j, \boldsymbol{\theta})}{\partial \theta_{s} \partial \theta_{r}}= & \sum_{k=1}^{K} N_{d k}\left\{\frac{\frac{\partial^{2} A_{d k}^{z}(j)}{\partial \theta_{s} \partial \theta_{r}}}{C_{d}(j)}-\frac{\frac{\partial A_{d k}^{z}(j)}{\partial \theta_{r}} \frac{\partial C_{d}(j)}{\partial \theta_{s}}+\frac{\partial A_{d k}^{z}(j)}{\partial \theta_{s}} \frac{\partial C_{d}(j)}{\partial \theta_{r}}+A_{d k}^{z}(j) \frac{\partial^{2} C_{d}(j)}{\partial \theta_{s} \partial \theta_{r}}}{C_{d}^{2}(j)}\right. \\
& \left.+\frac{2 A_{d k}^{z}(j) \frac{\partial C_{d}(j)}{\partial \theta_{s}} \frac{\partial C_{d}(j)}{\partial \theta_{r}}}{C_{d}^{3}(j)}\right\} .
\end{aligned}
$$

## A.4.5. Derivatives of $g_{d}(\boldsymbol{\theta})$

We recall that

$$
g_{d}(\boldsymbol{\theta})=\int_{R}\left(\sum_{k=1}^{K} N_{d k} q_{d k}\left(\boldsymbol{\theta}, v_{d}\right)\right)^{2} f\left(v_{d}\right) d v_{d}-\sum_{j=0}^{n_{d}} \psi_{d}^{2}(j, \boldsymbol{\theta}) p_{d}(j, \boldsymbol{\theta})
$$

The first order partial derivatives of $g_{d}(\boldsymbol{\theta})$ are

$$
\begin{aligned}
\frac{\partial g_{d}(\boldsymbol{\theta})}{\partial \beta_{r}}= & 2 \int_{R}\left(\sum_{k=1}^{K} N_{d k} q_{d k}\right)\left(\sum_{k=1}^{K} N_{d k} q_{d k}\left(1-q_{d k}\right) z_{k r}\right) f\left(v_{d}\right) d v_{d} \\
& -2 \sum_{j=0}^{n_{d}} \psi_{d}(j) \frac{\partial \psi_{d}(j)}{\partial \beta_{r}} p_{d}(j)-\sum_{j=0}^{n_{d}} \psi_{d}^{2}(j) \frac{\partial p_{d}(j)}{\partial \beta_{r}}
\end{aligned}
$$

The second order partial derivatives of $g_{d}(\boldsymbol{\theta})$ are

$$
\begin{aligned}
\frac{\partial^{2} g_{d}(\boldsymbol{\theta})}{\partial \beta_{s} \partial \beta_{r}} & =2 \int_{R}\left(\sum_{k=1}^{K} N_{d k} q_{d k}\left(1-q_{d k}\right) z_{k s}\right)\left(\sum_{k=1}^{K} N_{d k} q_{d k}\left(1-q_{d k}\right) z_{k r}\right) f\left(v_{d}\right) d v_{d} \\
& +2 \int_{R}\left(\sum_{k=1}^{K} N_{d k} q_{d k}\right)\left(\sum_{k=1}^{K} N_{d k} q_{d k}\left(1-q_{d k}\right)\left(1-2 q_{d k}\right) z_{k r} z_{k s}\right) f\left(v_{d}\right) d v_{d} \\
& -2 \sum_{j=0}^{n_{d}} \frac{\partial \psi_{d}(j)}{\partial \beta_{s}} \frac{\partial \psi_{d}(j)}{\partial \beta_{r}} p_{d}(j)-2 \sum_{j=0}^{n_{d}} \psi_{d}(j) \frac{\partial^{2} \psi_{d}(j)}{\partial \beta_{s} \partial \beta_{r}} p_{d}(j)-2 \sum_{j=0}^{n_{d}} \psi_{d}(j) \frac{\partial \psi_{d}(j)}{\partial \beta_{r}} \frac{\partial p_{d}(j)}{\partial \beta_{s}} \\
& -2 \sum_{j=0}^{n_{d}} \psi_{d}(j) \frac{\partial \psi_{d}(j)}{\partial \beta_{s}} \frac{\partial p_{d}(j)}{\partial \beta_{r}}-\sum_{j=0}^{n_{d}} \psi_{d}^{2}(j) \frac{\partial^{2} p_{d}(j)}{\partial \beta_{s} \partial \beta_{r}} .
\end{aligned}
$$

## A.4.6. Approximations of the Derivatives

The integrals appearing in the described derivatives can be approximated by Monte Carlo simulation. To illustrate the procedure, we present the corresponding formulas used to approximate the derivatives of the term $C_{d}(j)$ derived in Section A.4.2. The approximations of the derivatives of the remaining terms can be done in a similar way.

For $s=1, \ldots, S$, let $v_{d}^{(s)}$ be i.i.d. $N(0,1)$ random variables and $v_{d}^{(S+s)}=-v_{d}^{(s)}$. The partial derivatives of $C_{d}(j)$ can be approximated as follows:

$$
\begin{aligned}
\frac{\partial \hat{C}_{d}(j)}{\partial \beta_{r}}= & -\frac{1}{2 S} \sum_{s=1}^{2 S} \hat{R}_{d}^{(s)}(j)\left(\sum_{i=1}^{n_{d}} \hat{p}_{d i}^{(s)} x_{d i r}\right), \\
\frac{\partial^{2} \hat{C}_{d}(j)}{\partial \beta_{s} \partial \beta_{r}}= & \frac{1}{2 S} \sum_{s=1}^{2 S} \hat{R}_{d}^{(s)}(j)\left\{\left(\sum_{i=1}^{n_{d}} \hat{p}_{d i}^{(s)} x_{d i r}\right)\left(\sum_{i=1}^{n_{d}} \hat{p}_{d i}^{(s)} x_{d i s}\right)\right. \\
& \left.-\sum_{i=1}^{n_{d}} \hat{p}_{d i}^{(s)}\left(1-\hat{p}_{d i}^{(s)}\right) x_{d i r} x_{d i s}\right\}
\end{aligned}
$$

where

$$
\hat{R}_{d}^{(s)}(j)=R\left(\hat{\boldsymbol{\theta}}, j, v_{d}^{(s)}\right) \quad \text { and } \quad \hat{p}_{d i}^{(s)}=\frac{\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\phi} v_{d}^{(s)}\right\}}{1+\exp \left\{\boldsymbol{x}_{d i} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\phi}} v_{d}^{(s)}\right\}}
$$
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# A Simulation Study of Weighting Methods to Improve Labour-Force Estimates of Immigrants in Ireland 

Nancy Duong Nguyen ${ }^{1}$, Órlaith Burke ${ }^{2}$ and Patrick Murphy ${ }^{3}$


#### Abstract

As immigration has become a global phenomenon in recent years, a number of European countries, including Ireland, have experienced an influx of immigrants, causing a shift in their national demographics. Therefore, it is important that the EU-LFS yield reliable labour-force estimates not only for the whole population, but also for the immigrant population.

This article uses simulation techniques to compare the effectiveness of four different weighting mechanisms in order to improve the precision of the labour-force estimates from the Irish component of the European Union Labour Force Survey (EU-LFS) called the Quarterly National Household Survey (QNHS). The four weighting methodologies for comparison include the original and the current weighting scheme of the QNHS as well as our two proposed alternative weighting schemes. The simulation results show that by modifying the current QNHS weighting mechanism, we can improve the accuracy of the labour-force estimates of the immigrant population in Ireland without affecting the estimates of the whole population and the Irish nationals.

This article highlights potential issues that other countries with new immigrant populations may face when using the EU-LFS for immigration research, and our recommendations may be useful to researchers and national statistical offices in such countries.


Key words: Quarterly National Household Survey; calibrated weights; poststratification; raking ratio; nonresponse.

## 1. Introduction

During the past two decades, Ireland has experienced large-scale immigration, especially following the enlargement of the European Union (EU) in 2004. Along with the United Kingdom (UK) and Sweden, Ireland was one of only three Old Member States (OMS) that allowed nationals from New Member States (NMS) to access its labour market directly. That resulted in an influx of immigrants from the accession countries to Ireland after 2004. By 2014, approximately twelve per cent of its population were foreign nationals, putting Ireland in sixth place (after Luxembourg, Latvia, Cyprus, Estonia, and Austria) among the

[^6]28 EU countries for the highest proportion of non-nationals in the population (Central Statistics Office 2015a; Eurostat 2015). Therefore, understanding Ireland's immigrants plays an important role in understanding Ireland's population as a whole.

Of all the national surveys in Ireland, the Quarterly National Household Survey (QNHS), conducted by the Central Statistics Office (CSO), is most widely used for immigration research. The QNHS is the Irish component of the EU Labour Force Survey (LFS) with the primary purpose of producing official statistics on the labour force in Ireland. Considering the significant number of foreign nationals living in Ireland and the growing literature on their assimilation into the Irish society (for example: Barrett and Duffy 2008; O'Connell and McGinnity 2008; Barrett et al. 2011; Kingston et al. 2013), it is important for the QNHS to produce reliable estimates on the labour-market participation of immigrants. This can be achieved by ensuring the representativeness of the QNHS samples not only for the whole population of Ireland, but also for the main nationality groups.

Being a voluntary sample survey, the QNHS suffers from nonresponse and other sampling and nonsampling errors, leading to unrepresentative samples. To account for this, the CSO constructs weights for the QNHS such that weighted samples match population estimates on a number of variables of interest. Since the introduction of the QNHS in 1997, its weighting scheme was modified once in the third quarter (Q3) of 2006 to reflect the change in Ireland's demographics following the EU enlargement. The effectiveness of the pre-Q3-2006 and the current (post-Q3-2006) QNHS weighting schemes for measuring the main characteristics of the immigrant population in Ireland has been examined by Nguyen and Murphy (2015). By comparing the pre-Q3-2006 weighted estimates from the QNHS with the Census 2006 figures and comparing the post-Q3-2006 weighted estimates with the Census 2011, Nguyen and Murphy (2015) come to two conclusions. First, the pre-Q3-2006 weights are not reliable for immigration research. Second, the current weighting scheme performs better than the pre-Q3-2006 scheme with regards to matching the Census figures, but the improvement in performance is minor.

A limitation to the work of Nguyen and Murphy (2015) is its inability to directly compare the efficiency of the pre-Q3-2006 weighting scheme with that of the current scheme. It is not possible to do so in that empirical study because the QNHS data sets do not come with both the pre-Q3-2006 and the post-Q3-2006 weights. Moreover, variables on strata and clusters used in the QNHS design are not available due to data confidentiality rules. Therefore, researchers are unable to calculate their own pre-Q3-2006 and post-Q32006 weights using a real QNHS sample. As a result, one can only compare the efficiency of these two weighting schemes using simulation.

In this article, we re-examine the performance of the pre-Q3-2006 and the current weighting scheme of the QNHS on simulated samples as well as extend the work of Nguyen and Murphy (2015) by proposing two other weighting schemes that can serve as the alternatives to the current QNHS weighting methodology. They are referred to as the modified QNHS and the raking-ratio scheme. We compare the effectiveness of the existing and the proposed QNHS weighting mechanisms for immigration research using simulation exercises.

It should be noted that this is the first time the effects of the QNHS weighting schemes have been examined using simulation and also the first time that alternativaseweighting
schemes have been suggested for Ireland's QNHS. Within Europe, there are studies investigating the overall effectiveness of the LFS weighting schemes in Sweden (Hörngren 1992), Finland (Djerf and Väisänen 1993; Djerf 1997), and Norway (Thomsen and Holmøy 1998), as well as their effectiveness specifically for immigration research in Norway (Villund 2010) and in Spain (Martí and Ródenas 2012). These studies are similar to ours in their objectives; however, differences in survey designs and weighting methodologies of the LFS in these countries lead to differences in the methods used in their studies and ours. In general, countries with extensive registers such as Sweden, Finland, and Norway can have more complex weighting methodologies than those without population registers (i.e Ireland). Subsequently, weighting schemes that are proposed for these register countries may not be suitable for other countries.

In summary, the aim of this article is to use simulation to compare the effectiveness of four different weighting methodologies in improving the precision of the labour-force estimates of Ireland's whole population and its main nationality groups. In Ireland, we group the nationalities into five main groups of Irish, UK, OMS, NMS, and Other Nationals. The four weighting schemes are the pre-Q3-2006, the current QNHS, the modified QNHS and the raking-ratio weighting scheme.

We begin with a brief overview of the theory of calibration and a detailed description of the existing and proposed weighting schemes. This is followed by a description of the simulation procedure, corresponding results, and conclusion.

## 2. Calibration Techniques

In survey sampling, calibration refers to the process of reweighting samples such that the final weighted samples are consistent with the population with regards to characteristics of interest. In this section, we will start with the general theory of calibration and its notation, then describe in detail the four weighting methods for comparison.

Suppose that we have a population $U$ of size $N$ and an initial sample $s$ of size $n_{s}$ selected from population $U$ using probability sampling $\left(s \subset U, n_{s} \leq N\right)$. Let $\pi_{k}$ be the probability of selection and $d_{k}$ be the design weight of the $k$ th individual $(k \in s)$ such that $d_{k}=1 / \pi_{k}$. In an ideal world without nonresponse and other sampling and nonsampling errors, the design weight would be the final weight. In reality, this is rarely the case for voluntary sample surveys. Suppose that only $n_{r}$ individuals out of the initial $n_{s}$ selected participants respond to the survey ( $n_{r} \leq n_{s} \leq N$ ). Let $r$ denote the sample of $n_{r}$ respondents $(r \subset s \subset U)$.

The aim of calibration is to find the final weights $w_{k}(k \in r)$ that are "as close as possible" to the design weights $d_{k}$ such that the resulting weighted samples match known population estimates for a select number of characteristics (Deville and Särndal 1992). These known population estimates, referred to as auxiliary data, are retrieved from external sources such as the Census, population registers, and other administrative sources. It is well known in survey sampling that proper use of auxiliary information at the estimation stage can reduce bias, improve the precision of variables of interest, and impose consistency with results from other sources (Zhang 2000; Särndal and Lundström 2005; Särndal 2007). In the following subsections, we will discuss two specific calibration techniques called poststratification and raking ratio and their application to the QNHS.

### 2.1. Poststratification

Poststratification is a classical technique used in survey sampling to adjust for nonresponse bias and improve precision of estimates of variables of interest (Thomsen 1973; Thomsen 1978; Holt and Smith 1979; Jagers 1986). Its concept is similar to that of stratification but strata (referred to as poststrata) are formed after the samples are taken, rather than at the design stage.

Poststratification is a type of calibration approach as it calculates calibrated weights under the constraint that the weighted samples match population estimates broken down by post-strata. These poststrata are formed from the cross tabulation of the auxiliary variables. For example, if we want to poststratify a sample by three age groups and sex, we obtain a cross-tabulated table of six cells. These are the six poststrata, and sex and age are the two auxiliary variables. Poststratification requires a known population count for each of these cells. It then constructs calibrated weights to ensure a perfect match between the sample weighted total and the actual population total for all the cells in the tabulated table. Hence, poststratification is commonly referred to as calibration on known cell counts (Deville and Särndal 1992; Deville et al. 1993).

The poststrata are $H$ disjoint groups such that $U=\cup_{h=1}^{H} U_{h}$ and $r=\cup_{h=1}^{H} r_{h}$. The population size and the sample size of the $h$ th poststratum are $N_{h}$ and $n_{r_{h}}$, respectively. Assume that the population total $N_{h}$ is known for each poststratum $h=\{1,2, \ldots, H\}$. In poststratification, the design weight $d_{k}$ for each $k \in r_{h}$ is adjusted by a factor of $N_{h} /\left(\sum_{k \in r_{h}} d_{k}\right)$, which is the ratio between the true population count and the estimated population count from the sample. The new calibrated weight has the form $w_{k}=d_{k}\left(N_{h} /\left(\sum_{k \in r_{h}} d_{k}\right)\right)$. When these calibrated weights $w_{k}$ are used, the weighted sample will match the population totals for all poststrata.

Poststratification is straightforward to implement and widely used by National Statistical Institutes (NSIs) around the world including the CSO in Ireland.

### 2.1.1. The QNHS Pre-Q3-2006 Weighting Scheme

Between 1997 and Q3 2006, the CSO used simple poststratification to construct its weights based on Age, Sex, and Region. Specifically, the QNHS samples were poststratified by 18 age groups (in five year increments from 0 to 85+ years), sex, and eight NUTS3 regions (Border, Dublin, Midland, Mid-East, Mid-West, South-East, South-West, and West). This resulted in the calibration of 288 poststrata, and the weighted samples matched population estimates for all of these poststrata. In Ireland, population estimates are obtained from the latest Census adjusted for migration and vital statistics (Central Statistics Office 2014).

Within the EU, a number of countries such as Belgium, the Czech Republic, Greece, Cyprus, Luxembourg, Poland, Slovenia, Slovakia, Malta, and Germany currently use poststratification in their calculations of weights for the LFS (Eurostat 2014).

### 2.1.2. The Current QNHS Weighting Scheme

Since Q3 2006, the CSO has constructed weights using two different criteria. The first criterion is exactly that used in the pre-Q3-2006 weighting scheme. In the second criterion, an additional 20 cells are introduced. The QNHS samples are simultaneously poststratified by two age groups (under 15, 15+), sex, and five broad nationalityugreupsterish, UK,


Fig. 1. Diagram of the construction of the QNHS weights (Nguyen and Murphy 2015).
OMS, NMS, and Other). The criteria used in the construction of the pre-Q3-2006 and the current QNHS weights are illustrated in Figure 1. The CALMAR 2 macro in SAS (Sautory 2003) is used to ensure that the current QNHS weights satisfy both criteria simultaneously.

Within the EU, other countries such as Bulgaria, Spain, Italy, Lithuania, the Netherlands, Portugal, Romania, and Macedonia also calibrate their LFS samples using multiple criteria similar to Ireland's current weighting scheme (Eurostat 2014).

### 2.1.3. The Modified QNHS Weighting Scheme

We now propose a modified version of the current QNHS weighting scheme. This new method involves an adjustment to the second criterion while making no change to the first criterion. The second criterion is extended to match population estimates by four age groups (under $15,15-24,25-49,50+$ ). The sex and nationality groups remain unchanged. The weights must now satisfy both of these criteria, that is simultaneous calibrations of 288 cells and 40 cells. As before, this is implemented using the CALMAR 2 macro in SAS. We now introduce another scheme before examining this.

### 2.2. Raking Ratio

While poststratification is a popular calibration technique, there are two scenarios in which it cannot be implemented. The first scenario is when a sample poststratum $r_{h}$ is empty or has an extremely small sample size. The second scenario is when the population count of the poststratum $N_{h}$ is unknown or not reliable. In these situations, survey statisticians may opt for a technique called raking ratio to calibrate their samples.

Formalised originally by Deming and Stephan (1940), raking ratio is a classical method of calculating survey weights when the marginal population count for each auxiliary variable is known, but not the detailed population count for each cell in the crassitapulated
table formed by these auxiliary variables. For example, suppose we want to poststratify a sample by three age groups and sex. Assume that we do not know the population counts for all of these six cells; poststratification is therefore not possible. Suppose that from the latest Census, we know the marginal population totals (i.e the number of males and females in the population, the number of people in each of the three age brackets in the population). In this case, we can use the raking ratio method, a reliable alternative technique to poststratification, to calculate the survey weights (Deville et al. 1993). Hence, raking ratio can be referred to as incomplete post-stratification or calibration on known marginal counts (Deville and Särndal 1992; Deville et al. 1993).

Suppose that we want to calibrate a sample using two auxiliary variables with $I$ and $J$ number of levels, resulting in a cross-tabulated table of $I \times J$ cells. Let $N_{i+}$ (for $i=\{1,2, \ldots I\}$ ) denote the marginal population count for the $i$ th row, and let $N_{+j}$ (for $j=\{1,2, \ldots J\}$ ) denote the marginal population count for the $j$ th column of the crosstabulated table. Assume that $N_{i+}$ and $N_{+j}$ are known. Raking ratio uses iterative steps to obtain the calibrated weights such that the final weighted marginal counts from the sample for all $I$ rows and $J$ columns match their corresponding marginal population counts. This procedure can be easily extended to more than two auxiliary variables (Kalton 1983).

### 2.2.1. Raking Ratio for the QNHS

The CSO uses poststratification to calculate the pre-Q3-2006 and the current QNHS weights. However, poststratification cannot be implemented in two scenarios: first when the poststrata are empty and second when the population counts of the poststrata are unknown or unreliable.

The first scenario can happen, but is most likely not a problem for the QNHS due to their large quarterly sample sizes of approximately 45,000 to 60,000 individuals. In our simulation study, we estimate that empty poststrata occur about one per cent of the time.

The second scenario in which poststratification is not recommended is when the population counts of the poststrata are unknown or not reliable. This was and still is potentially an issue in Ireland, where estimates of population counts are obtained from the latest Census adjusted for migration and vital statistics (Central Statistics Office 2014). The migration statistics come principally from the QNHS. It means that if the QNHS does not capture the migration flow reliably, the migration statistics are not reliable, which subsequently affects the intercensal population estimates. When the Census 2011 figures were released, they revealed that the annual migration statistics between 2006 and 2011 had been underestimated by 75 per cent or 87,000 people (Houses of the Oireachtas 2012). The CSO has since incorporated various administrative data sources to improve its measure of migration statistics, hence, intercensal population estimates. It is, however, not the aim of this article to examine the reliability of Ireland's intercensal population estimates.

When the above scenarios occur, we propose using raking ratio to calculate the QNHS weights. Specifically, raking ratio can be performed using the marginal population counts for 33 margins: 18 age groups (in five-year increments from 0 to $85+$ years), two sex groups, eight NUTS3 regions, and five nationality groups (Irish, UK, OMS, NMS, and Other Nationals). We choose Age, Sex, Region, and Nationality for this weighting method because these four variables are used in the current and the proposed modified QNHS weighting schemes, thus allowing comparability.

It is noted that raking ratio also depends on reliable marginal population counts, so it faces the same issue discussed in the second scenario. However, potentially unreliable intercensal population estimates have a lesser effect on raking ratio than on poststratification because the former does not require detailed cell counts.

Within the EU, the raking-ratio method is used by Austria and Hungary for their LFS weighting methodologies (Eurostat 2014).

### 2.3. Comparison of Weighting Methodologies for the QNHS

Using the CALMAR 2 macro in SAS, we compute the calibrated weights for each of the following weighting schemes and compare the results. The four schemes are:

1. Pre-Q3-2006 QNHS weighting scheme: complete poststratification by Region (eight NUTS3 regions), Sex, and Age (18 age groups).
2. Current QNHS weighting scheme: simultaneous calibrations to allow poststratification by Region (eight NUTS3 regions), Sex, and Age (18 age groups), as well as poststratification by Sex, Age (under 15, 15+), and Nationality groups (Irish, UK, OMS, NMS, Other).
3. Modified QNHS weighting scheme: simultaneous calibrations to allow poststratification by Region (eight NUTS3 regions), Sex, and Age (18 age groups), as well as poststratification by Sex, Age (under 15, 15-24, 25-49, 50+), and Nationality groups (Irish, UK, OMS, NMS, Other).
4. Raking ratio: calibration on known marginal counts of Region (eight NUTS3 regions), Sex, Age (18 age groups), and Nationality groups (Irish, UK, OMS, NMS, Other).

We measure the performance of each method by calculating the total Mean-Squared Error (MSE) and the total Coefficient of Variation (CV) for all categories of the Principal Economic Status (PES). Initially, we also consider bias as a measure of performance. However, our simulation results show that there is no significant difference in bias across the four weighting schemes. It follows that the weighting scheme with the smallest total MSE and the smallest total CV is considered to be the best method.

It should be pointed out that the QNHS is a household survey, which means that households, not individuals, are the final sampling units. However, the pre-Q3-2006 and the current QNHS weighting schemes involve direct adjustment at individual level instead of household level. To be consistent with the existing QNHS schemes, our two proposed weighting methodologies also perform weight adjustment at individual level. This is a common practice among NSIs conducting the EU-LFS. There are only a few countries, such as Spain, Italy, Hungary, and Lithuania, that adjust the EU-LFS weights at both individual and household levels (Eurostat 2014).

## 3. Simulation Procedure and Measures of Performance

### 3.1. Simulation Procedure

The primary purpose of constructing calibrated weights is to attempt to account for nonresponse bias and other sampling and nonsampling errors. Therefore, we generate samples with nonresponse to evaluate the performance of the four weighting shakenesed

First, 900 samples each of approximately 25,000 observations are drawn from an anonymised subset (ten per cent) of the 2011 Irish Census (Minnesota Population Center 2014). These samples are selected using the same two-stage stratified cluster sample design as the QNHS (Central Statistics Office 2011). In the first stage, Primary Sampling Units (PSUs), each containing approximately 75 households, are selected using Probability Proportional to Size Sampling. In the second stage, 15 households are selected from each PSU using Systematic Sampling. All individuals in the selected households are included in the samples.

Next, we generate nonresponse for each sample. Since the QNHS is a household survey, nonresponse is generated at the household level instead of the individual level. We consider the following six nonresponse (NR) scenarios:

- NR1: We randomly remove $20 \%$ of households from the samples. This is consistent with the general nonresponse level of the QNHS.
- NR2: We generate nonresponse based on NUTS3 regions as reported for the QNHS 2013 (Eurostat 2013). The nonresponse rates for the eight NUTS3 regions are: Border (24.10\%), Midland (16.64\%), West (27.30\%), Dublin (26.54\%), Mid-East (22.70\%), Mid-West (23.22\%), South-East (18.45\%), and South-West (19.20\%).
- NR3: Nonresponse is generated for the two NUTS2 regions reported for the QNHS 2013 (Eurostat 2013). The nonresponse rates for the Border-Mid-West region and for the South-East region are $23.67 \%$ and $22.65 \%$, respectively.
- NR4: Nonresponse rates are generated for different household types. There are four types of households: Cohabiting partners without children, Cohabiting partners with children, Lone parents with children, and Other. Their nonresponse rates are estimated using the QNHS 2011 (Q2) and the Irish Census 2011 samples. The estimated nonresponse rates for these four types of households are $16.37 \%, 15.14 \%$, $23.18 \%$, and $17.53 \%$, respectively.
- NR5: Nonresponse rates depend on urbanicity estimated from the EU-SILC 2011 and the Irish Census 2011 samples. The nonresponse rate for urban areas is $25 \%$, and that for the rural areas is $13 \%$. This is consistent with literature that shows that rural areas are more likely to participate in surveys than urban areas (United Nations 2005; King et al. 2009; Pérez-Duarte et al. 2010).
- NR6: Nonresponse rates vary for Irish households and immigrant households. We categorise a household as an immigrant household if two thirds or more than two thirds of its members are foreign nationals. We then estimate the nonresponse rates for Irish households and immigrant households using the QNHS 2011 (Q2) and the Census 2011. They are $17 \%$ and $39 \%$, respectively.

In each of the six nonresponse scenarios, we obtain 900 final samples. For each of the 900 samples, we compute calibrated weights using the four weighting schemes described in Subsection 2.3. We then obtain the overall PES distribution and that for each of the five nationality groups (Irish, UK, OMS, NMS, and Other). In the following subsection, we describe the two measures of performance used to determine the best weighting scheme for the QNHS.

### 3.2. Measures of Performance

The PES indicates the status of each individual in the labour force. It has three categories: Employed, Unemployed, and Inactive. Suppose that their corresponding population percentages are $p_{1}, p_{2}$, and $p_{3}$. Let $\hat{p}_{1}, \hat{p}_{2}$, and $\hat{p}_{3}$ be the weighted sample estimates (in percentage) of those employed, unemployed, and inactive, respectively. Let the estimated mean over the Monte Carlo simulations for each PES category be:

$$
\overline{\hat{p}}_{i}=\frac{1}{900} \sum_{k=1}^{900} \hat{p}_{i k} \quad \text { for } \quad i=1,2,3
$$

and the estimated sampling variance be:

$$
\hat{V}\left(\hat{p}_{i}\right)=\frac{1}{899} \sum_{k=1}^{900}\left(\hat{p}_{i}-\overline{\hat{p}}_{i}\right)^{2} \quad \text { for } \quad i=1,2,3
$$

In our study, we use the MSE and the CV as measures of performance. The MSE measures the accuracy of an estimator and is equal to the average squared distance between each sample estimate and the corresponding true population percentage. On the other hand, the CV measures the relative variability of an estimate and is equal to the ratio of the standard error of the estimate and the estimate itself. We estimate the MSE and the CV using the following formulae, with index $i$ indicating the category of PES and $k$ indicating the simulation index.

1. Estimated Mean-Squared Error (MSE)

$$
\begin{gather*}
\operatorname{MSE}\left(\hat{p}_{i}\right)=\frac{1}{900} \sum_{k=1}^{900}\left(\hat{p}_{i k}-p_{i}\right)^{2}  \tag{1}\\
\operatorname{MS} E(\operatorname{PES})=\sum_{i=1}^{3} \operatorname{MS} \mathrm{E}\left(\hat{p}_{i}\right)=\sum_{i=1}^{3}\left[\frac{1}{900} \sum_{k=1}^{900}\left(\hat{p}_{i k}-p_{i}\right)^{2}\right] \tag{2}
\end{gather*}
$$

2. Estimated Coefficient of Variation (CV)

$$
\begin{gather*}
\widehat{\mathrm{CV}}\left(\hat{p}_{i}\right)=\frac{\sqrt{\hat{V}\left(\hat{p}_{i}\right)}}{\hat{\bar{p}}_{i}} \times 100 \%  \tag{3}\\
\widehat{\mathrm{CV}}(\mathrm{PES})=\sum_{i=1}^{3} \widehat{\mathrm{CV}}\left(\hat{p}_{i}\right)=\sum_{i=1}^{3}\left[\frac{\sqrt{\hat{V}\left(\hat{p}_{i}\right)}}{\overline{\hat{p}}_{i}}\right] \times 100 \% \tag{4}
\end{gather*}
$$

We consider the best weighting scheme to be the one with the smallest MŜE (PES) (2) and the smallest $\widehat{\mathrm{CV}}$ (PES) (4).

### 3.3. MSE and CV Estimation in NSIs

In this article, we use Monte Carlo simulations to estimate the MSE and the CV, which are functions of the sampling variance. In reality, NSIs around Europe estimatenthersampling
variance not only based on Monte Carlo simulation, but also based on analytic or replication methods.

Variance estimation in a complex sample survey is a challenging task. It depends on the type of sampling design, the type of estimator, the type of nonresponse corrections, and the form of statistics (Eurostat 2002). With the QNHS, it is almost impossible to use exact analytic methods to calculate the sampling variance. This is due to its complex two-stage stratified cluster sample design and its complex weighting scheme. Moreover, our interest in the estimation of the PES distribution for subpopulations (i.e five nationality groups) makes the exact calculation of the sampling variance and hence the MSE and the CV even more unfeasible.

Within the EU, some common variance estimation methods employed by countries for their LFS are the Taylor linearisation, jackknife, bootstrap, balanced repeated replication, and random-groups method. Apart from the Taylor linearisation method, these are replication methods which require intensive computer power. Of these, the jackknife method for variance estimation is recommended by Eurostat's Task Force to all countries except Luxembourg (Eurostat 2002). Currently, the Irish CSO also uses the jackknife method for the QNHS (Central Statistics Office 2015b). If our proposed weighting schemes were to be adopted for the QNHS, we would suggest using the jackknife method to estimate the sampling variance and hence the MSE and the CV.

## 4. Results

As mentioned previously, we use the MSE and the CV as measures of performance in this article. The weighting method with the smallest MŜE (PES) (2) and the smallest $\widehat{\text { CV }}$ (PES) (4) is considered the best weighting scheme for the QNHS. We will start this section by discussing the MSE, followed by the CV results.

The MSE is made up of two components, bias and sampling variance, and there is usually a trade-off between these components. In official statistics, interest often lies on obtaining point estimates of the population and subpopulations, so having a small bias is desirable. However, our simulation indicates that there is no significant difference in bias across the four methods, neither for the whole population nor any nationality group (results not shown). It is the difference in the sampling variance that contributes to the difference in the MSE across the four weighting schemes. The MSE results are presented in Table 1 to Table 6.

Table 1. M $\hat{S} E(P E S)$ for the whole population.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 0.30 | 0.30 | 0.30 | 0.30 |
| NR2 | 0.31 | 0.31 | 0.31 | 0.31 |
| NR3 | 0.31 | 0.31 | 0.31 | 0.31 |
| NR4 | 0.33 | 0.32 | 0.32 | 0.33 |
| NR5 | 0.31 | 0.31 | 0.31 | 0.31 |
| NR6 | 0.30 | 0.30 | 0.30 | 0.29 |

(Apply to all tables) Within each row, the figure(s) shaded in gray is (are) the smallest. It indicates the best weighting scheme in each nonresponse scenario.

Table 2. M $\hat{S} E(P E S)$ for the Irish nationals.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 0.36 | 0.36 | 0.35 | 0.36 |
| NR2 | 0.38 | 0.38 | 0.37 | 0.38 |
| NR3 | 0.37 | 0.37 | 0.37 | 0.37 |
| NR4 | 0.43 | 0.41 | 0.41 | 0.40 |
| NR5 | 0.38 | 0.37 | 0.35 | 0.38 |
| NR6 | 0.49 | 0.36 | 0.34 | 0.36 |

Table 3. M $\hat{S} E(P E S)$ for the UK nationals.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 10.97 | 10.91 | 10.01 | 10.79 |
| NR2 | 11.77 | 11.69 | 10.43 | 11.63 |
| NR3 | 11.95 | 12.00 | 10.97 | 11.76 |
| NR4 | 11.70 | 11.66 | 10.62 | 11.59 |
| NR5 | 11.24 | 11.23 | 10.12 | 11.01 |
| NR6 | 14.20 | 13.25 | 11.51 | 13.41 |

Table 4. M $\hat{S} E(P E S)$ for the OMS nationals.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 23.50 | 22.89 | 18.70 | 23.32 |
| NR2 | 24.11 | 23.59 | 19.21 | 23.96 |
| NR3 | 23.61 | 23.14 | 18.94 | 23.33 |
| NR4 | 24.61 | 23.90 | 20.18 | 24.47 |
| NR5 | 24.63 | 24.21 | 19.07 | 24.59 |
| NR6 | 27.79 | 27.38 | 22.35 | 27.88 |

Table 5. M $\hat{S} E(P E S)$ for the NMS nationals.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 6.46 | 6.42 | 6.28 | 6.41 |
| NR2 | 6.85 | 6.77 | 6.62 | 6.78 |
| NR3 | 7.19 | 7.12 | 6.94 | 7.15 |
| NR4 | 6.76 | 6.70 | 6.61 | 6.70 |
| NR5 | 7.20 | 7.13 | 6.95 | 7.16 |
| NR6 | 8.78 | 8.61 | 8.48 | 8.65 |

There are a number of things to note in Tables 1-6. First of all, the proposed modified QNHS weighting scheme produces the smallest MŜE (PES) in 34 out of 36 scenarios presented (six nonresponse scenarios for six groups - the whole population and five nationality groups). In the remaining two scenarios (NR6 for the whole pqpulationeand

Table 6. M $\hat{S} E(P E S)$ for other nationals.

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | ---: |
| NR1 | 8.31 | 8.21 | 7.15 | 8.24 |
| NR2 | 8.76 | 8.64 | 7.39 | 8.72 |
| NR3 | 8.55 | 8.41 | 7.11 | 8.47 |
| NR4 | 8.66 | 8.59 | 7.32 | 8.60 |
| NR5 | 8.68 | 8.56 | 7.34 | 8.60 |
| NR6 | 10.52 | 10.24 | 8.90 | 10.18 |

NR4 for the Irish nationals), the difference between the MŜE (PES) produced by the modified QNHS weighting scheme and that of the best method in that case is not material. This result is very encouraging because by making a small change to the current QNHS weighting scheme, the modified QNHS scheme repeatedly gives the most accurate estimates.

When we examine Tables 1-6 closely, we do not perceive a material difference in the MŜE (PES) among the four weighting schemes for the whole population in Table 1. In Table 2, even though the modified QNHS method produces the smallest MSE in five out of six nonresponse scenarios, the difference among the MSE figures across the four weighting mechanisms is quite small. This is not surprising since the Irish nationals make up the majority of the population, and thus their behaviour should mimic that of the population. On the other hand, the modified QNHS weighting method consistently produces a large reduction in the MSE for the four immigrant groups - UK, OMS, NMS, and Other Nationals.

Additionally, Tables 1-6 show that the current QNHS weighting method does indeed improve the accuracy of the pre-Q3-2006 scheme. This is expected because the current QNHS weighting method takes the nationality of the respondents into account, while the pre-Q3-2006 scheme does not (Nguyen and Murphy 2015). For the same reason, the raking-ratio method also performs better than the pre-Q3-2006 weighting scheme, since the former also calibrates samples on nationality. When compared with the performance of the current QNHS weighting scheme, the raking-ratio method performs relatively similarly.

A similar pattern is observed with the CV results. The $\widehat{\mathrm{CV}}(\mathrm{PES})$ for the whole population and the five nationality groups can be seen in Tables $7-12$. The tables show that the modified QNHS weighting scheme produces the smallest $\widehat{\mathrm{CV}}$ (PES) across the board except for the NR6 scenario of the whole population. Overall, the CV findings agree with the MSE results that the modified QNHS weighting scheme is the best out of the four considered weighting mechanisms.

## 5. Discussion and Conclusions

Our simulation results have shown that the modified QNHS weighting scheme gives the best results out of the four weighting methodologies, as demonstrated by its consistently smallest MSE and CV. We also notice that the current QNHS scheme performs better than the pre-Q3-2006 one. However, as the pre-Q3-2006, the current, andathemodifesd QNHS

Table 7. $\widehat{C V}(P E S)$ for the whole population (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 3.76 | 3.77 | 3.75 | 3.76 |
| NR2 | 3.81 | 3.81 | 3.80 | 3.80 |
| NR3 | 3.88 | 3.88 | 3.87 | 3.88 |
| NR4 | 3.73 | 3.73 | 3.72 | 3.73 |
| NR5 | 3.70 | 3.70 | 3.70 | 3.71 |
| NR6 | 3.67 | 3.70 | 3.69 | 3.71 |

weighting schemes all use the poststratification technique, they cannot be implemented when samples contain empty poststrata or when the population counts for poststrata are unknown or unreliable. When these scenarios occur, we suggest using the raking-ratio method as an alternative weighting scheme. As we discussed in Section 4, the raking-ratio method performs better than the pre-Q3-2006 weighting scheme and similarly to the current one.

While we consider the best weighting method to be the one with the smallest $\operatorname{MSE}$ (PES) (2) and the smallest $\widehat{\mathrm{CV}}$ (PES) (4), we also provide the estimated MSE (1) and the estimated CV (3) for each of the three categories of the PES (i.e Employed, Unemployed, and Inactive) in the Appendix A (Tables A.1-A.12). Interestingly, while the modified QNHS weighting scheme outperforms other methods in most scenarios, the raking-ratio method performs better or just as well as the modified QNHS scheme for the Unemployed category of the four immigrant groups (Tables A.5-A.12).

Table 8. $\widehat{C V}(P E S)$ for the Irish nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 4.22 | 4.22 | 4.20 | 4.20 |
| NR2 | 4.27 | 4.28 | 4.24 | 4.26 |
| NR3 | 4.30 | 4.30 | 4.26 | 4.29 |
| NR4 | 4.20 | 4.20 | 4.18 | 4.21 |
| NR5 | 4.17 | 4.15 | 4.11 | 4.17 |
| NR6 | 4.12 | 4.11 | 4.07 | 4.12 |

Table 9. $\widehat{C V}$ (PES) for the UK nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 20.68 | 20.64 | 20.11 | 20.56 |
| NR2 | 21.37 | 21.34 | 20.63 | 21.28 |
| NR3 | 21.55 | 21.56 | 21.00 | 21.42 |
| NR4 | 21.24 | 21.16 | 20.63 | 21.15 |
| NR5 | 20.95 | 20.94 | 20.32 | 20.76 |
| NR6 | 22.13 | 21.95 | 21.26 | 21.98 |

Table 10. $\widehat{C V}(P E S)$ for the OMS nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 37.28 | 36.95 | 35.10 | 37.16 |
| NR2 | 37.99 | 37.78 | 35.89 | 37.93 |
| NR3 | 37.45 | 37.19 | 35.41 | 37.33 |
| NR4 | 37.92 | 37.55 | 36.07 | 37.79 |
| NR5 | 38.11 | 37.83 | 35.74 | 37.96 |
| NR6 | 40.70 | 40.51 | 38.63 | 40.67 |

While the simulation has shown strong performances and encouraging results, it should be noted that the information on the PSU to which each person or household belongs is not available to us. Therefore, in simulating the 900 QNHS samples (Subsection 3.1), we have to generate artificial PSUs. Because of the artificial PSUs, the clustering effect in our samples is not the same as the real clustering effect.

In reality, it is well known that immigrants usually cluster together in some geographical areas (Robinson 2006; O'Boyle 2009). This means that the proportion of immigrants in some real PSUs would be higher than that in our artificial PSUs. This is because in this study we randomly allocate households among the artificial PSUs, so each artificial PSU would contain approximately the same amount of immigrants.

To understand the effect of artificial PSUs on the robustness of our proposed weighting methods in the estimation of the immigrant population, we have simulated another set of artificial PSUs under an extreme scenario. Instead of being randomly allocated to PSUs as done previously, households are now allocated to either "immigrant" PSUs or Irish PSUs based on their status. A household is classified as an "immigrant" household if two thirds or more than two thirds of their members are foreign nationals. Otherwise, it is classified as an Irish household. All "immigrant" households are randomly allocated to "immigrant" PSUs with each PSU containing approximately 75 households. Similarly, all Irish households are assigned to Irish PSUs, each of 75 households as well. This set-up represents the extreme scenario in which all PSUs are homogeneous with regards to nationality (Irish or non-Irish). When every household in the Census sample is allocated to one PSU, another 900 samples are drawn with the same procedure as described in Subsection 3.1. Of the six nonresponse scenarios considered previously, we pick the sixth nonresponse scenario (NR6) to demonstrate the results, because it is directly linked to

Table 11. $\widehat{C V}(P E S)$ for the NMS nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 18.42 | 18.31 | 18.14 | 18.32 |
| NR2 | 19.15 | 19.00 | 18.77 | 19.06 |
| NR3 | 19.44 | 19.28 | 19.06 | 19.37 |
| NR4 | 18.96 | 18.86 | 18.61 | 18.86 |
| NR5 | 19.36 | 19.23 | 19.00 | 19.26 |
| NR6 | 21.41 | 21.24 | 20.99 | Unauthentieated |
| Download Date \| 10/17/16 12:13 PM |  |  |  |  |

Table 12. $\widehat{C V}(P E S)$ for other nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | :---: |
| NR1 | 17.18 | 17.10 | 16.37 | 17.13 |
| NR2 | 17.51 | 17.43 | 16.63 | 17.45 |
| NR3 | 17.40 | 17.28 | 16.40 | 17.31 |
| NR4 | 17.18 | 17.09 | 16.35 | 17.15 |
| NR5 | 17.61 | 17.52 | 16.71 | 17.53 |
| NR6 | 18.74 | 18.59 | 17.78 | 18.58 |

immigrants' nonresponse propensity. The MŜE(PES) and the $\widehat{\mathrm{CV}}$ (PES) for the NR6 scenario under this new "extreme" PSUs allocation can be seen in Table 13 and Table 14. The estimated MSE and CV for each category of PES in this case are provided in the Appendix B (Tables B.1-B.2).

From Tables 13-14, we see that our modified QNHS weighting scheme also performs the best out of the four weighting methods for all five nationality groups (Irish, UK, OMS, NMS, and Other Nationals) in terms of both MSE and CV. With regards to the distribution of PES for the whole population, all four weighting methods perform equally well on the MSE criterion, but the pre-Q3-2006 weighting scheme produces the smallest CV. However, the difference between the estimated CV under the pre-Q3-2006 scheme and the modified one is minor. The results show the robustness of our proposed modified QNHS weighting scheme to the clustering effect of immigrants.

In conclusion, our study has demonstrated that the proposed modified QNHS weighing scheme is the best weighting method for obtaining the labour-force estimates of the main foreign-national groups while not affecting the estimates on the population and the Irish nationals. Considering the fact that foreign nationals make up a significant portion of Ireland's population and the growing interest in understanding their characteristics, we recommend using our proposed modified QNHS weighting scheme in place of the current scheme for more reliable estimates on Ireland's labour force. In the event that poststratification is not possible as previously discussed, we recommend using the rakingratio method, whose performance is similar to that of the current QNHS scheme, as an alternative weighting scheme.

Although our data are entirely Irish, this study highlights potential issues that other countries may face when using the EU-LFS for immigration research. In recent years,

Table 13. M $\hat{S} E(P E S)$ for NR6 with "extreme" PSUs.

| Nationality group | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | ---: |
| Population | 0.28 | 0.28 | 0.28 | 0.28 |
| Irish | 0.50 | 0.32 | 0.30 | 0.31 |
| UK | 14.98 | 13.97 | 11.92 | 14.21 |
| OMS | 27.83 | 27.55 | 22.15 | 27.80 |
| NMS | 8.94 | 9.05 | 8.79 | 9.03 |
| Other nationals | 10.91 | 10.78 | 9.23 | 10.70 |

Table 14. $\widehat{C V}$ (PES) for NR6 with "extreme" PSUs (\%).

| Nationality group | Pre-Q3-2006 | Current QNHS <br> weights | Modified QNHS <br> weights | Raking <br> ratio |
| :--- | :---: | :---: | :---: | ---: |
| Population | 3.71 | 3.74 | 3.74 | 3.74 |
| Irish | 4.14 | 4.05 | 4.00 | 4.03 |
| UK | 22.66 | 22.49 | 21.74 | 22.53 |
| OMS | 40.82 | 40.74 | 38.49 | 40.77 |
| NMS | 21.42 | 21.48 | 21.02 | 21.43 |
| Other nationals | 19.02 | 18.92 | 17.92 | 18.92 |

migration has become a global phenomenon with Europe at its centre. A number of European countries have seen an influx of immigrants from other European and nonEuropean states. This is causing a shift in their population demographics that is similar to Ireland's following EU enlargement. As such, there is growing interest in understanding the characteristics of immigrants and their labour-market participation. With its high frequency, large sample sizes, and a certain level of harmonisation among EU countries, the LFS is a popular data source for immigration research. Even though the traditional objective of the EU-LFS is to produce official statistics on the labour force for the whole population, we believe that it is important for the EU-LFS to also produce reliable statistics for the immigrant population.

Other than for Ireland, we have not examined in detail the effectiveness of the EU-LFS weighting schemes for immigration research in other countries. However, an overview of the individual weighting schemes used in the EU-LFS raises some concerns to us. For example, countries with a large number of immigrants such as the UK and Italy, each with a foreign national population of approximately five million (Eurostat 2015), do not have Nationality included in their EU-LFS weighting schemes (Eurostat 2014). Other smaller countries such as Cyprus and Latvia, which rank second and third respectively among the 28 EU countries for the highest proportion of non-nationals in the population (Eurostat 2015), also do not use Nationality as a calibration variable (Eurostat 2014). Our study demonstrates that by making changes to the current LFS weighting schemes, we can achieve more reliable labour-force statistics not only for the whole population, but also for the immigrant one. Therefore, we recommend that other NSIs revisit their EU-LFS weighting schemes for immigration research.

## A. Appendix

## A.1. Whole Population

Table A.1. MSE for the whole population.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 0.13 | 0.13 | 0.13 | 0.14 |
| NR2 | 0.14 | 0.14 | 0.14 | 0.13 |
| NR3 | 0.14 | 0.15 | 0.15 | 0.14 |
| NR4 | 0.15 | 0.14 | 0.14 | 0.15 |
| NR5 | 0.14 | 0.13 | 0.13 | 0.14 |
| NR6 | 0.13 |  |  | 0.13 |

State 2:
Unemployed

| NR1 | 0.07 | 0.07 | 0.07 | 0.07 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 0.07 | 0.07 | 0.07 | 0.07 |
| NR3 | 0.07 | 0.07 | 0.07 | 0.07 |
| NR4 | 0.09 | 0.08 | 0.08 | 0.09 |
| NR5 | 0.07 | 0.07 | 0.07 | 0.07 |
| NR6 | 0.07 | 0.07 | 0.07 | 0.07 |

State 3:
Inactive

| NR1 | 0.10 | 0.10 | 0.10 | 0.10 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 0.10 | 0.10 | 0.10 | 0.10 |
| NR3 | 0.10 | 0.10 | 0.10 | 0.10 |
| NR4 | 0.09 | 0.09 | 0.09 | 0.09 |
| NR5 | 0.10 | 0.10 | 0.10 | 0.10 |
| NR6 | 0.10 | 0.10 | 0.10 | 0.09 |

(Apply to all tables) Within each row, the figure(s) shaded in gray is (are) the smallest. It indicates the best weighting scheme in each nonresponse scenario.

Table A.2. $\quad$ CV for the whole population (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 0.73 | 0.73 | 0.73 | 0.75 |
| NR2 | 0.75 | 0.75 | 0.74 | 0.73 |
| NR3 | 0.74 | 0.74 | 0.72 | 0.75 |
| NR4 | 0.72 | 0.72 | 0.72 | 0.72 |
| NR5 | 0.72 | 0.73 | 0.72 | 0.72 |
| NR6 | 0.72 |  |  | 0.72 |

State 2:
Unemployed

| NR1 | 2.21 | 2.22 | 2.20 | 2.21 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 2.21 | 2.21 | 2.20 | 2.21 |
| NR3 | 2.31 | 2.31 | 2.30 | 2.32 |
| NR4 | 2.20 | 2.20 | 2.19 | 2.21 |
| NR5 | 2.16 | 2.16 | 2.16 | 2.15 |
| NR6 | 2.13 |  | 2.18 |  |

State 3:
Inactive

| NR1 | 0.82 | 0.82 | 0.82 | 0.82 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 0.85 | 0.85 | 0.85 | 0.84 |
| NR3 | 0.83 | 0.83 | 0.83 | 0.82 |
| NR4 | 0.81 | 0.81 | 0.81 | 0.80 |
| NR5 | 0.82 | 0.82 | 0.82 | 0.81 |
| NR6 | 0.82 | 0.81 | 0.82 | 0.81 |

## A.2. Irish Nationals

Table A.3. MSE for the Irish nationals.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 0.16 | 0.16 | 0.15 | 0.16 |
| NR2 | 0.17 | 0.17 | 0.16 | 0.16 |
| NR3 | 0.16 | 0.18 | 0.19 | 0.17 |
| NR4 | 0.20 | 0.17 | 0.16 | 0.16 |
| NR5 | 0.17 | 0.16 | 0.15 | 0.18 |
| NR6 | 0.20 |  |  | 0.17 |

State 2:

| Unemployed |  |  |  | 0.08 |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 0.08 | 0.08 | 0.08 | 0.08 |
| NR2 | 0.08 | 0.08 | 0.08 | 0.08 |
| NR3 | 0.08 | 0.08 | 0.10 | 0.08 |
| NR4 | 0.10 | 0.10 | 0.07 | 0.10 |
| NR5 | 0.07 | 0.07 | 0.07 | 0.08 |
| NR6 | 0.08 | 0.07 |  | 0.07 |

State 3:

| Inactive |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 0.12 | 0.12 | 0.12 | 0.12 |
| NR2 | 0.13 | 0.13 | 0.13 | 0.13 |
| NR3 | 0.13 | 0.13 | 0.13 | 0.13 |
| NR4 | 0.13 | 0.13 | 0.12 | 0.12 |
| NR5 | 0.14 | 0.13 | 0.12 | 0.13 |
| NR6 | 0.21 |  | 0.12 | 0.13 |

Table A.4. CV for the Irish nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :---: | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 0.80 | 0.80 | 0.79 | 0.80 |
| NR2 | 0.83 | 0.83 | 0.81 | 0.83 |
| NR3 | 0.82 | 0.82 | 0.80 | 0.81 |
| NR4 | 0.80 | 0.80 | 0.79 | 0.80 |
| NR5 | 0.81 | 0.81 | 0.79 | 0.81 |
| NR6 | 0.80 | 0.80 | 0.78 | 0.80 |
| State 2: |  |  |  |  |
| Unemployed |  |  |  |  |
| NR1 | 2.53 | 2.53 | 2.53 | 2.53 |
| NR2 | 2.53 | 2.53 | 2.53 | 2.52 |
| NR3 | 2.57 | 2.57 | 2.57 | 2.58 |
| NR4 | 2.51 | 2.51 | 2.51 | 2.52 |
| NR5 | 2.45 | 2.44 | 2.44 | 2.47 |
| NR6 | 2.43 | 2.42 | 2.42 | 2.43 |
| State 3: |  |  |  |  |
| Inactive |  |  |  |  |
| NR1 | 0.89 | 0.89 | 0.88 | 0.88 |
| NR2 | 0.92 | 0.92 | 0.90 | 0.91 |
| NR3 | 0.91 | 0.91 | 0.89 | 0.90 |
| NR4 | 0.89 | 0.89 | 0.88 | 0.89 |
| NR5 | 0.91 | 0.90 | 0.88 | 0.90 |
| NR6 | 0.89 | 0.89 | 0.87 Unauth | 0.89 |

## A.3. UK Nationals

Table A.5. MSE for the UK nationals.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 4.52 | 4.49 | 4.13 | 4.45 |
| NR2 | 4.93 | 4.87 | 4.32 | 4.86 |
| NR3 | 4.93 | 4.96 | 4.52 | 4.87 |
| NR4 | 4.86 | 4.82 | 4.38 | 4.81 |
| NR5 | 4.58 | 4.56 | 4.07 | 4.48 |
| NR6 | 6.09 | 5.62 | 4.77 | 5.69 |

State 2:
Unemployed

| NR1 | 2.12 | 2.13 | 2.12 | 2.11 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 2.25 | 2.27 | 2.26 | 2.25 |
| NR3 | 2.30 | 2.29 | 2.29 | 2.28 |
| NR4 | 2.27 | 2.27 | 2.27 | 2.27 |
| NR5 | 2.20 | 2.21 | 2.20 | 2.18 |
| NR6 | 2.31 | 2.30 | 2.29 | 2.29 |

State 3:
Inactive

| NR1 | 4.33 | 4.29 | 3.76 | 4.23 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 4.59 | 4.55 | 3.85 | 4.52 |
| NR3 | 4.72 | 4.75 | 4.16 | 4.61 |
| NR4 | 4.57 | 4.57 | 3.97 | 4.51 |
| NR5 | 4.46 | 4.46 | 3.85 | 4.35 |
| NR6 | 5.80 | 5.33 | 4.45 | 5.43 |

Table A.6. $\quad$ CV for the UK nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 4.49 | 4.48 | 4.29 | 4.46 |
| NR2 | 4.69 | 4.66 | 4.39 | 4.66 |
| NR3 | 4.69 | 4.71 | 4.49 | 4.66 |
| NR4 | 4.64 | 4.62 | 4.41 | 4.62 |
| NR5 | 4.52 | 4.51 | 4.26 | 4.47 |
| NR6 | 4.78 | 4.74 | 4.55 | 4.76 |

State 2:
Unemployed

| NR1 | 10.91 | 10.92 | 10.89 | 10.87 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 11.24 | 11.28 | 11.25 | 11.23 |
| NR3 | 11.36 | 11.34 | 11.33 | 11.32 |
| NR4 | 11.21 | 11.18 | 11.20 | 11.18 |
| NR5 | 11.11 | 11.13 | 11.10 | 11.05 |
| NR6 | 11.41 | 11.35 | 11.31 | 11.33 |


| State 3: <br> Inactive |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 5.28 | 5.24 | 4.93 | 5.22 |
| NR2 | 5.44 | 5.39 | 4.99 | 5.39 |
| NR3 | 5.50 | 5.51 | 5.18 | 5.44 |
| NR4 | 5.39 | 5.36 | 5.02 | 5.35 |
| NR5 | 5.32 | 5.30 | 4.96 | 5.24 |
| NR6 | 5.94 | 5.86 | 5.40 | 5.90 |
|  |  | Download Date \| 10/17/16 12:13 PM |  |  |

## A.4. OMS Nationals

Table A.7. MSE for the OMS nationals.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 10.43 | 10.15 | 8.16 | 10.33 |
| NR2 | 10.77 | 10.53 | 8.51 | 10.67 |
| NR3 | 10.37 | 10.18 | 8.21 | 10.23 |
| NR4 | 10.87 | 10.56 | 8.78 | 10.78 |
| NR5 | 10.91 | 12.40 | 8.27 | 10.93 |
| NR6 | 12.54 |  | 10.01 | 12.61 |

State 2:
Unemployed

| NR1 | 3.14 | 3.14 | 3.16 | 3.12 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 3.33 | 3.33 | 3.37 | 3.32 |
| NR3 | 3.20 | 3.21 | 3.25 | 3.20 |
| NR4 | 3.23 | 3.21 | 3.27 | 3.20 |
| NR5 | 3.30 | 3.30 | 3.34 | 3.26 |
| NR6 | 3.84 |  | 3.95 | 3.83 |

State 3:

| Inactive |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| NR1 | 9.93 | 9.60 | 7.38 | 9.87 |
| NR2 | 10.01 | 9.73 | 7.33 | 9.97 |
| NR3 | 10.04 | 9.75 | 7.48 | 9.90 |
| NR4 | 10.51 | 10.13 | 8.13 | 10.49 |
| NR5 | 10.42 | 10.17 | 7.46 | 10.40 |
| NR6 | 11.41 | 11.11 | 8.39 | 11.44 |

Table A.8. $\quad$ CV for the OMS nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 5.06 | 4.99 | 4.47 | 5.03 |
| NR2 | 5.14 | 5.09 | 4.57 | 5.12 |
| NR3 | 5.05 | 5.00 | 4.49 | 5.01 |
| NR4 | 5.17 | 5.13 | 4.64 | 5.14 |
| NR5 | 5.18 | 5.52 | 4.50 | 5.18 |
| NR6 | 5.57 |  |  | 5.57 |

State 2:

| Unemployed |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 20.81 | 20.73 | 20.80 | 20.75 |
| NR2 | 21.41 | 21.41 | 21.53 | 21.39 |
| NR3 | 20.93 | 20.88 | 21.04 | 20.92 |
| NR4 | 21.04 | 20.94 | 21.19 | 20.96 |
| NR5 | 21.36 | 21.26 | 21.43 | 21.23 |
| NR6 | 22.99 | 22.95 | 23.23 | 22.95 |

State 3:

| Inactive |  |  |  |  |
| :--- | :--- | :--- | ---: | :--- |
| NR1 | 11.41 | 11.23 | 9.83 | 11.38 |
| NR2 | 11.44 | 11.28 | 9.79 | 11.42 |
| NR3 | 11.47 | 11.31 | 9.88 | 11.39 |
| NR4 | 11.71 | 11.51 | 10.24 | 11.70 |
| NR5 | 11.57 | 11.44 | 9.81 | 11.55 |
| NR6 | 12.14 | 12.04 | 10.44 |  |

## A.5. NMS Nationals

Table A.9. MSE for the NMS nationals.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 3.01 | 3.01 | 2.92 | 2.99 |
| NR2 | 3.12 | 3.09 | 3.01 | 3.09 |
| NR3 | 3.31 | 3.29 | 3.18 | 3.30 |
| NR4 | 3.07 | 3.05 | 3.01 | 3.04 |
| NR5 | 3.37 | 3.34 | 3.24 | 3.36 |
| NR6 | 4.05 | 3.97 | 3.91 | 3.97 |

## State 2:

Unemployed

| NR1 | 2.08 | 2.07 | 2.06 | 2.07 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 2.20 | 2.20 | 2.19 | 2.18 |
| NR3 | 2.40 | 2.40 | 2.38 | 2.38 |
| NR4 | 2.23 | 2.23 | 2.22 | 2.22 |
| NR5 | 2.32 | 2.89 | 2.31 | 2.31 |
| NR6 | 2.90 | 2.89 | 2.87 |  |


| State 3: <br> Inactive |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 1.37 | 1.34 | 1.30 | 1.42 |
| NR2 | 1.53 | 1.48 | 1.38 | 1.51 |
| NR3 | 1.48 | 1.43 | 1.38 | 1.47 |
| NR4 | 1.46 | 1.42 | 1.40 | 1.44 |
| NR5 | 1.51 | 1.47 | 1.68 | 1.49 |
| NR6 | 1.83 | 1.75 |  | 1.81 |

Table A.10. $\quad$ CV for the NMS nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 2.59 | 2.59 | 2.56 | 2.58 |
| NR2 | 2.63 | 2.62 | 2.59 | 2.62 |
| NR3 | 2.71 | 2.70 | 2.67 | 2.71 |
| NR4 | 2.64 | 2.63 | 2.61 | 2.62 |
| NR5 | 2.70 | 3.00 | 2.67 | 2.70 |
| NR6 | 3.02 |  | 2.98 | 3.00 |

State 2:
Unemployed

| NR1 | 7.33 | 7.32 | 7.29 | 7.31 |
| :--- | :--- | :--- | :--- | :--- |
| NR2 | 7.54 | 7.55 | 7.52 | 7.51 |
| NR3 | 7.88 | 7.88 | 7.85 | 7.84 |
| NR4 | 7.59 | 7.59 | 7.58 | 7.57 |
| NR5 | 7.75 | 7.75 | 7.73 | 7.73 |
| NR6 | 8.63 | 8.61 | 8.61 | 8.58 |

State 3:

| Inactive |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 8.50 | 8.40 | 8.29 | 8.43 |
| NR2 | 8.98 | 8.83 | 8.66 | 8.93 |
| NR3 | 8.85 | 8.70 | 8.54 | 8.82 |
| NR4 | 8.73 | 8.64 | 8.42 | 8.67 |
| NR5 | 8.91 | 8.78 | 8.60 | 8.83 |
| NR6 | 9.76 | 9.63 | 9.40 | Unauthen 968 eded |

## A.6. Other Nationals

Table A.11. MSE for the other nationals.

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 3.25 | 3.21 | 2.74 | 3.94 |
| NR2 | 3.61 | 3.55 | 2.69 | 3.59 |
| NR3 | 3.37 | 3.30 | 2.93 | 3.35 |
| NR4 | 3.51 | 3.47 | 2.89 | 3.49 |
| NR5 | 3.56 | 3.52 | 3.55 | 3.53 |
| NR6 | 4.16 |  |  | 4.07 |

State 2:
Unemployed
NR1
NR2
NR3
NR4
NR5
NR6 $\quad 2.27$

| 1.86 |
| :--- |
| 1.88 |
| 1.88 |
| 1.88 |
| 1.87 |
| 2.26 |


| 1.86 | 1.85 |
| :--- | :--- |
| 1.90 | 1.85 |
| 1.89 | 1.85 |
| 1.87 | 1.85 |
| 1.91 | 1.87 |
| 2.24 | 2.22 |

State 3:

| Inactive |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 3.21 | 3.14 | 2.55 | 3.17 |
| NR2 | 3.29 | 3.21 | 2.55 | 3.28 |
| NR3 | 3.31 | 3.23 | 2.53 | 3.27 |
| NR4 | 3.29 | 3.24 | 2.51 | 3.26 |
| NR5 | 3.25 | 3.17 | 3.20 |  |
| NR6 | 4.09 | 3.91 | 3.11 | 3.88 |

Table A.12. $\quad$ CV for the other nationals (\%).

| Scenario | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| NR1 | 3.84 | 3.81 | 3.53 | 3.82 |
| NR2 | 4.05 | 4.01 | 3.66 | 4.04 |
| NR3 | 3.91 | 3.87 | 3.49 | 3.90 |
| NR4 | 3.99 | 3.96 | 3.65 | 3.98 |
| NR5 | 4.03 | 4.00 | 3.62 | 4.00 |
| NR6 | 4.36 | 4.30 | 4.00 | 4.31 |

State 2:

| Unemployed |  |  | 8.58 | 8.55 |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 8.56 | 8.55 | 8.70 | 8.57 |
| NR2 | 8.61 | 8.63 | 8.66 | 8.58 |
| NR3 | 8.63 | 8.62 | 8.47 | 8.38 |
| NR4 | 8.39 | 8.39 | 8.83 | 8.76 |
| NR5 | 8.77 | 9.03 | 9.07 | 9.01 |
| NR6 | 9.05 |  |  |  |

State 3:

| Inactive |  |  | 4.26 | 4.76 |
| :--- | :--- | :--- | :--- | :--- |
| NR1 | 4.78 | 4.72 | 4.27 | 4.84 |
| NR2 | 4.85 | 4.79 | 4.25 | 4.83 |
| NR3 | 4.86 | 4.79 | 4.23 | 4.79 |
| NR4 | 4.80 | 4.74 | 4.26 | 4.77 |
| NR5 | 4.81 | 4.76 | 4.71 | 5.26 |
| NR6 | 5.33 | 5.26 | Unauthenticated |  |

## B. Appendix

Table B.1. MSE for the NR6 scenario with "extreme" PSUs.

| Nationality group | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :---: | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| Population | 0.12 | 0.12 | 0.12 | 0.12 |
| Irish | 0.20 | 0.14 | 0.13 | 0.13 |
| UK | 6.37 | 5.96 | 5.02 | 6.03 |
| OMS | 12.58 | 12.47 | 9.92 | 12.62 |
| NMS | 4.25 | 4.32 | 4.21 | 4.32 |
| Other nationals | 4.30 | 4.31 | 3.74 | 4.28 |
| State 2: |  |  |  |  |
| Unemployed |  |  |  |  |
| Population | 0.07 | 0.07 | 0.07 | 0.07 |
| Irish | 0.08 | 0.08 | 0.07 | 0.07 |
| UK | 2.55 | 2.54 | 2.51 | 2.49 |
| OMS | 3.91 | 3.94 | 3.93 | 3.90 |
| NMS | 2.79 | 2.82 | 2.84 | 2.80 |
| Other nationals | 2.26 | 2.22 | 2.20 | 2.19 |
| State 3: <br> Inactive |  |  |  |  |
| Population | 0.09 | 0.09 | 0.09 | 0.09 |
| Irish | 0.22 | 0.11 | 0.10 | 0.11 |
| UK | 6.05 | 5.47 | 4.39 | 5.69 |
| OMS | 11.34 | 11.13 | 8.31 | 11.28 |
| NMS | 1.91 | 1.91 | 1.74 | 1.91 |
| Other nationals | 4.35 | 4.24 | 3.28 | 4.23 |

Table B.2. CV for the NR6 scenario with"extreme" PSUs.

| Nationality group | Pre-Q3-2006 | Current QNHS weights | Modified QNHS weights | Raking ratio |
| :--- | :---: | :---: | :---: | :---: |
| State 1: |  |  |  |  |
| Employed |  |  |  |  |
| Population | 0.69 | 0.70 | 0.70 | 0.70 |
| Irish | 0.76 | 0.74 | 0.73 | 0.73 |
| UK | 5.06 | 4.99 | 4.74 | 5.02 |
| OMS | 5.56 | 5.53 | 4.94 | 5.57 |
| NMS | 3.11 | 3.12 | 3.08 | 3.12 |
| Other nationals | 4.43 | 4.43 | 4.12 | 4.41 |

State 2:

| Unemployed |  |  |  | 2.25 |
| :--- | ---: | ---: | ---: | ---: |
| Population | 2.23 | 2.25 | 2.25 | 2.48 |
| Irish | 2.51 | 2.48 | 2.47 | 11.55 |
| UK | 11.66 | 1.66 | 11.65 | 23.07 |
| OMS | 23.13 | 23.11 | 23.12 | 8.38 |
| NMS | 8.37 | 9.37 | 8.40 | 9.01 |
| Other nationals | 9.09 |  | 8.97 |  |

State 3:

| Inactive |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| Population | 0.79 | 0.79 | 0.79 | 0.79 |
| Irish | 0.87 | 0.83 | 0.80 | 0.81 |
| UK | 5.94 | 5.84 | 5.36 | 5.96 |
| OMS | 12.13 | 12.10 | 10.43 | 12.14 |
| NMS | 9.94 | 9.99 | 9.54 | 9.94 |
| Other nationals | 5.50 | 5.49 | 4.84 | 5.50 |
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# An Imputation Model for Dropouts in Unemployment Data 

Petra Nilsson ${ }^{1}$


#### Abstract

Incomplete unemployment data is a fundamental problem when evaluating labour market policies in several countries. Many unemployment spells end for unknown reasons; in the Swedish Public Employment Service's register as many as 20 percent. This leads to an ambiguity regarding destination states (employment, unemployment, retired, etc.). According to complete combined administrative data, the employment rate among dropouts was close to 50 for the years 1992 to 2006, but from 2007 the employment rate has dropped to 40 or less. This article explores an imputation approach. We investigate imputation models estimated both on survey data from 2005/2006 and on complete combined administrative data from 2005/2006 and 2011/2012. The models are evaluated in terms of their ability to make correct predictions. The models have relatively high predictive power.


Key words: Follow-up study; multiple regression imputation; register data.

## 1. Introduction

Active labour market policies (ALMPs) have increasingly been promoted in the Organisation for Economic Co-operation and Development (OECD) countries and transition economies as a principal means of dealing with unemployment. Evaluation of ALMPs is important for future policy making and implementation, but incomplete information in unemployment data is a fundamental problem. Many unemployment spells end for unknown reasons, which leads to an ambiguity regarding the labour market state. In the Swedish Public Employment Service's register, the percentage of exits for unknown reasons is approximately 20 percent. When evaluating ALMPs, assumptions have to be made concerning whether these unemployment spells ended because of work or not. In the agency's performance reports only known exits to employment are presented, which means that the number of exits to employment is underestimated.

Similar data problems exist in several countries, and these countries have employed different methods of dealing with incomplete information in unemployment administrative data. For example, Wilke (2009) constructs bounds for unemployment duration in UK administrative unemployment data to describe the effect of missing information on interval information (length of unemployment) and destination states (employment, unemployment, retired, etc.). Arntz et al. (2007) conduct a similar exercise with German

[^7]data. Our interest is in the destination states, and we choose to explore an imputation approach rather than constructing bounds.

Bring and Carling (2000) use data from a small survey in 1994 to estimate an imputation model that Statistics Sweden has used to compensate for missing destination states since 1994. This article extends the Bring and Carling (2000) methodology and uses more recent data. We estimate new imputation models based on both survey and register data. We use data from a larger survey conducted in 2005 and 2006 by the Swedish Public Employment Service. We also use data from the Swedish Longitudinal Integration Database for Health Insurance and Labour Market Studies (LISA), which includes information about gainful employment as of November each year. The imputation models are evaluated and the concordance between predicted values and survey/register data is studied. The predicted power of the new models is compared to the predicted power of Bring and Carling's model as well as to random imputation.

We also present the employment rate among dropouts over time based on LISA data. Another contribution is that the new imputation models based on survey data deal with nonresponse. Bring and Carling (2000) used only survey responses in their model and did not account for survey nonresponse. The nonresponse rate in the survey used in Bring and Carling (2000) is 20 percent. This refers both to unit and item nonresponse, since there was only one question in the survey.

## 2. Data

Survey data and register data are used to estimate imputation models for dropouts in unemployment data. Both survey data and register data contain measurement error. In register data there is unobserved/misreported information, since not all individual employment biographies are covered by the administrative process. Bound et al. (2001) discuss the causes of measurement errors in survey reports. The longer the recall period, the more difficult the reporting task and the less salient the event the more difficult it is to retrieve the information requested. Socially undesirable events tend to go unreported, while the opposite is true for socially desirable events. See for example Pyy-Martikanen and Rendtel (2009), who used Finnish linked survey and administrative data to analyse measurement error in survey data.

### 2.1. The Survey

The survey was conducted on twelve different measurement occasions between September 2005 and August 2006. Each measurement occasion includes exits for unknown reasons during one week, where the job seeker does not return to the Public Employment Service within 14 days. An unrestricted random selection of 300 periods of registration were made each measurement week. The total sample is therefore 3,600 periods of registration. We chose to include measurement weeks from as many different periods as possible during one year to take into account any seasonal effects.

The survey can be seen as a stratified sample with measurement weeks as strata. A stratification of a finite population $U=\{1, \ldots, k, \ldots, N\}$ means a partition of $U$ in $H$ subsets of the population (Lundström and Särndal 2001). The number of elements in stratum $h$ is denoted $N_{h}$ and the sample size in stratum $h$ is denoted $u_{\text {neThernerebility that }}$
a given element is included in the sampling, the inclusion probability, is given by

$$
\begin{equation*}
\pi_{k}=\frac{n_{h}}{N_{h}} \tag{1}
\end{equation*}
$$

Let

$$
\begin{equation*}
d_{k}=\frac{1}{\pi_{k}} \tag{2}
\end{equation*}
$$

denote the design weight of element $k$.
Note that it is the period of registration and not the individual that constitutes an element in the survey. The population consists of unique periods of registration, but not of unique individuals, as some people occur in the data set multiple times. The outcome of registration periods for the same individual are probably correlated and the observations cannot be assumed to be independent. This problem is called correlated failure-time modelling or multiple spells modelling and is studied for example in the economic literature (Lancaster 1979; Heckman and Singer 1982).

The correlation structure is ignored in this article, which might lead to an underestimation of the variability of the imputation model. A very large percentage of registration periods concern unique individuals, however. In fact, 97.4 percent of registration periods that ended with deregistration for unknown reasons during the measurement weeks concern unique persons. Of the periods that constitute the sampling frame in the survey, periods where the individuals have not returned within 14 days, 98.5 percent concern unique individuals. In the sample, 99.8 percent concern unique individuals; three individuals are found twice.

The survey was conducted in the form of computer-aided telephone interviews by the Public Employment Service's interview unit. The interviews were conducted as close to deregistration from the Public Employment Service as possible, in order for the interviewed persons to be able to recall their work situation when they ceased to have contact with the Public Employment Service. Since there is a 14 -day wait in order to exclude the return of job seekers to the Public Employment Service, the interviews were conducted within two to three weeks of deregistration.

In the survey, the individuals were asked about their current work situation ("What is your work situation today?"). The response options were the following:

1. Have work (full-time)
2. Have work (part-time)
3. Studying/in training
4. Participating in a labour market programme
5. Have started my own company
6. Long-term sick leave/sick leave/on parental leave
7. Unemployed/seeking work
8. Other

Individuals responding according to option 1,2 , or 5 are defined as having found work. The interviewers did not read out the response options to the question. When the interviewed person had difficulties giving an answer that fitted the response options, the interviewer helped by interpreting the purpose of the question.

Out of the total sample of 3,600 periods, 2,443 responded, giving a response rate of 68 percent. Nonresponse in the survey is thus 32 percent. Older persons, persons born outside Europe, persons with a low level of education, and persons without unemployment insurance are overrepresented in the nonresponse group. Probably, a lower extent of these persons had found work than those who responded in the survey (see, for example, Bennmarker et al. 2007).

There is a risk that estimates using data only from respondents will be biased. We therefore impute missing values. There are various methods of imputation; we use regression imputation as described in Lundström and Särndal (2001). Since both socioeconomic and employment-related explanatory variables can be linked to the individuals that drop out, missing data may be imputed using a logistic regression model that explains which categories of individuals have the greatest probability of having found work. Rubin (1996) recommends that an imputation model contain as many relevant variables as possible and the model used to impute the nonresponse in the survey includes many socioeconomic and employment-related explanatory variables; see Appendix. Variables in Bennmarker et al. (2007) were considered.

We denote by $y_{k}$ whether or not a period of registration $k$ has ended because of work; $y_{k}=1$ if period $k$ ended because of work and $y_{k}=0$ if period $k$ did not end because of work. We assume that response or register values are obtained for the elements in a set denoted $r$. Regression imputation gives an imputed value for element $k$ according to

$$
\begin{equation*}
\hat{y}_{k}=z_{k}^{\prime} \hat{\beta} \tag{3}
\end{equation*}
$$

where $z_{k}$ is the value of the imputation vector for element $k$ by $z_{k}=\left(z_{1 k}, \ldots, z_{j k}, \ldots, z_{J k}\right)^{\prime}$, a column vector with $J$ explanatory variables, where $z_{j k}$ is the value, for element $k$, of the $j$ th explanatory variable and

$$
\begin{equation*}
\hat{\beta}=\left(\sum_{r} d_{k} z_{k} z_{k}^{\prime}\right)^{-1} \sum_{r} d_{k} z_{k} y_{k} . \tag{4}
\end{equation*}
$$

$\hat{\beta}$ is a vector of regression coefficients, resulting from the fit of a regression using the data $\left(y_{k}, z_{k}\right)$ available for $k \in r$ and weighted with $d_{k}$.

Replicates of data containing regression-imputed values tend to have a lower degree of variance than data containing observed values $y_{k}$. We therefore add a randomly selected residual. Then the imputed value for element $k$ is

$$
\begin{equation*}
\hat{y}_{k}=z_{k}^{\prime} \hat{\beta}+e_{k}^{*} \tag{5}
\end{equation*}
$$

where $e_{k}^{*}$ is a randomly selected residual from the data set containing calculated residuals $\left\{e_{k}: k \in r\right\}$, where

$$
\begin{equation*}
e_{k}=y_{k}-z_{k}^{\prime} \hat{\beta} \tag{6}
\end{equation*}
$$

Each missing value is imputed 20 times. The $y_{k}$ values for the respondents are the same in all data sets, while the imputed values are different.

### 2.2. Register Data

In addition to survey data, we also use administrative records on gainful employment for this study when constructing imputation models. The LISA database is used to impute missing information about employment status to obtain complete combined administrative data sets. The administrative records in LISA are limited to the month of November so the combined administrative data sets are also limited to November. Information about gainful employment in LISA is used to impute missing destination states for dropouts in November each year.

The LISA database holds annual registers and includes all individuals 16 years of age and older registered in Sweden. It is available in spring the following year. The individuals are classified as employed if they are assumed to have worked for at least four hours during November. The estimation in LISA is model based where the correlation between several variables, for example information about payments from employers, is used for the classification. There are some misclassifications in the data compared to real working hours in November. The risk of misclassification is larger for persons who were working only parts of the year and for persons with a weaker connection to the labour market. Misclassifications are partly due to errors in the model but also due to incomplete information.

Imputation models for dropouts are estimated on complete combined administrative data from November 2005/2006 and from November 2011/2012. The years 2005/2006 are chosen to enable a comparison between a model based on administrative data and a model based on survey data for the same years. An imputation model is also estimated on administrative data from 2011/2012 to enable a comparison with later years.

Table 1 describes the combined administrative data sets for the years 2005/2006 and 2011/2012. Item nonresponse regarding employment status not filled in by LISA for 2005/ 2006 is 1.5 percent and for $2011 / 2012$ it is two percent. Item nonresponse is more common for persons 55 years or older, for persons born outside of Europe, and for persons with a low level of education.

For the employment rate among dropouts over time we use all available data, which is November data for the years 1992 to 2012. For the years 1992 to 2006, the number of periods each November is approximately 12,000, while for the years 2007 to 2012 the number of periods each November has dropped to approximately 7,000 per year. The sharp decline from 12,000 to 7,000 is due to better administrative routines at the Swedish Public Employment Service. Fewer ended unemployment spells lack employment status.

Table 1. Description of register data November 2005/2006 and November 2011/2012 respectively.

|  | 2005/2006 <br> Complete <br> data | Item <br> nonresponse | $2011 / 2012$ <br> Complete <br> data | Item <br> nonresponse |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Number of observations | 20,566 | 311 | 14,375 | 282 |  |
| 16-24 years (\%) | 45.7 | 15.8 | 43.8 | 20.9 |  |
| $55-66$ years (\%) | 3.6 | 7.4 | 4.6 | 8.2 |  |
| Born outside Europe (\%) | 17.2 | 24.4 | 29.5 | 44.0 |  |
| Functional impairment (\%) | 3.6 | 2.9 | 6.6 | 3.6 |  |
| Compulsory school (\%) | 26.2 | 52.8 | 29.5 | 44.3 |  |
|  |  | Download Date \| 10/17/16 12:15 PM |  |  |  |

Item nonresponse regarding employment in November not filled in by LISA is about one percent in the beginning of the period but close to two percent for later years.

## 3. The Employment Rate

Figure 1 shows the employment rate among dropouts in November each year according to combined administrative data. For the years 1992 to 2006 the employment rate is close to 50, but from 2007 the employment rate drops to 40 or less. The decline in the employment rate is probably due to the better administrative routines mentioned above.

The estimated employment rate is based on the 20 nonresponse imputed replicates of data, that is, 20 separate models are estimated. The different parameter estimates are then combined as described in Rubin (1987).

Suppose that $\hat{Q}_{i}$ is an estimate of a scalar quantity of interest, obtained from a data set $i$, $i=1,2, \ldots, m$ and $\hat{W}_{i}$ is the variance associated with $\hat{Q}_{i}$. The overall estimate is the average of the individual estimates from the $m$ complete replicates of data

$$
\begin{equation*}
\bar{Q}=\frac{1}{m} \sum_{i=1}^{m} \hat{Q}_{i} \tag{7}
\end{equation*}
$$

Assume that $\bar{W}$ is the within-imputation variance, which is the mean value of the estimates from the $m$ complete replicates of data

$$
\begin{equation*}
\bar{W}=\frac{1}{m} \sum_{i=1}^{m} \hat{W}_{i} \tag{8}
\end{equation*}
$$

and $B$ is the between-imputation variance

$$
\begin{equation*}
B=\frac{1}{m-1} \sum_{i=1}^{m}\left(\hat{Q}_{i}-\bar{Q}\right)^{2} \tag{9}
\end{equation*}
$$



Fig. 1. Employment rate among dropouts in November 1992 to November 2012 according to combined administrative data.

Table 2. The estimated employment rate among dropouts based on the 2005/2006 survey.

|  | Estimated <br> percentage | Stand. errors | $95 \%$ Confidence <br> Interval |
| :--- | :---: | :---: | :---: |
| Based both on the response group <br> and the nonresponse group | 47.3 | 1.1 | $(45.1 ; 49.4)$ |
| Based on the respondents <br> Based on the nonresponse <br> group (imputed values) | 50.7 | 1.0 | $(48.6 ; 52.7)$ |

then the total variance is

$$
\begin{equation*}
T=\bar{W}+\left(1+\frac{1}{m}\right) B . \tag{10}
\end{equation*}
$$

Table 2 shows the estimated employment rate among dropouts based on the survey from 2005/2006.

The estimated employment rate is 47.3 percent. A $95 \%$ confidence interval for this percentage is of the magnitude plus/minus two percentage points. The estimated employment rate based on the survey is close to the employment rate according to the combined administrative data for November 2005 and November 2006, which is 48.1 percent. Table 2 also shows the estimated employment rate based only on those who responded to the survey and based only on the imputed values for the nonresponse group.

The estimated employment rate among dropouts in the 1994 survey is 44.7 percent (Bring and Carling 2000). The sample in the 1994 survey was drawn from the population of dropouts in January and February. In the combined administrative data for November 1994, the employment rate is 47.6 percent.

A factor that affects the comparability of survey data and the combined administrative data is that administrative data refers to the month of November while survey data refers to different periods during the year. The employment rate can be different depending on the season. Table 3 displays the estimated employment rate per measurement week in the 2005/2006 survey. Standard errors and $95 \%$ confidence intervals are also shown.

Table 3. The estimated employment rate among dropouts in the 2005/2006 survey divided into measurement week.

| Measurement week | Estimated <br> employment rate | Stand. errors | $95 \%$ Confidence <br> Interval |
| :--- | :---: | :---: | :---: |
| Week 34 2005 (Aug) | 44.3 | 3.1 | $(38.1 ; 50.5)$ |
| Week 35 2005 (Aug-Sep) | 44.8 | 3.1 | $(38.7 ; 50.9)$ |
| Week 36 2005 (Sep) | 43.0 | 3.1 | $(36.8 ; 49.1)$ |
| Week 37 2005 (Sep) | 47.1 | 3.4 | $(40.3 ; 53.9)$ |
| Week 40 2005 (Oct) | 46.6 | 3.4 | $(39.9 ; 53.4)$ |
| Week 3 2006 (Jan) | 43.9 | 3.3 | $(37.4 ; 50.5)$ |
| Week 5 2006 (Jan-Feb) | 44.8 | 3.3 | $(38.4 ; 51.3)$ |
| Week 9 2006 (Feb-Mar) | 48.6 | 3.2 | $(42.1 ; 55.0)$ |
| Week 14 2006 (Apr) | 52.4 | 3.3 | $(46.1 ; 58.8)$ |
| Week 22 2006 (May-Jun) | 56.3 | 3.6 | $(49.9 ; 62.8)$ |
| Week 25 2006 (Jun) | 54.5 | 3.2 | $(47.3 ; 61.7)$ |
| Week 31 2006 (Jul-Aug) | 45.6 | Download Date \| 10/17/16 12:15 12.5 PM |  |

The estimated employment rate varies from 43.0 to 56.3 between measurement weeks. The employment rate is lower at the beginning of the autumn and spring semester when the exit rate to education is high, and the employment rate is higher at the beginning of the summer when the exit rate to summer jobs is high.

## 4. Imputation Models for Dropouts

### 4.1. The Models

Imputation models for dropouts are estimated on survey data from 2005/2006 and on complete combined administrative November data from 2005/2006 and 2011/2012. The models are logistic regression models and the dependent variable is whether the person is employed or not. We estimate

$$
\begin{equation*}
\hat{P}\left(Y_{k}=1 \mid z_{k}\right)=\frac{1}{1+\exp \left(-z_{k} \hat{B}^{\prime}\right)} . \tag{11}
\end{equation*}
$$

Age, country of birth, functional impairment, education, membership of an unemployment insurance fund, status prior to deregistration, and experience are used as explanatory variables. We want to include as many relevant socioeconomic and employment-related explanatory variables as possible to improve the models' predictive power, but at the same time we want to keep the models as simple as possible to use. Variables used in Bring and Carling (2000) and Bennmarker et al. (2007) have been considered and variables with $p$-values smaller than 0.05 when estimated on administrative data are used in the final models.

Since survey data includes samples from different periods during a year, it is possible to include month of deregistration as an explanatory variable. Two different models are estimated on survey data; one with (Model 1) and one without (Model 2) month of deregistration.

For survey data we estimate the imputation models on the 20 nonresponse imputed replicates of data, that is, 20 separate models are estimated. The different parameter estimates are then combined as described in Rubin (1987). Table 4 displays the imputation models based on survey data.

The employment rate is lower for, for example, older persons, persons with a low level of education, persons born outside of Europe, and persons with a functional impairment. Persons being registered as part-time or temporarily employed prior to deregistration have a higher employment rate than persons categorised as unemployed. Persons with many previous transitions to work and members of an unemployment insurance fund also have a higher employment rate. The alternative model (Model 2), where month of deregistration is included, shows that those deregistered in May, June, or July are employed to a higher extent.

Table 5 shows imputation models estimated on complete combined administrative data for November 2005/2006 (Model 3) and November 2011/2012 (Model 4).

The interpretation of the estimates is basically the same as for Table 4. One difference is that the estimate for the intercept and the estimate for individualsulten RAt mars have
Table 4. Imputation models based on survey data 2005/2006, eleven and twelve covariates respectively.

|  | Model 1 |  | $p$-value | Model 2 |  | $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 11 variab. Estimate | Stand. errors |  | 12 variab. Estimate | Stand. errors |  |
| Intercept | 0.14 | 0.14 | 0.33 | 0.07 | 0.14 | 0.61 |
| 16-24 years | -0.37 | 0.11 | 0.00 | -0.37 | 0.11 | 0.00 |
| 55-66 years | -0.36 | 0.18 | 0.05 | -0.37 | 0.18 | 0.05 |
| Born outside Europe | -0.53 | 0.12 | <. 0001 | -0.53 | 0.12 | <. 0001 |
| Functional impairment | -0.37 | 0.31 | 0.23 | -0.38 | 0.31 | 0.22 |
| Compulsory school only | -0.30 | 0.12 | 0.02 | -0.31 | 0.13 | 0.02 |
| Member of an unemployment insurance fund | 0.52 | 0.11 | <. 0001 | 0.52 | 0.11 | <. 0001 |
| Work prior to deregistration | 0.84 | 0.14 | <. 0001 | 0.85 | 0.14 | <. 0001 |
| Other status prior to deregistration | -0.48 | 0.13 | 0.00 | $-0.50$ | 0.13 | <. 0001 |
| Number of periods of registration | -0.16 | 0.03 | <. 0001 | -0.16 | 0.03 | <. 0001 |
| Number of transitions into work | 0.31 | 0.06 | <. 0001 | 0.31 | 0.06 | <. 0001 |
| No experience | -0.15 | 0.12 | 0.21 | -0.15 | 0.12 | 0.21 |
| Deregistration in May, June or July |  |  |  | 0.50 | 0.12 | <. 0001 |

Table 5. Imputation models based on complete combined administrative November data 2005/2006 and 2011/2012.

changed sign compared to the models based on survey data. The standard errors are about half of those from the models based on survey data (Table 4).

### 4.2. The Predictive Power of the Models

The predictive power of the imputation models can tell us whether or not the models can be used to impute missing values for those who leave the Public Employment Service for unknown reasons. By predictive power we mean the percentage of correct predictions.

We compare the predictive power of each model in Table 4 and Table 5 (Model 1-4) for both the survey data from 2005/2006 and the complete combined administrative data from November 2005/2006 and November 2011/2012. We also calculate the predictive power for random imputation and for Bring and Carling's model based on survey data from 1994. In the cross validation, the imputation model has been estimated on 60 percent of the data and evaluated against the remaining 40 percent.

The imputation models estimate a probability between 0 and 1 that the individuals have found work. Imputation then requires a threshold, that is, at which predicted values the imputed value of having found work, $\hat{y}_{k}=1$, or the imputed value of not having found work, $\hat{y}_{k}=0$ should be classified. For each model, we select a threshold so that the imputation produces the employment rate observed in the dataset. For survey data the employment rate is 47.3, for the combined administrative data from November 2005/2006 it is 48.1 and for November 2011/2012 it is 37.4 .

Table 6 shows the predictive power of each model for the different data sets. For survey data from 2005/2006, random imputation has the lowest predictive power, 50 percent correct predictions. The imputation model based on survey data from 1994 has 54 percent correct predictions. The imputation models investigated in this article have higher predictive power, 68 percent for all models. For the combined administrative data from November 2005/2006, the models based on combined administrative data have higher predictive power than the models based on survey data. The model based on combined administrative data from the same years $(2005 / 2006)$ has the highest predictive power, 76 percent. For administrative data from 2011/2012, the models based on administrative

Table 6. Percent correct predictions.

|  | Model <br> Survey <br> 1994 | Model 1 <br> Survey <br> 2005/2006 <br> 11 variab. | Model 2 <br> Survey <br> 2005/2006 <br> 12 variab. | Model 3 <br> Register <br> $2005 / 2006$ | Model 4 <br> Register <br> 2011/2012 | Model <br> Random |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Data: Survey <br> 2005/2006 | 54 | 68 | 68 | 68 | 68 | 50 |
| Data: Combined <br> administrative <br> November data | 58 | 74 | 74 | 76 | 75 | 50 |
| 2005/2006 |  |  |  |  |  |  |
| Data: Combined <br> administrative <br> November | 61 | 72 | 72 | 74 | 74 | 53 |
| data 2011/2012 |  |  |  |  |  |  |

data again have higher predictive power than the models based on survey data. Both models based on administrative data have the same predictive power, 74 percent.

## 5. Conclusions and Closing Discussion

Imputation can be used in evaluations using unemployment data as a means of dealing with missing information about destination state after a period of unemployment. It also can be used in the Public Employment Service's performance reports when the number of exits to employment is presented to avoid underestimation.

Two imputation models based on survey data and two models based on combined administrative data were investigated. The four models all have similar predictive power. The models based on administrative data have slightly higher predictive power than the models based on survey data.

The two imputation models using 2005/2006 survey data are based on more data and have a higher predictive power than the imputation model suggested in Bring and Carling (2000), which is estimated on a small 1994 sample. The new imputation models based on survey data from 2005/2006 and multiple imputation deal with nonresponse in a more satisfactory way. According to the new survey, the estimated employment rate among dropouts is 47 percent for 2005 and 2006, which is consistent with administrative November data for the same years.

One difference between survey data and combined administrative data is that administrative data refers to the month of November, while survey data refers to twelve different measurement occasions during 2005 and 2006. We have no information about the predictive power of the investigated imputation models for all dropouts in unemployment data. We therefore cannot say which model is the best. Probably it does not matter a great deal which model is used. One suggestion is to use the imputation model based on the combined administrative data from November 2011/2012, which is the model based on the latest available data.

## Appendix

In the model used to impute survey data the explanatory variables are:
female
16-24 years
35-44 years
45-66 years
born in the Nordic Countries
born abroad
functional impairment
compulsory school only
higher education $<=2$ years
higher education $>2$ years
experience in professions applied for
seeking only full-time work
seeking work beyond commuting distance
member of an unemployment insurance fund
participating in the activity guarantee
status work prior to deregistration
other status prior to deregistration (not work or unemployment)
forest county
other counties (not forest or major-city region)
number of periods of registration the previous five years
number of transitions into work the previous five years
Deregistration in the months May to July
16-24 years and member of an unemployment insurance fund 35-44 years and member of an unemployment insurance fund 45-66 years and member of an unemployment insurance fund 16-24 years and experience
35-44 years and experience
45-66 years and experience
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# The Marginal Effects in Subgroup Decomposition of the Gini Index 

Tomson Ogwang ${ }^{1}$


#### Abstract

In this article, we derive the elasticity of the Gini index with respect to changes in subgroup incomes for subgroups that are characterized by significant income separation. The resulting elasticity, which is structurally similar to that of the empirically popular Lerman and Yitzhaki's (1985) elasticity for Gini income-source decomposition, entails easy and transparent computations. Some possible checks for income separation are described and an illustrative example using Canadian data is provided. The advantages of the proposed methodology over the Shapley value approach to Gini subgroup decomposition are stated.
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## 1. Introduction

In a recent article, Ogwang (2014) developed a convenient method of decomposing the Gini index by population subgroups where the subgroups may be formed by gender, race, occupation, region, and so on. The advantage of Ogwang's approach is that the overall Gini index is simultaneously decomposed into the traditional within-group, between-group, and interaction (overlapping) components as well as decomposed by the contributions of the various subgroups to overall inequality. Hence, Ogwang's approach entails a two-way decomposition of the Gini index solely by population subgroups.

Ogwang's approach is able to isolate the contributions of the various subgroups to the overall Gini index, providing an alternative way of reconciling Gini subgroup decomposition with its income-source decomposition, for which the contributions of the various income sources to the overall Gini index are also isolated. It should be mentioned from the outset that other ways of reconciling subgroup decomposition of the Gini index with its income-source decomposition have also been proposed in the literature. One example of such a reconciliation is the multidimensional decomposition considered by Mussard (2004), Mussard and Richard (2012), Mussard and Savard (2012), and Mussini (2013), among others, which entails simultaneous decomposition of the Gini index by

[^8]population subgroups and income source. Other examples include the regression approach to inequality decompositions (e.g., Cowell and Fiorio 2011) and the Shapley decomposition (e.g., Chantreuil and Trannoy 2011; Shorrocks 2013).

From a policy perspective, the information on the contributions of the various subgroups to the overall Gini index is potentially very useful. This is because the contributions could in principle be used in the analysis of the marginal effects by revealing the elasticity of the Gini index with respect to subgroup-income changes. The elasticity statistic, which indicates the extent to which a small proportionate change in the incomes of the members of a particular population subgroup increases or decreases overall inequality, controlling for the incomes of the members of other population subgroups, aids policy makers in devising appropriate inequality-reduction strategies. For example, the statistic could be used to gauge the extent to which income changes (e.g., transfer payments) targeting members of a particular population subgroup (e.g., race) affect the overall Gini index. Hence, it is important to report the relevant elasticities in empirical studies involving subgroup decompositions of the Gini index.

One of the earliest endeavors to derive the elasticity of the Gini index with respect to changes in subgroup incomes as a function of the constituent subgroup concentration indexes was proposed by Podder (1993). Subsequently, Aaberge et al. (2005) developed a general theoretical framework for determining the elasticity of the Gini index with respect to changes in subgroup incomes from the estimated parameters of the so-called pseudoLorenz regression curve. Mussard and Richard (2012) and Jurkatis and Strehl (2014) have considered the marginal effects, including elasticities, in the context of multidimensional decompositions of the Gini index.

Shorrocks (2013) has articulated how the Shapley decomposition could be used in the analysis of the marginal effects in both subgroup and income decompositions of any inequality measure, including the Gini index. In principle, the Shapley decomposition could be extended to the elasticity analysis. Charpentier and Mussard (2011), Cowell and Fiorio (2011), Chantreuil and Trannoy (2011), and Shorrocks (2013), among others, provide detailed discussions of the strengths and weaknesses of the Shapley decomposition. One of the main strengths of the decomposition, which is relevant for elasticity analysis, is the ability to express overall inequality (or poverty) as the sum of the contributory factors. Three major weaknesses of the Shapley decomposition in the context of the Gini index are particularly noteworthy. First, as pointed out in Section 3 below, the Shapley subgroup decomposition of the Gini index entails loss of information contained in the interaction component of the Gini index. This is because in the decomposition the interaction component of the Gini index is absorbed into the within-group or between-group component. Second, as pointed out by Shorrocks (2013, 117), the Shapley subgroup decomposition does not solve the socalled "subgroup inconsistency" problem associated with the Gini index, where subgroup inconsistency refers to a situation where overall inequality (as measured by the Gini index) could rise even though inequality in every constituent subgroup has fallen and the subgroup mean incomes and subgroup sizes are unchanged. Third, the Shapley decomposition results are sensitive to the structure of the income inequality game (Charpentier and Mussard 2011) or the hierarchical structures associated with the game (Chantreuil and Trannoy 2011).

Although many empirical papers that have reported the elasticity of the Gini index in the context of income-source decompositions can be found in the literature (e.g., Lerman and Yitzhaki 1985; Stark et al. 1986; Leibbrandt et al. 2000; Lopéz-Feldman 2006), it is not yet commonplace for empirical researchers to report the elasticity in the context of Gini subgroup decompositions - even though this elasticity has policy significance, as has already been alluded to above. Podder (1993) and Chatterjee and Podder (2007) are rare empirical papers reporting the elasticity of the Gini index with respect to changes in subgroup incomes. The elasticities they report are functions of the concentration indexes for the constituent population subgroups. An extensive literature search reveals hardly any empirical papers that report elasticities in the context of the Shapley value approach to Gini subgroup decomposition.

The paucity of empirical papers reporting the elasticity of the Gini index with respect to changes in subgroup incomes is partly ascribed to the difficulties with the empirical implementation of the existing methods. Hence, the search for convenient methods of estimating the elasticity continues.

An important first step in the derivation of the Gini subgroup decomposition elasticities is to isolate the contributions of the various subgroups to the overall Gini index. Hence, in principle, any approach to Gini subgroup decomposition that isolates the contributions of the various subgroups to the overall Gini index could be exploited in the derivations of the relevant elasticities, albeit with varying degrees of difficulty. For example, as pointed out by a referee, the subgroup decomposition considered by Radaelli (2010), which entails a breakdown of the overall Gini index into a withingroup component and a between-group component in two steps, provides the contributions of the various subgroups to the overall Gini index. However, this approach, like the Shapley decomposition, cannot be conveniently extended for purposes of elasticity analysis.

As already mentioned above, the approach developed by Ogwang (2014) also enables the isolation of the contributions of the various subgroups to the overall Gini index. In light of the computational convenience associated with Ogwang's approach, it makes sense to exploit the approach for the purposes of Gini elasticity analysis.

Therefore, the present article aims to extend Ogwang's 2014 article by deriving the elasticity of the Gini index with respect to changes in the incomes of all the incomereceiving units constituting a particular population subgroup. The derivation is made under the assumption of significant subgroup-income separation. Under this assumption, small proportionate changes in the incomes of all income-receiving units in the subgroup of interest do not change the rankings of these income-receiving units relative to those of all receiving units in all population subgroups; that is, the new ranks after the income changes are identical to the corresponding ranks before the changes. As will be seen below, the resulting elasticity turns out to be structurally similar to that of the widely reported Lerman and Yitzhaki's (1985) elasticity for Gini income-source decompositions. Some plausible empirical situations that entail subgroup-income separation are mentioned below, as are possible income-separation checks.

The rest of the article is structured as follows: in Section 2, we derive the elasticity of the Gini index with respect to changes in subgroup incomes under the assumption of significant subgroup-income separation. In Section 3, some possible checksaffemeame
separation are briefly described. An illustrative example using Canadian data is provided in Section 4. The concluding remarks are made in Section 5.

## 2. Deriving the Gini Subgroup Decomposition Elasticities

To facilitate the exposition of the Gini subgroup decomposition elasticities, it is helpful to provide a brief overview of the nature of the contributions of the subgroups to the overall Gini index, as presented in Ogwang's (2014) article, from which the marginal effects are then derived in this article.

Suppose that $n$ income-receiving units are classified into $k$ mutually exclusive and exhaustive subgroups (e.g., by gender, age, race, education, occupation, or region). The $k$ subgroups are arranged in ascending order of their subgroup mean incomes, but it is not necessary to arrange the incomes within each subgroup in any particular order.

We shall adopt the following notations also employed in Ogwang's (2014) article:
$n_{j}(j=1,2, \ldots, k)$ : the number of income-receiving units in the subgroup with the $j$ th smallest mean income.
$n=\sum_{j=1}^{k} n_{j}$ : the total number of income-receiving units in all the $k$ subgroups.
$y_{i j}\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right)$ : the income of the $i$ th income-receiving unit in the subgroup with the $j$ th smallest mean income in which case $\bar{y}_{j}=\left(1 / n_{j}\right) \sum_{i=1}^{n_{j}} y_{i j}$ is the mean income for the same subgroup.
$r_{i j}\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right)$ : the rank of $y_{i j}$ in relation to the incomes of all the $n=\sum_{j=1}^{k} n_{j}$ income-receiving units in all the $k$ subgroups.
$r_{i j}^{\prime}\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right)$ : the rank of $y_{i j}$ in relation to the incomes of only the $n_{j}$ income-receiving units in the subgroup with the $j$ th smallest mean income
$\tilde{r}_{i j}\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right)$ : the rank of $y_{i j}$ in relation to the incomes of all the $n=\sum_{j=1}^{k} n_{j}$ income-receiving units, assuming that $y_{i j}=\bar{y}_{j}$.

In the construction of the ranks $r_{i j}, r_{i j}^{\prime}$, and $\tilde{r}_{i j}$ tied incomes are assigned the average of the ranks they would have been assigned assuming that they were not tied. For example, if under a particular ranking rule two incomes are tied and one of them would have been assigned a rank of two and the other would have been assigned a rank of three in the absence of ties, then under this ranking rule both incomes are assigned the average rank of $(2+3) / 2=2.5$.

The following rank transformations are also required: $r_{i j}^{*}=2 r_{i j}-n-1$ $\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right), r_{i j}^{* \prime}=2 r_{i j}^{\prime}-n_{j}-1\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right)$; $\tilde{r}_{i j}^{*}=2 \tilde{r}_{i j}-n-1\left(i=1,2, \ldots, n_{j} ; j=1,2, \ldots, k\right) ; \widetilde{r}_{i 1}^{*}=\left(r_{i 1}-r_{i 1}{ }^{\prime}\right), i=1,2, \ldots, n_{1}$ and $\widehat{r}_{i j}^{*}=\left(r_{i j}-r_{i j}^{\prime}-\sum_{i=1}^{j-1} n_{i}\right), i=1,2, \ldots, n_{j} ; j=2, \ldots, k$.

Following Ogwang (2014), the overall Gini index is given by

$$
\begin{equation*}
G=\sum_{j=1}^{k} p_{j} s_{j} G_{W j}+\sum_{j=1}^{k} p_{j} s_{j} G_{B j}+2 \sum_{j=1}^{k} p_{j} s_{j} G_{I j} \tag{1}
\end{equation*}
$$

where $p_{j}=n_{j} / n$ is the population share of the subgroup with the $j$ th smallest mean income, $j=1,2, \ldots, k ; s_{j}=\left(\sum_{i=1}^{n_{j}} y_{i j}\right) / \sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}$ is the income share of the subgroup with the $j$ th smallest mean income, $j=1,2, \ldots, k$; and $G_{W j}, G_{B j}$, and $G_{I j}$ are the within-group Gini, the between-group pseudo-Gini, and the interaction pseudo-Gini, respectively, for the subgroup with the $j$ th smallest mean income, $j=1,2, \ldots, k$. UThetrelevand formulas
for computing $G_{W j}, G_{B j}$, and $G_{I j}$ are as follows:

$$
\begin{gather*}
G_{W j}=\frac{1}{n_{j}} \frac{\sum_{i=1}^{n_{j}} r_{i j}^{* /} y_{i j}}{\sum_{i=1}^{n_{j}} y_{i j}}  \tag{2}\\
G_{B j}=\frac{1}{n_{j}} \frac{\sum_{i=1}^{n_{j}} \tilde{r}_{i j}^{*} y_{i j}}{\sum_{i=1}^{n_{j}} y_{i j}}  \tag{3}\\
G_{I j}=\frac{1}{n_{j}} \frac{\sum_{i=1}^{n_{j}} \overparen{r}_{i j}^{*} y_{i j}}{\sum_{i=1}^{n_{j}} y_{i j}} \tag{4}
\end{gather*}
$$

Ogwang articulates how $G_{W j}, G_{B j}$, and $G_{I j}$ can be conveniently estimated by setting up artificial regressions with known heteroscedastic structures for which the variance of the error term is related to the incomes of the income-receiving units in the subgroup with the $j$ th smallest mean income.

The first, second, and third terms on the right-hand side of Equation (1) are the withingroup, between-group, and interaction components, respectively. It is also apparent from the same equation that the contribution of the subgroup with the $j$ th smallest mean income to the overall Gini index is given by

$$
\begin{equation*}
G_{j}=p_{j} s_{j} G_{W j}+p_{j} s_{j} G_{B j}+2 p_{j} s_{j} G_{I j} \tag{5}
\end{equation*}
$$

The first, second, and third terms on the right-hand side of Equation (5) represent the subgroup's contribution to the within-group, between-group, and interaction components, respectively, of the overall Gini index. As will be discussed in Section 3 below, the third term on the right-hand side of Equation (5), which defines the contribution of the subgroup with the $j$ th smallest mean income to the interaction component, is a possible measure of the extent to which the incomes of the income-receiving units in this subgroup are separated from those of the income-receiving units in all other subgroups.

We now turn our attention to the effect of increasing the incomes of all the income-receiving units in the subgroup with the $j$ th smallest mean income by a small proportion $\delta>0$. Potentially, this income increase could change the rankings of the income-receiving units in this subgroup relative to those of the income-receiving units in all the subgroups, thereby complicating the analysis. To circumvent this problem, it is necessary to invoke the assumption of income separation. As suggested by a referee, the income-separation assumption may be called the "rank-preserving condition." Hence, hereafter, the terms "incomeseparation assumption" and "rank-preserving condition" will be used interchangeably.

Given that income separation is an important assumption in the analysis of the marginal effects, it is pertinent to elaborate on what income separation entails. Strictly speaking, income separation refers to situations for which the incomes of the members of a particular subgroup are removed from those of the members of other population subgroups. Under such a separation, small proportionate changes in the incomes of all income-receiving units in the separated population subgroup do not change the rankings of these incomereceiving units relative to those of the income-receiving units in all populationusubsirups.

In general, income separation applies to subgroup formations with some nonoverlapping income ranges. One such formation, which commonly features in official statistics releases, is by income quantiles. This subgroup formation results in the interaction component of the overall Gini index being zero. Other subgroup formations, such as poor/rich and low income/high income, also give rise to nonoverlapping income ranges. The elasticity derived in this article applies to these subgroup formations, provided that small proportionate changes in the incomes of the income-receiving units in the first subgroup do not result in some of its members becoming richer than the income-receiving units in the second subgroup.

In some empirically likely situations, income separation may only apply to a few subgroups whose incomes are far removed from those of the other subgroups. In these situations, it is appropriate to analyze the marginal effects only for the subgroup(s) whose incomes are deemed to be separated from those of other subgroups. The issue of checking for subgroup-income separation is discussed in the next section.

In fact, owing to the complications arising from the existence of an interaction component, multidimensional decompositions of the Gini index have traditionally focused on the case of subgroups with nonoverlapping income ranges (e.g., Mussard and Richard 2012). Also, the concentration-ratio-based elasticities reported by Podder (1993) and Chatterjee and Podder (2007) are strictly valid under the assumption of significant subgroup-income separation although these researchers justified their reporting of these elasticities based on the assumption that the proportional income changes are too small to have any effect on the relative ranks.

Let $G(j, 0)$ and $G(j, \delta)$ denote the Gini index before increasing and after increasing, respectively, the incomes of the members of the subgroup with the $j$ th smallest mean income by the proportion $\delta$. It is easy to verify that under income separation, the mean income for the subgroup is increased by the same proportion $\delta$ but the within-group Ginis $\left(G_{W j}, j=1,2, \ldots, k\right)$, the between-group pseudo-Ginis $\left(G_{B j}, j=1,2, \ldots, k\right)$, and the interaction pseudo-Ginis $\left(G_{I j}, j=1,2, \ldots, k\right)$ are unchanged. However, the income share for the subgroup with the $j$ th smallest mean income increases from $s_{j}=\frac{\sum_{i=1}^{n_{j}} y_{i j}}{\sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}}$ to $s_{j}+B_{j}$ where $B_{j}=\frac{\delta \sum_{i=1}^{n_{j}} y_{i j} \sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}-\delta\left(\sum_{i=1}^{n_{j}} y_{i j}\right)^{2}}{\left(\sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}\right)^{2}+\delta \sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j} \sum_{i=1}^{n_{j}} y_{i j}}$ whereas the income share for the subgroup with the $r$ th smallest mean income, where $r \neq j$, decreases from $s_{r}=\frac{\sum_{i=1}^{n_{r} r} y_{i r}}{\sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}}$ to $s_{r}+A_{r}$ where $A_{r}=\frac{-\delta \sum_{i=1}^{n_{r}} y_{i r} \sum_{i=1}^{n_{j}} y_{i j}}{\left(\sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j}\right)^{2}+\delta \sum_{i=1}^{n_{j}} \sum_{j=1}^{k} y_{i j} \sum_{i=1}^{n_{j}} y_{i j}}$.

Substituting the new income shares into Equation (1) taking into account the fact that the within-group Ginis, the between-group pseudo-Ginis and the interaction pseudo-Ginis are unchanged under the separability assumption, as already alluded to above, as well as the fact that $\lim (\delta \rightarrow 0)\left(B_{j} / \delta\right)=s_{j}\left(1-s_{j}\right)$ and $\lim (\delta \rightarrow 0)\left(A_{r} / \delta\right)=-s_{r} s_{j}$, it follows that

$$
\begin{align*}
{[G(j, 0)]^{-1} \lim (\delta} & \rightarrow 0)\left(\frac{G(j, \delta)-G(j, 0)}{\delta}\right) \\
& =[G(j, 0)]^{-1}\left[G_{j}-\sum_{i=1}^{k} s_{j} G_{i}\right]=[G(j, 0)]^{-1}\left[G_{j}-s_{j} \sum_{\text {Unnuthenticítedd }}^{k} G_{i}\right] \tag{6}
\end{align*}
$$

Since $\sum_{i=1}^{k} G_{i}=G(j, 0)$, i.e., the sum of the contributions of the $k$ population subgroups is equal to the overall Gini index, it follows that the elasticity of the Gini index with respect to changes in the incomes of all income-receiving units in the subgroup with the $j$ th smallest mean income component is given by

$$
\begin{equation*}
\eta_{j}=\left[\left\{G_{j} / G(j, 0)\right\}-s_{j}\right] \tag{7}
\end{equation*}
$$

To the best of our knowledge, the elasticity formula given by Equation (7), which is clearly very simple, has not previously been featured in the literature on subgroup decomposition of the Gini index (detailed derivations of the results are available from the author).

Five important features of Equation (7) are worthy of mention. First, the elasticity is structurally similar to that of the empirically popular Lerman and Yitzhaki’s (1985) elasticity for Gini income-source decomposition. Specifically, the elasticity of the Gini index with respect to small proportional changes in subgroup incomes is the difference between the ratio of the contribution of the subgroup to the overall Gini index prior to the income change (i.e., $G_{j} / G(j, 0)$ ) and the income share of that subgroup prior to the change (i.e., $s_{j}$ ). Likewise, Lerman and Yitzhaki's elasticity with respect to small proportional changes in the incomes of all receiving units from a particular source is the difference between the ratio of the contribution of that income source to the overall Gini index prior to the income change and the share of that income source in total income prior to the change. Second, given that the ranks are unchanged under subgroup-income separability, the resulting elasticity given by Equation (7) solely reflects the share effects. Third, as the illustrative example presented in Section 4 below also indicates, the elasticity could be positive, zero, or negative depending on the magnitude of $G_{j}$, since $G(j, 0)$ and $s_{j}$ cannot be negative. Fourth, $\sum_{j=1}^{k} \eta_{j}=0$. The zero sum of all the elasticities is an artifact of the scale-independence property of the Gini index, which guarantees that increasing the incomes of all the receiving units in all population subgroups by a constant proportion does not affect the overall Gini index. Fifth, the computations entailed are transparent and straightforward.

## 3. Checking for Income Separation

It is repeatedly stressed in this article that income separation is necessary for the elasticity formula as given by Equation (7) to be strictly valid. Hence, it is important to check each subgroup for income separation to determine whether it is appropriate to compute the elasticity for that subgroup. In cases where the subgroups are formed by income quantiles, as is the case with the illustrative example presented in Section 4 below, the elasticities can be reported for all quantiles since all of them would satisfy income separation.

In other cases, however, it is necessary to check individual subgroups for income separation and only report the elasticities for those subgroups that are deemed to satisfy the income-separation (or rank-preserving) condition. In this regard, the contribution of the interaction component to the overall Gini index, as defined by the third term on the righthand side of Equation (5), provides a simple check of how segregated the incomes of the income-receiving units in this subgroup are from those of the income-receiving units of all other subgroups. Specifically, if the incomes in the subgroup with the jth smallestiratan
income are characterized by significant income separation, then the third term on the right-hand side of Equation (5) should be (very close to) zero. One positive aspect of this simple income-separation check is that subgroup size, an important consideration in the development of appropriate segregation indexes, is automatically taken into account via the population shares. Clearly, the contribution of each subgroup to the interaction component for the overall Gini index is beneficial in that it provides a simple but valid check for income separation.

Yitzhaki and Lerman (1991) proposed a stratification index that indicates the extent to which the incomes in a particular subgroup are separated from those in all other subgroups. Further details about Yitzhaki and Lerman's stratification index can be found in their paper. Yitzhaki (1994) and Allanson (2014), among others, propose indexes of overall income stratification that provide useful insights into the overall extent of income separation.

Regardless of which method is used to check for income separation, the elasticities should be reported only for the individual subgroups that are deemed to satisfy the appropriate income-separation (or rank-preserving) condition.

Before presenting an illustrative example using Canadian data, it is important to state the advantages of the marginal analysis of the Gini subgroup decompositions as developed in this article over the marginal analysis based on the Shapley decomposition. First, the fact that the Shapley approach results in the interaction term for the Gini index being absorbed into the within-group or the between-group component results in loss of information on the contribution of the subgroups to the interaction component of the Gini index, information which could be used to measure income separation as described in this section. Second, from a practical perspective the elasticities developed in this article are computationally more convenient, involving simple analytical formulas as opposed to the complex algorithms entailed in the Shapley decompositions.

## 4. Illustrative Example Using Canadian Data

To demonstrate the computation and interpretation of the elasticity of the Gini index with respect to changes in subgroup incomes, we applied the methodology described in Section 2 to the data on the total pretax post-transfer incomes, in Canadian dollars, of a random sample of 4,883 persons, derived from the Canadian Census 2006 Public Use Microdata Files. The sample data are available from the author upon request. To ensure that the appropriate conditions for the empirical validity of the elasticity are met, we first created nonoverlapping subgroups by categorizing the incomes into quintiles.

As indicated above, an important first step in the computation of the elasticities of the Gini index with respect to changes in subgroup incomes is the computation of the contributions of the various subgroups to the overall Gini index. These contributions are reported in the second last column of Table 1. The corresponding elasticities, which are computed using Equation (7), are reported in the last column of the same table.

It is apparent from the entries in the last column of Table 1 that the contribution of the income-receiving units in each of the first two quintiles to the overall Gini index is negative, whereas the contributions of those in the other quintiles are positive. These results raise the issue of the conditions under which the contributionerntaadparticular
Table 1. Elasticities of the Gini index with respect to subgroup-income changes*.

| Quintile | Withingroup Gini | Between-group and interaction pseudo-Ginis |  | Contributions of the various components to overall inequality |  |  |  |  |  | Elasticity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Pop. share | Income share | Withingroup | Betweengroup | Interaction | Total |  |
| j | $\hat{G}_{W j}$ | $\hat{G}_{B j}$ | $\hat{G}_{l j}$ | $p_{j}$ | $s_{j}$ | $\overline{p_{j} s_{j} \hat{G}_{W j}}$ | $p_{j} s_{j} \hat{G}_{B j}$ | $2 p_{j} s_{j} \hat{G}_{l j}$ | $\hat{G}_{j}$ | $\hat{\eta}_{j}$ |
| First ( $j=1$ ) | 0.5333 | -4.0029 | 0.0030 | 0.2 | 0.0158 | 0.0017 | -0.0126 | 0.0000 | -0.0109 | -0.0368 |
| Second ( $j=2$ ) | 0.1257 | -2.0000 | 0.0001 | 0.2 | 0.0749 | 0.0019 | -0.0300 | 0.0000 | -0.0281 | -0.1289 |
| Third ( $j=3$ ) | 0.0954 | 0.0000 | 0.004 | 0.2 | 0.1421 | 0.0027 | 0.0000 | 0.0000 | 0.0027 | -0.1368 |
| Fourth ( $j=4$ ) | 0.0760 | 2.0000 | -0.0003 | 0.2 | 0.2315 | 0.0035 | 0.0926 | -0.0000 | 0.0961 | -0.0466 |
| Fifth ( $j=5$ ) | 0.2928 | 4.0031 | -0.0001 | 0.2 | 0.5357 | 0.0314 | 0.4286 | -0.0000 | 0.4600 | 0.3492 |
| Total | - | - | - | 1.0 | 1.0000 | 0.0412 | 0.4787 | 0.0000 | 0.5198 | 0.0000 |

subgroup could be negative. To see how the contributions to the overall Gini index of the income-receiving units in the lower quintiles could be negative, we refer to Ogwang's (2014) analytical results, which indicate that the within-group Ginis are always positive whereas the between-group and interaction pseudo-Ginis can be positive or negative. Since the income shares and population shares cannot be negative, it follows from Equation (5) that the net contribution of a particular quintile could be positive or negative. In the present empirical example, it turns out that for the first two quintiles the negative effects dominate the positive effects associated with the within-group component. Podder (1993) and Chatterjee and Podder (2007) also uncovered negative contributions of some population subgroups to the overall Gini index when they applied the concentration-indexbased measures to their datasets.

Our experience with this dataset and several other datasets reveals that when most of the incomes in a particular subgroup fall below the median income, then the between-group pseudo-Gini associated with that subgroup will be negative. In fact, the corresponding concentration index for this subgroup formation also turns out to be negative, as pointed out by Chatterjee and Podder (2007).

As can be expected from the traditional subgroup decompositions of the Gini index, the overall Gini index and its within-group, between-group, and interaction components are all non-negative. It also turns out that the between-group inequality accounts for the largest proportion of the overall inequality and the interaction component accounts for the least proportion.

The entries in the third from last column of Table 1 also indicate that the sum of the contributions of the five quintiles to the interaction component is zero. This zero sum of the contributions to the interaction component can be expected, given that quintile formation ensures that there is no income overlapping.

The elasticities for the first four quintiles, reported in the last column of Table 1, are negative, whereas that for the top quintile is positive. The reported elasticities indicate that a one-percent increase in the incomes of the income-receiving units in the first, second, third, and fourth quintile, controlling for the incomes of the income-receiving units in all other quintiles in each case, will decrease the overall Gini index by 0.0368 percent, 0.1289 percent, 0.1368 percent, and 0.0466 percent, respectively. Also, a one-percent increase in the incomes of the income-receiving units in the top quintile, controlling for the incomes of the income-receiving units in all other quintiles, will increase the overall Gini index by 0.3492 percent. As anticipated, the sum of the elasticities for all the five quintiles is zero.

It is apparent from the results for the third and fourth quintiles that although a particular subgroup may initially make a positive contribution to the overall Gini index, small proportionate changes in the incomes of the members of this subgroup may result in a decrease in overall income inequality. This raises the interesting issue of whether empirical researchers should be focusing more on the contributions of the various subgroups to overall inequality or on the elasticities. With respect to this issue, Jurkatis and Strehl (2014) argue in favor of focusing more strongly on the elasticities, given the policy significance. The fact that the elasticities for the lower-income quintiles are negative and that for the top-income quintile is positive should not be surprising, given that increasing the incomes of the income-receiving units in a lower quintilententrolling for
other incomes, would potentially lead to a closure of the income gap. However, in general empirical situations with subgroup-income interactions, the link between proportionate marginal subgroup-income changes and overall income inequality is convoluted.

## 5. Concluding Remarks

The elasticity of the Gini index with respect to changes in subgroup incomes is a statistic that aids policy makers in devising appropriate inequality-reduction strategies. Presenting data on the elasticities may also help the various stakeholders to gain valuable insights from the decomposition.

The trick in deriving this elasticity is to first isolate the contributions of the various subgroups to the overall Gini index from which the marginal effects are then established. Since the marginal income changes could potentially result in relative rank changes, which complicate the analysis, it becomes necessary to invoke the rank-preserving condition. This condition applies if there is a high degree of income separation in that the incomes of the members comprising of a particular subgroup are very different from the incomes of the members of other subgroups (e.g., they are too high or too low). Under income separation, it is apparent from Equation (7) that the elasticity is simply the difference between the ratio of the contribution of that subgroup to the overall Gini index prior to the income change and the income share of the same subgroup prior to the change.

It is also possible in principle to account for sampling variability in the elasticity statistic by computing its bootstrap or jackknife standard error, which is valuable for hypothesistesting purposes. In this regard, accuracy considerations necessitate the re-ranking of the incomes in each bootstrap/jackknife subsample in accordance with the ranking rules described in Section 2, which is computationally intensive but should not be overly difficult if the empirical researcher has access to an appropriate ranking subroutine. Shao and Tu (1995) explain the bootstrap and jackknife methodologies in general and Ogwang (2014) explains the calculation of jackknife standard errors in the subgroup decomposition of the Gini index.

It has been mentioned in the literature (e.g., Podder 1993) that the problem of the inability to neatly decompose the Gini index into only two components (i.e., within-group component and between-group component) owing to the existence of a third component, the interaction component, is circumvented by focusing on the contributions of the various subgroups to the overall Gini index. However, it is apparent from the discussion in this article that this problem in fact resurfaces in the analysis of the elasticities unless the subgroup under consideration is characterized by significant income separation.

Finally, we hope that the results presented in this article will help to popularize the reporting of the elasticities of the Gini index with respect to changes in subgroup incomes in empirical investigations involving population subgroups that are characterized by significant income separation.
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# Multivariate Beta Regression with Application in Small Area Estimation 
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#### Abstract

Multivariate beta regression models for jointly modelling two or more variables whose values belong in the $(0,1)$ interval, such as indexes, rates or proportions, are proposed for making small area predictions. The multivariate model can help the estimation process by borrowing strength between units and obtaining more precise estimates, especially for small samples. Each response variable is assumed to have a beta distribution so the models could accommodate multivariate asymmetric data. Copula functions are used to construct the joint distribution of the dependent variables; all the marginal distributions are fixed as beta. A hierarchical beta regression model is additionally proposed with correlated random effects. We present an illustration of the proposed approach by estimating two indexes of educational attainment at school level in a Brazilian state. Our predictions are compared with separate univariate beta regressions. The inference process was conducted using a full Bayesian approach.


Key words: Bayesian inference; copula function; small domain; education evaluation.

## 1. Introduction

In recent years, numerous applications of the beta distribution have been developed due to the distribution's suitability for modelling rates or proportions. Its properties include being defined on the range $(0,1)$, allowing for asymmetry present in these types of variables, and assuming different forms depending on its parameters. The beta regression additionally allows heteroscedastic observations.

Ferrari and Cribari-Neto (2004) proposed a univariate beta regression for modelling rates or proportions and used a classic approach to estimate the model parameters. A Bayesian version of the static beta regression was proposed by Branscum et al. (2007). More recently, Da-Silva et al. (2011) proposed a method for beta time series data, in which the model parameters that are related to the means follow a dynamic model. However, the most frequently proposed use of the beta distribution in the context of regression has been restricted to cases where there is only one dependent variable.

[^9]We propose a new approach to jointly modelling indexes, rates or proportions, commonly estimated with low accuracy in small samples. Examples of variables that are measured in the range $(0,1)$ and are related to each other are the proportion of poor people, the mortality rate and the ratio of food expenditures to total expenditures. The models proposed in this article can also be employed in estimating correlated poverty indexes for small domains. While the motivation for this work has been the estimation of rates or proportions in small areas (or domains), the strategy used to achieve this goal can be applied to a more general context. Multivariate models are developed for modelling rates or proportions, offering the possibility of jointly managing related quantities in one single model and enjoying the benefits that this joint approach offers. Borrowing strength across the response variables in the multivariate models proposed here can provide more precise estimates of the quantities of interest.

Cepeda-Cuervo et al. (2014) apply a bivariate strategy using the Farlie-GumbelMorgenstern (FGM) copula, modeling the dispersion parameter of the beta regression as proposed in Smithson and Verkuilen (2006) and Simas et al. (2010). However, their approach does not account for any hierarchical structure of the population and no extension to the multivariate case is discussed. Melo et al. (2009), Fabrizi et al. (2011) and Murteira and Ramalho (2014) propose and apply multivariate models for dealing with fractional data.

This article develops multivariate regression models where the dependent variables marginally follow a beta distribution. These models address data fitting in general contexts, and the models are especially advantageous for small area estimation. The beta marginal distributions were reparametrised by the mean and the dispersion, as in Ferrari and Cribari-Neto (2004). The associations between the response variables are considered as a copula function applied to the marginal densities. Copulas are useful tools for building multivariate distributions where the marginal distributions are given or known, allowing individual models be analysed together. Additionally, copula functions allow the representation of various types of dependence between variables. The use of copulas allows flexibility in handling nonlinear relationships between the response variables and is therefore a more general setup than the multivariate normal distribution, which allows only linear relationships. For a complete study on the copula function and its utilities in statistics, see Nelsen (2006).

Two types of multivariate models with beta responses are proposed: a beta regression model, where the marginal densities are connected by a copula function, and a hierarchical beta model with correlation between their means. In a small area estimation context where auxiliary variables and data from multiple characteristics are available, these models can improve the prediction of observations and target-population parameters. Several authors argue that this approach provides better estimates than fitting separate univariate models, because a multivariate model considers the correlations between the response variables after conditioning on the auxiliary variables. Fay (1987) modelled the joint behaviour of the median income in households of three, four and five dwellers. Datta et al. (1999) applied a multivariate mixed linear model and concluded from a simulation study that the multivariate approach provides better results than setting a separate model for each variable. The methods most commonly employed are based on borrowing information from neighbouring or related areas. The models proposed in this articletibatea a direct
application to the small area estimation problem by additionally allowing strength to be borrowed between the response variables.

The article is organised as follows. In Section 2, we propose a multivariate beta regression model by employing copula functions. In Section 3, we apply our proposed models to the small area estimation problems, presenting an illustration with Brazilian education data. Section 4 offers some conclusions and suggestions for further research.

## 2. Multivariate Beta Regression Model Based on Copulas

The structure of dependence between two or more related response variables can be defined in terms of their joint distribution. One way of obtaining a multivariate beta distribution is to join the univariate beta using copula functions, which is one of the most useful tools when the marginal distributions are given or known. The use of copula functions enables the representation of various types of dependence between variables. In practice, this function implies a more flexible assumption about the form of the joint distribution than that given in Olkin and Liu (2003), which assumes that the marginal distributions have the same parameter. Nelsen (2006) defines a copula as a joint distribution function

$$
C\left(u_{1}, \ldots, u_{K}\right)=P\left(U_{1} \leq u_{1}, \ldots, U_{K} \leq u_{K}\right), \quad 0 \leq u_{j} \leq 1
$$

where $U_{j}, j=1, \ldots, K$ are uniformly distributed on the interval $(0,1)$.
Sklar's theorem, stated here in Theorem 1, shows how to obtain a joint distribution using a copula.

Theorem 1 Let $H$ be a K-dimensional distribution function with marginal distribution functions $F_{1}, \ldots, F_{K}$. Then, there is a $K$-dimensional copula $C$ such that for all $\left(y_{1}, \ldots, y_{K}\right) \in[-\infty, \infty]^{K}$,

$$
\begin{equation*}
H\left(y_{1}, \ldots, y_{K}\right)=C\left(F_{1}\left(y_{1}\right), \ldots, F_{k}\left(y_{K}\right)\right) \tag{1}
\end{equation*}
$$

Conversely, if $C$ is an $n$-dimensional copula and $F_{1}, \ldots, F_{K}$ are cumulative distribution functions, then the function $H$ defined by (1) is a distribution function with marginal distributions $F_{1}, \ldots, F_{K}$. Moreover, if all marginal distributions are continuous, $C$ is unique. Otherwise, the copula $C$ is uniquely determined in $\operatorname{Im}\left(F_{1}\right) \times \ldots \times \operatorname{Im}\left(F_{K}\right)$, where $\operatorname{Im}(\cdot)$ represents the image of $(\cdot)$.

Let $\mathbf{y}=\left(\left(y_{11}, \ldots, y_{1 K}\right), \ldots,\left(y_{n 1}, \ldots, y_{n K}\right)\right)$ be a random sample of size $n$ from a continuous joint distribution with marginal densities $f_{1}, \ldots, f_{K}$. Thus, the likelihood function is given by:

$$
\begin{equation*}
L(\mathbf{\Psi})=\prod_{i=1}^{n} c\left(F_{1}\left(y_{i 1} \mid \boldsymbol{\Psi}\right), \ldots, F_{K}\left(y_{i K} \mid \mathbf{\Psi}\right)\right) f_{1}\left(y_{i 1} \mid \boldsymbol{\Psi}\right) \ldots f_{K}\left(y_{i K} \mid \mathbf{\Psi}\right) \tag{2}
\end{equation*}
$$

where $\boldsymbol{\Psi}$ denotes the set of parameters that define the distribution functions $F_{k}$, the densities $f_{k}$, and the copula-density function $c(\cdot), k=1, \ldots, K$.

In (2), we assume that each response variable $k$ is beta distributed, such that:

$$
Y_{i k} \mid \mu_{i k}, \phi_{k} \sim \operatorname{Beta}\left(\mu_{i k}, \phi_{k}\right), \quad i=1, \ldots, n, \quad k=1, \ldots \text { Kauthenticated }
$$

$$
g\left(\mu_{i k}\right)=\eta_{i k}=\sum_{j=1}^{p_{k}} x_{i j} \beta_{j k}
$$

where $\operatorname{Beta}\left(\mu_{i k}, \phi_{k}\right)$ denotes that $Y_{i k}$ is beta distributed with mean $\mu_{i k}$ and variance $\frac{\mu_{k}\left(1-\mu_{i k}\right)}{1+\phi_{k}}, g(\cdot)$ is the link function and $p_{k}$ is the number of covariates for the response variable $k$.

Denote by $\operatorname{BetaM}(\boldsymbol{\mu}, \boldsymbol{\phi}, \boldsymbol{\theta})$ the multivariate beta distribution obtained by using $K$ marginally beta-distributed variables with parameters $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{K}\right)^{T}$ and $\boldsymbol{\phi}=$ $\left(\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{K}\right)^{T}$ and a copula function with a vector of parameters $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{L}\right)^{T}$. Thus, the structure of dependence between the $K$ beta responses is defined by their joint distribution, which is obtained by applying a copula function, resulting in the likelihood function given by (2). Under the Bayesian approach, the specification of the model is completed by assigning a prior distribution to $\boldsymbol{\phi}=\left(\phi_{1}, \ldots, \phi_{K}\right)$, the parameter $\boldsymbol{\beta}=$ $\left\{\beta_{j k}: j=1, \ldots, p_{k} ; k=1, \ldots, K\right\}$ and the parameters that define the copula family. Souza (2011) developed and fitted Model (2) using different copulas to predict missing response values. It was also carried out a simulation study to compare bivariate and univariate beta models under different scenarios.

### 2.1. Multivariate Hierarchical Beta Regression Model

In the multivariate beta regression model presented in the previous section, the marginal beta regression coefficients were fixed. However, there are situations in which some or all of the coefficients are assumed to be random. In these cases, the coefficients of each observation have a common average, suffering from the influence of nonobservable effects. Such models are often called mixed-effects models and have applications in several areas. Jiang (2007) discusses linear mixed models and some inference procedures for estimating their parameters. Rao and Molina (2015) shows some use of mixed-effects models in small area estimation.

In this section, we propose a generalisation of the multivariate regression model presented in Section 2 by assuming that some or all of the coefficients associated with the linear predictor of each response variable can be random and correlated.

Let $y_{i d k}$ be the observed value of the $i^{t h}$ microunit within the $d^{t h}$ macrounit for the $k^{t h}$ response variable, $i=1, \ldots, n_{d}, d=1, \ldots, D$ and $k=1, \ldots, K$. Furthermore, let us assume that $y_{i d k}$ and $y_{i^{\prime} d k}$ are conditionally independent, $\forall i \neq i^{\prime}$. The multivariate hierarchical beta regression model is defined as

$$
\begin{align*}
& \mathbf{y}_{i d} \mid \mu_{i d}, \boldsymbol{\phi}_{i d}, \boldsymbol{\theta} \sim \operatorname{BetaM}\left(\boldsymbol{\mu}_{i d}, \boldsymbol{\phi}_{i d}, \boldsymbol{\theta}\right), \quad i=1, \ldots, n_{d}, \quad d=1, \ldots, D  \tag{3}\\
& y_{i d k} \mid \mu_{i d k}, \phi_{i d k} \sim \operatorname{Beta}\left(\mu_{i d k}, \phi_{i d k}\right), \quad k=1, \ldots, K  \tag{4}\\
& g\left(\mu_{i d k}\right)=\sum_{j=1}^{p_{k}} x_{i d j k}\left(\beta_{j k}+\nu_{d j k}\right)  \tag{5}\\
& \nu_{d j k} \sim N\left(0, \sigma_{j k}^{2}\right), \quad j=1, \ldots, p_{k} \quad \text { and } \quad k=1, \ldots ., K  \tag{6}\\
& \text { Unauthenticated } \\
& \text { Download Date | 10/17/16 12:17 PM }
\end{align*}
$$

where: $p_{k}$ is the number of covariates for the response variable $k ; \operatorname{BetaM}\left(\boldsymbol{\mu}_{i d}, \boldsymbol{\phi}_{i d}, \boldsymbol{\theta}\right)$ denotes a multivariate beta distribution using a copula function with parameter $\boldsymbol{\theta}$ and the beta marginal distributions for the $i^{\text {th }}$ microunit belonging to the macrounit $d$; $\mathbf{y}_{i d}=\left(y_{i d 1}, \ldots, y_{i d K}\right)^{T} ; \quad \boldsymbol{\mu}_{i d}=\left(\mu_{i d 1}, \ldots, \mu_{i d K}\right) ; \quad \boldsymbol{\phi}_{i d}=\left(\phi_{i d 1}, \ldots, \phi_{i d K}\right) ; \quad \boldsymbol{\beta}_{k}=\left(\beta_{1 k}, \ldots, \beta_{p_{k} k}\right)$; $\mathbf{x}_{i d k}=\left(x_{i d 1 k}, \ldots, x_{i d p_{k} k}\right)^{T}$ and

$$
\mathbf{x}_{d k}^{T}=\left(\begin{array}{ccc}
x_{1 d 1 k} & \cdots & x_{1 d p_{k} k} \\
x_{2 d 1 k} & \cdots & x_{2 d p_{k} k} \\
\vdots & \cdots & \vdots \\
x_{N_{d} d 1 k} & \cdots & x_{N_{d} d p_{k} k}
\end{array}\right) .
$$

Thus, microunits belonging to the same macrounit have the same coefficient and the coefficients are different between macrounits. Each response variable can have its own set of regressors and these are not necessarily the same.

As generally described in Equations (3) and (5), the model allows all regression coefficients to be random. However, in many applications of hierarchical models, only some coefficients are assumed to be random, specifically the intercept term. To allow fixed and random coefficients, Equation (5) can be changed to

$$
g\left(\mu_{i d k}\right)=\sum_{j=1}^{p_{k}} x_{i d j k} \beta_{j k}+\sum_{j=1}^{p_{k}} z_{i d j k} \nu_{d j k}=\mathbf{x}_{i d k}^{T} \boldsymbol{\beta}_{k}+\mathbf{z}_{i d k}^{T} \boldsymbol{\nu}_{d k}
$$

with $\mathbf{z}_{i d k}=\left(z_{i d 1 k}, \ldots, z_{i d p_{k} k}\right)^{T}$ and $\boldsymbol{\nu}_{d k}=\left(\nu_{d 1 k}, \ldots, \nu_{d p_{k} k}\right)^{T}$. If $z_{i d j k}=x_{i d j k}$, the $j^{t h}$ coefficient is random and if $z_{i d j k}=0$, the correspondent coefficient is fixed.

In the model described in Equations (3)-(6) all random effects in $\boldsymbol{\nu}$ could be considered independent, and only the correlations across the response variables would be modelled. However, to allow the averages of the responses to borrow strength across themselves for a given macrolevel $d$, all random coefficients for a same covariate $j$ can be assumed to be correlated. For example, if all covariates are the same for all response models, we have $\boldsymbol{\nu}_{d j}=\left(\nu_{d j 1}, \ldots, \nu_{d j K}\right)^{T} \sim N_{K}\left(\mathbf{0}, \boldsymbol{\Sigma}_{j}\right), j=1, \ldots, p$ where

$$
\mathbf{\Sigma}_{j}=\left(\begin{array}{cccc}
\sigma_{j 1}^{2} & \sigma_{j 12} & \cdots & \sigma_{j 1 K} \\
\sigma_{j 12} & \sigma_{j 2}^{2} & \cdots & \sigma_{j 2 K} \\
\vdots & \vdots & \vdots & \vdots \\
\sigma_{j 1 K} & \sigma_{j 2 K} & \cdots & \sigma_{j K}^{2}
\end{array}\right)
$$

A special case very often used in practice is to assume that only the intercepts are correlated, i.e., $\boldsymbol{\nu}_{d 1}=\left(\nu_{d 11}, \ldots, \nu_{d 1 K}\right)^{T} \sim N_{K}\left(\mathbf{0}, \boldsymbol{\Sigma}_{1}\right)$.

The dependence of the response variables is evident on two levels: the observations and the linear predictors. This dependence can be favourable for this model with respect to the small area estimation problem because it allows strength to be borrowed across the means, which are interpreted as the true values of indexes, rates or proportions of interest. The logistic link function was used in all applications. The model stated in Equationse(factete (6)
assumes that information about $K$ response variables and $D$ macrounits with $n_{d}$ microunits $d=1, \ldots, D$ are available.

Equation (5) relates the averages of the response variables in each $d^{\text {th }}$ macrounit, and considers specific macrounits' effects. Thus, the mean $\mu_{i d k}$ and $\mu_{i d k^{\prime}}$ additionally borrow strength among themselves because they are correlated. This is particularly important in the small area estimation problem, in which $\mu_{i d k}$ is interpreted as the true value of the rate or proportion of interest and information from related quantities can produce more accurate estimators.

The vector parameter $\boldsymbol{\phi}_{i d}$ is modelled as presented in the next section. The way it is modelled depends on the specific application considered and it might be subject to restrictions.

## 3. An Example of Small Area Estimation

The models defined in Section 2 were developed for general applications where there are $K$ related variables, measured in the range $(0,1)$, which can be explained by covariates. Here, we present an example of small area estimation.

The researcher may be interested in estimating functions of the response variables for small domains or for some domains with no sample at all. The multivariate models proposed in the previous section can be applied to make predictions on the nonsampled domains and to produce more accurate estimates for the small domains. Auxiliary information (covariates) must be known for all units at the level being predicted. The information can be obtained from a census or administrative records. We have not considered the case of missing values in explanatory variables.

### 3.1. Brazilian Educational Data

The Brazilian evaluation of basic education is conducted by the Brazilian National Institute of Education Research (INEP). The evaluation measures the performance of students of the $4^{\text {th }}$ and the $8^{\text {th }}$ series of elementary school. The tests are performed every two years in urban state schools with more than 20 students. The evaluation of Brazilian education combines performances in the Portuguese language and mathematics tests with socioeconomic information.

The hierarchical structure of the data, organised into municipalities and schools, suggested the use of hierarchical modelling. Only schools with students in the $4^{\text {th }}$ series in Rio de Janeiro State were considered in our application.

We considered the whole data of Rio de Janeiro State as our population and in each municipality selected a two-stage simple random sample of schools and students. In fact, we know the score values of all students for all schools. However, we pretend that we only know the sample-school means and sample-school variances for the selected schools and their respective sample sizes. This is not a unrealistic illustration, because information at individual level is not usually available due to issues of confidentiality.

The response variables are respectively the averages of proportions of correct answers in Portuguese and mathematics estimated at school level. In this application, these averages of proportions in both disciplines for each selected school are direct estimates based on a sample of students in each selected school.

It is important to note that although the number of correct answers for each student can be assumed to be binomially distributed, the school total cannot. Therefore a logistic model is not feasible here, since we are supposing that data at student level are not available. We further assume that the proportion in each school can be approximated by a beta distribution. This is not a strong assumption because the number of students in each school is not too small.

The main aim is to estimate these indexes for the nonsampled schools and to reduce the errors for the sampled schools. A two-part, multivariate hierarchical beta model was applied. One part relates the direct estimates of schools' proficiency to model parameters, and the other part relates these parameters to the auxiliary variables. The schools' indexes are in the $(0,1)$ interval because the school averages are neither zero nor one for both tests. It is assumed that there is information for all schools, selected or not, on the following chosen covariates: existence of a program to avoid school dropout $\left(x_{2}\right)$; lack of books for students $\left(x_{3}\right)$; the percentage of teachers who teach less than $60 \%$ of the program of their disciplines $\left(x_{4}\right)$; proportion of teachers in the school with lower wages $\left(x_{5}\right)$; and lack of a library in the school $\left(x_{6}\right)$. The variable $\left(x_{1}\right)$ refers to the intercept.

The information available about the characteristics of schools is provided by the questionnaires given to school directors and teachers. Schools where there were no answers for at least one of these questionnaires were excluded from the analysis. Municipalities where there was only one state school, after the first mentioned dropouts were additionally eliminated, leaving 82 municipalities. For each one of these 82 municipalities, a random sample of $20 \%$ of the schools was selected. In eleven municipalities, all schools were selected. From the total 1,787 schools in the 82 municipalities, only 421 were selected. Within each selected school, a sample of $20 \%$ of the students was selected.

The response variables contain sampling error that may be related to the school sample size. To consider this feature, a modification in the multivariate hierarchical model is proposed in the equation of the observations. This modification was proposed by Liu et al. (2014) for a univariate beta model. Because it is natural to assume that the variance of the estimate increases when the sample size decreases, the following two-level model (3)-(6) is proposed:

$$
y_{i d k} \sim \operatorname{Beta}\left(\mu_{i d k}, \phi_{i d k}\right),
$$

where $y_{i d k}$ is the direct estimate (based on the sampling design) of the expected index of proficiency of the discipline $k$, of the $i^{t h}$ school in the $d^{t h}$ municipality for $i=1, \ldots, n_{d}$, $d=1, \ldots, D$, where $n_{d}$ is the number of selected schools for the $d^{t h}$ municipality.

We assume that the parameter $\phi_{i d k}$ can be different for each sampled school, and its value depends on the sample size through the following function: $\phi_{i d k}=\gamma_{k} n_{i d}-1$, where $\gamma_{k}$ is a unknown fixed parameter which may vary with the $k^{t h}$ component of the response vector, $k=1, \ldots, K$ and $n_{i d}$ is the sample size of the $i^{\text {th }}$ school in the $d^{t h}$ municipality. This assumption for $\phi_{i d k}$ is valid only for the sampled schools. For the nonsampled ones we constructed the estimator after inferring about the parameter; see Subsubsection 3.1.2 for details.

For the condition $\phi_{i d k}>0$ to be satisfied, we must have

$$
\gamma_{k}>\max \left\{1 / n_{i d}, \forall(i, d) \in s\right\}
$$

where $\max \left\{1 / n_{i d}, \forall(i, d) \in s\right\}$ denotes the maximum of the inverses of all school sample sizes. Note that $\gamma_{k}^{-1}$ can be interpreted as the design effect (deff) with respect to the variance of the sample proportion obtained in a simple random sampling with negligible sampling fraction. Therefore, if we have a previous estimate or guess of the deff for each response $k=1, \ldots, K$, we can use it to set the $\gamma_{k}$ s. However, even if this information is not available, we can still obtain estimates of $\gamma_{k}$ s through the model.

Taking into account the inequality (7), one should impose the following constraints on the range of $\gamma_{k} \mathrm{~s}$ prior, based on one's prior knowledge about the signal of the intraclass correlation $\rho_{k}$ for each variable of interest $k=1, \ldots, K$ :
a) if $\rho_{k}>0 \rightarrow \max \left\{1 / n_{i d}, \forall(i, d) \in s\right\}<\gamma_{k}<1$;
b) if $\rho_{k}<0 \rightarrow \gamma_{k}>1$;
c) if one is not sure about the sign of $\rho_{k}$ then $\gamma_{k}>\max \left\{1 / n_{i d}, \forall(i, d) \in s\right\}$.

A simple type of prior that can be assigned to the $\gamma_{k}, k=1, \ldots, K$ are independent uniform priors, with ranges obtained as advised above.

The following models were considered in our analysis of the school data:

## Model A

$$
\begin{aligned}
\mathbf{y}_{i d k} \mid \mu_{i d k}, \phi_{i d k} & \sim \operatorname{Beta}\left(\mu_{i d k}, \phi_{i d k}\right), \quad i=1, \ldots, n_{d}, \quad d=1, \ldots, D \\
g\left(\mu_{i d 1}\right) & =\beta_{11}+x_{i d 2} \beta_{21}+x_{i d 3} \beta_{31}+x_{i d 4} \beta_{41}+x_{i d 5} \beta_{51}+x_{i d 6} \beta_{61}+\nu_{d 11} \\
g\left(\mu_{i d 2}\right) & =\beta_{12}+x_{i d 2} \beta_{22}+x_{i d 3} \beta_{32}+x_{i d 4} \beta_{42}+x_{i d 5} \beta_{52}+\nu_{d 12} \\
\nu_{d 1} & =\left(\nu_{d 11}, \nu_{d 12}\right)^{T} \sim N_{2}(\mathbf{0}, \mathbf{\Sigma})
\end{aligned}
$$

## Model B

$$
\begin{aligned}
\mathbf{y}_{i d} \mid \boldsymbol{\mu}_{i d}, \boldsymbol{\phi}_{i d}, \theta & \sim \operatorname{BetaM}\left(\boldsymbol{\mu}_{i d}, \boldsymbol{\phi}_{i d}, \theta\right), \quad i=1, \ldots, n_{d}, \quad d=1, \ldots, D \\
\mathbf{y}_{i d k} \mid \mu_{i d k}, \phi_{i d k} & \sim \operatorname{Beta}\left(\mu_{i d k}, \phi_{i d k}\right), \\
g\left(\mu_{i d 1}\right) & =\beta_{11}+x_{i d 2} \beta_{21}+x_{i d 3} \beta_{31}+x_{i d 4} \beta_{41}+x_{i d 5} \beta_{51}+x_{i d 6} \beta_{61}+\nu_{d 11} \\
g\left(\mu_{i d 2}\right) & =\beta_{12}+x_{i d 2} \beta_{22}+x_{i d 3} \beta_{32}+x_{i d 4} \beta_{42}+x_{i d 5} \beta_{52}+\nu_{d 12} \\
\nu_{d 1} & =\left(\nu_{d 11}, \nu_{d 12}\right)^{T} \sim N_{2}(\mathbf{0}, \mathbf{\Sigma}),
\end{aligned}
$$

where only the intercepts are assumed to be random.
A preliminary analysis showed that the covariate $x_{6}$ ("lack of library in the school") is not statistically significant as a predictor of the index of proficiency in mathematics in the presence of the other covariates. Therefore, we did not use it as a predictor of the second response variable in all models.

Note that Model A generates conditional correlation between the dependent variables given municipality $d$, as long as $\Sigma$ is not diagonal. However, Model B is much more general and useful for small area estimation purposes than Model A, since it allows the dependent variables to be correlated, conditional on the true small area parameters $\boldsymbol{\mu}_{i d}$, $\boldsymbol{\phi}_{i d}$ and $\theta$. This is equivalent to assuming that the sampling errors of the respective direct estimators are correlated. Furthermore, at first we would think that the use of a suitable copula function makes it possible to assume $\Sigma$ diagonal in Model B; however, a drawback of adopting this strategy is that this does not allow the municipality random effects to be correlated across the dependent variables.

In the small area context, Models A and B can be regarded neither as a unit-level model, because the response variables are direct estimators, nor as an area-level model, because the municipality random effects are not of the same level as the domains of interest (schools). Since our model can be considered a two-level generalised hierarchical model, the only input response variables required to estimate its model parameters are the designbased direct estimates. Nevertheless, an extension of the model proposed here should include the designed-based variance-covariance matrix as additional information.

Because the scores of all the students are available in the Brazilian microdata test, it is possible to calculate the true observed proportions of the selected schools and to compare them with the direct estimates and the estimates provided by the models.

It is possible to obtain various types of dependence with copula functions. However, there is a wide variety of copula functions. The question thus arises of which copula to use. It makes sense to use the copula that is most appropriate for the data. Silva and Lopes (2008) and Huard et al. (2006) presented proposals for the selection of copulas and models. The criterion proposed by Huard et al. (2006) seeks the most appropriate copula for the data within a previously established set of copulas. Silva and Lopes (2008) implemented the Deviance Information Criterion (DIC) found in Spiegelhalter et al. (2002) and others. This criterion examines the model globally, providing not only the choice of the copula, but also the regressors and the marginal distributions of the response variables. The criteria Akaike Information Criterion (AIC), in Akaike (1973) and Bayesian Information Criterion (BIC), in Schwarz (1978), play a similar role.

Let $L\left(\mathbf{y} \mid \boldsymbol{\Psi}_{j}, M_{j}\right)$ be the likelihood function for the model $M_{j}$, where $\boldsymbol{\Psi}_{j}$ contains the copula parameters and those related to the marginal distributions. Define $D\left(\boldsymbol{\Psi}_{j}\right)=-2 \log L\left(\mathbf{y} \mid \mathbf{\Psi}_{j}, M_{j}\right)$. The AIC, BIC and DIC are given by:

$$
\begin{aligned}
& \operatorname{AIC}\left(M_{j}\right)=D\left(E\left[\mathbf{\Psi}_{j} \mid \mathbf{y}, M_{j}\right]\right)+2 q_{j} \\
& \operatorname{BIC}\left(M_{j}\right)=D\left(E\left[\mathbf{\Psi}_{j} \mid \mathbf{y}, M_{j}\right]\right)+\log (n) q_{j} \\
& \operatorname{DIC}\left(M_{j}\right)=2 E\left[D\left(\mathbf{\Psi}_{j}\right) \mid \mathbf{y}, M_{j}\right]-D\left(E\left[\mathbf{\Psi}_{j} \mid \mathbf{y}, M_{j}\right]\right)
\end{aligned}
$$

where $q_{j}$ denotes the number of parameters of the model $M_{j}$.
Let $\left\{\boldsymbol{\Psi}_{j}^{(1)}, \ldots, \boldsymbol{\Psi}_{j}^{(T)}\right\}$ be a sample from the posterior distribution obtained via MCMC. Then we have the following Monte Carlo approximations:

$$
E\left[D\left(\mathbf{\Psi}_{j}\right) \mid \mathbf{y}, M_{j}\right] \approx T^{-1} \sum_{t=1}^{S} D\left(\boldsymbol{\Psi}_{j}^{(t)}\right) \quad \text { and } \quad E\left[\mathbf{\Psi}_{j} \mid \mathbf{y}, M_{j}\right] \approx T^{-1} \sum_{\text {Utmauthenticated }}^{T} \boldsymbol{\Psi}_{j}^{(t)} .
$$

The linear correlation coefficient is not suitable for measuring the dependence between variables in a model involving copulas since it is not invariant under monotone nonlinear transformation. A further appropriate measure, which can be found in Nelsen (2006), is the Kendall's $\tau$ statistic, given by

$$
\tau=4 \int_{0}^{1} \int_{0}^{1} C(u, v) d C(u, v)-1 .
$$

The parameter $\theta$ has different interpretations, as well as different ranges depending on the copula, as can be seen in Table 1. As the parameter $\theta$ can be written in terms of the Kendall's $\tau$, it is possible to compare the correlations given by different copulas. Thus, the FGM copula is useful for weak association levels between $-2 / 9$ and $2 / 9$. On the other hand, the Clayton copula considers only positive correlations. Another advantage of considering $\tau$ is that this facilitates the task of assigning a prior to $\theta$.

In the following, we focus on the bivariate case. We use the copulas described in Table 1, where the ranges of variation of copula parameters $\theta$ and the measures of dependence Kendall's $\tau$ are presented.

In the following section, the inference process on the parameters of Model B and the indirect estimators of the sampled and nonsampled areas are presented. The inference process and the estimators are analogous for Model A.

### 3.1.1. Inference

We assume that sample selection bias is absent from both models, that is, the sampling scheme is noninformative, see Pfeffermann et al. (2006) for further details. Let $\mathbf{y}_{s}$ be the matrix of the response variables for the sampled schools and $\mathbf{W}=\mathbf{\Sigma}^{-1}$. The posterior density for Model B of all unknown quantities is given by:

$$
p\left(\boldsymbol{\beta}, \boldsymbol{\gamma}, \theta, \boldsymbol{\nu}, \mathbf{W} \mid \mathbf{y}_{s}\right) \propto p\left(\mathbf{y}_{s} \mid \boldsymbol{\beta}, \boldsymbol{\gamma}, \theta, \boldsymbol{\nu}, \mathbf{W}\right) \times p(\boldsymbol{\nu} \mid \mathbf{W}) p(\boldsymbol{\beta}) p(\boldsymbol{\gamma}) p(\theta) p(\mathbf{W})
$$

Assuming independent priors for $\boldsymbol{\beta}, \boldsymbol{\gamma}, \theta$ and $\mathbf{W}$, we have:

$$
\begin{aligned}
p\left(\mathbf{y}_{s} \mid \boldsymbol{\beta}, \boldsymbol{\gamma}, \theta, \boldsymbol{\nu}, \mathbf{W}\right)= & \prod_{d=1}^{D} \prod_{i=1}^{n_{d}} c\left(F_{1}\left(y_{i d 1}\right), \ldots, F_{K}\left(y_{i d K}\right) \mid \boldsymbol{\nu}, \boldsymbol{\beta}, \boldsymbol{\theta}, \boldsymbol{\gamma}\right) \\
& \times \prod_{k=1}^{K} f_{k}\left(y_{i d k} \mid \boldsymbol{\beta}_{k}, \gamma_{k}, \nu_{d 1 k}\right)
\end{aligned}
$$

Table 1. Copula Functions used in this article.

| Copula | $C(u, v \mid \theta)$ | $\theta$ | $\tau$ |
| :--- | :--- | :--- | :--- |
| Clayton | $\left(u^{-\theta}+v^{-\theta}-1\right)^{-1 / \theta}$ | $(0, \infty)$ | $[0,1] \backslash\{0\}$ |
| FGM | $u v[1+\theta(1-u)(1-v)]$ | $[-1,1]$ | $[-2 / 9,2 / 9]$ |
| Frank | $-\frac{1}{\theta} \ln \left(1+\frac{\left(e^{-\theta u}-1\right)\left(e^{-\theta v}-1\right)}{e^{-\theta}-1}\right)$ | $(-\infty, \infty) \backslash\{0\}$ | $[-1,1] \backslash\{0\}$ |
| Gaussian | $\int_{-\infty}^{\Phi^{-1}(u)} \int_{-\infty}^{\Phi^{-1}(v)} \frac{1}{2 \pi \sqrt{1-\theta^{2}}} \exp \left\{\frac{2 \theta s t-s^{2}-t^{2}}{2\left(1-\theta^{2}\right)} d s d t\right\}$ | $[-1,1]$ | $\frac{2}{\pi} \operatorname{arcsen} \theta$ |
| Gumbel | $\exp \left\{-\left[(-\ln u)^{\theta}+(-\ln v)^{\theta}\right]^{1 / \theta}\right\}$ | $[1, \infty)$ | $[0,1]$ |

and

$$
\begin{aligned}
p(\boldsymbol{\nu} \mid \mathbf{W}) & =\prod_{d=1}^{D} p\left(\boldsymbol{\nu}_{d 1} \mid \mathbf{W}\right) \propto \prod_{d=1}^{D}|\mathbf{W}|^{1 / 2} \exp \left\{-\frac{1}{2} \boldsymbol{\nu}_{d 1}^{T} \mathbf{W} \boldsymbol{\nu}_{d 1}\right\} \\
& \propto|\mathbf{W}|^{D / 2} \exp \left\{-\frac{1}{2} \sum_{d=1}^{D} \operatorname{tr}\left(\boldsymbol{\nu}_{d 1}^{T} \boldsymbol{\nu}_{d 1} \mathbf{W}\right)\right\} \\
& \propto|\mathbf{W}|^{D / 2} \exp \left\{-\frac{1}{2} \operatorname{tr}\left[\left(\sum_{d=1}^{D} \boldsymbol{\nu}_{d 1}^{T} \boldsymbol{\nu}_{d 1}\right) \mathbf{W}\right]\right\}
\end{aligned}
$$

with $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}\right), \boldsymbol{\nu}=\left(\nu_{111}, \nu_{112}, \ldots, \nu_{D 11}, \nu_{D 12}\right), \boldsymbol{\beta}_{1}=\left(\beta_{11}, \beta_{21}, \beta_{31}, \beta_{41}, \beta_{51}, \beta_{61}\right)$ and $\boldsymbol{\beta}_{2}=\left(\beta_{12}, \beta_{22}, \beta_{32}, \beta_{42}, \beta_{52}\right)$. The cumulative distribution function and the density of the beta distribution for the response variable $k$ is represented by $F_{k}$ and $f_{k}$, respectively. In addition, $c($.$) is the density of the copula function.$

The posterior distribution of all unknown parameters has no closed form, and thus a Monte Carlo Markov Chain (MCMC) simulation can be applied. Assigning a Wishart prior to $\mathbf{W}$ and a normal one to the intercepts $\left(\beta_{11}, \beta_{12}\right)$ provides a full conditional with known forms for them. Therefore, we can use Gibbs to sample from these parameters. The other parameters are sampled via the Metropolis-Hastings algorithm (Gamerman and Lopes 2006). Samples of the posterior distribution of $\tau$ are obtained directly from samples of the posterior of $\theta$, since $\tau$ is a function of $\theta$.

Souza (2011) discussed different strategies for sampling from the posterior when the random-effect model described in (3)-(6) is fitted, including slice sampling (Neal, 2003). The importance of the posterior parametrisation to the convergence of MCMC algorithm when this model is fitted is shown.

To illustrate the convergence process, Souza (2011) simulated data from the model

$$
\begin{aligned}
\mathbf{y}_{i d} & \sim \operatorname{BetaM}\left(\boldsymbol{\mu}_{i d}, \boldsymbol{\phi}, \theta\right), \quad i=1, \ldots, n_{d}, \quad d=1, \ldots, D \\
\boldsymbol{y}_{i d k} & \sim \operatorname{Beta}\left(\mu_{i d k}, \phi_{k}\right) \\
g\left(\mu_{i d k}\right) & =\beta_{1 k}+x_{i d 2 k} \beta_{2 k}+\nu_{d 1 k} \\
\boldsymbol{\nu}_{d 1} & =\left(\nu_{d 11}, \nu_{d 12}\right) \sim N_{2}(\mathbf{0}, \boldsymbol{\Sigma})
\end{aligned}
$$

where BetaM represents the distribution generated by the Farlie-Gumbel-Morgenstern (FGM) copula with beta marginals. Souza (2011) fixed ( $K=2$ ) response variables, with $D=100$ domains and $n_{d}=20$ units in each one. The following priors were considered: $\theta \sim U(-1,1) ; \quad \beta_{j k} \sim N\left(0,10^{-6}\right), j=1,2 ; \quad \phi_{k} \sim \operatorname{Gamma}(0.001,0.001), k=1,2 ;$ and $\mathbf{W}=\mathbf{\Sigma}^{-1} \sim \operatorname{Wishart}\left(2, \mathbf{I}_{2}\right)$, where $\mathbf{I}_{2}$ is the identity matrix of order 2. Souza (2011) used the same covariate for both responses. Note that $\lambda_{d j k}=\beta_{1 k}+\nu_{d 1 k}$, which is equivalent to $\lambda_{d j k} \sim N\left(\beta_{1 k}, \sigma_{1 k}^{2}\right)$. A simulation study carried out under both ways of parametrisation showed that for the same number of iterations, the convergence is reached faster when the centre parametrisation is considered, that is $\lambda_{d j k} \sim N\left(\beta_{1 k}, \sigma_{1 k}^{2}\right)$. For furtherutherretical
discussion of how to create strategies for improving MCMC convergence, see Gilks and Roberts (1996).

Assigning a Wishart prior to $\mathbf{\Sigma}$ is convenient because the full conditional distribution of $\boldsymbol{\Sigma}$ is known and has close form, which allows the Gibbs sampling algorithm to be employed to sample from it. However, other parameterisations of the matrix $\boldsymbol{\Sigma}$ can be considered. One simple way of decomposing $\boldsymbol{\Sigma}$ is as follows:

$$
\mathbf{\Sigma}=\left(\begin{array}{cc}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2}
\end{array}\right)=\left(\begin{array}{cc}
\sigma_{1} & 0 \\
0 & \sigma_{2}
\end{array}\right)\left(\begin{array}{ll}
1 & \rho_{12} \\
\rho_{12} & 1
\end{array}\right)\left(\begin{array}{ll}
\sigma_{1} & 0 \\
0 & \sigma_{2}
\end{array}\right)
$$

Another well-known parameterisation is the spectral decomposition. These decompositions of $\boldsymbol{\Sigma}$ facilitate the elicitation of the prior. The disadvantage is that the full conditional of the parameters no longer have any close form. Souza (2011) analysed two different ways of assigning vague prior distributions to the variances parameters: $\sigma_{k}^{-2} \sim \operatorname{Gamma}(\epsilon, \boldsymbol{\epsilon})$, for $k=1, \ldots, K$, setting $\boldsymbol{\epsilon}$ small; and one of the approaches proposed by Gelman (2006), $\sigma_{k} \sim U(0, M)$ for $k=1, \ldots, K$, fixing $M$ large. For $\rho_{12}$, a uniform prior on the interval $(-1,1)$ is assigned. Souza (2011) showed that the slicesampling algorithm is efficient for sampling from the full conditional of the $\sigma_{k} \mathrm{~s}$, but very slow for sampling from the full conditional of the random effects when a uniform distribution is assigned to the $\sigma_{k}$ s. The Metropolis-Hastings algorithm was employed when the gamma prior was adopted for the variances. The simulation studies showed that the posterior distribution of all model parameters does not depend much on the three different ways of assigning prior distributions to $\mathbf{\Sigma}$.

### 3.1.2. Small Area Estimation

The posterior mean of $\mu_{i d k}$ and its posterior variance can be empirically evaluated by calculating the mean and the variance of the $T$ iterations of the MCMC algorithm. These values are obtained by jointly simulating the pairs $\left(\mu_{i d 1}^{(t)}, \mu_{i d 2}^{(t)}\right)$ using the fitted model, where: $\mu_{i d k}^{(t)}=g^{-1}\left(\beta_{1 k}^{(t)}+\nu_{d 1 k}^{(t)}+\sum_{j=2}^{p_{k}} \beta_{j k}^{(l)} x_{i d j k}\right)$ for $t=1, . ., T, k=1,2, i=1, \ldots, n_{d}$ and $d=1, \ldots, D$.

In addition, it is necessary to define the estimators for the nonsampled schools. Because there is information on the auxiliary variables for these schools, the estimate of the expected index in each nonselected school at each $(t)$ sample point of the posterior distribution is given by $\mu_{i d k}^{(t)}=g^{-1}\left(\beta_{1 k}^{(t)}+\nu_{d 1 k}^{(t)}+\sum_{j=2}^{p_{k}} \beta_{j k}^{(t)} x_{i d j k}\right)$; for $t=1, \ldots, T$, $k=1,2, i=n_{d}+1, \ldots, N_{d}$ and $d=1, \ldots, D$, where $N_{d}$ is the population size in $d^{t h}$ domain. Because we have $T$ sample points from the posterior distribution of $\mu_{i d k}$, we can obtain credibility intervals for the quantities of interest $\mu_{i d k}$ for sampled and nonsampled schools.

It is also possible to make inference about the students' score means at municipality level. Let us assume that $N_{i d}$, the number of students in each school $i=1, \ldots, N_{d}$ for each municipality $d=1, \ldots, D$, is known. Then we can generate AAGMAGtisamples from
the posterior distribution of the municipality score means, $\left(\mu_{d 1}, \mu_{d 2}\right)$, as

$$
\begin{equation*}
\mu_{d k}^{(t)}=\frac{\sum_{i=1}^{N_{d}} N_{i d} \mu_{i d k}^{(t)}}{\sum_{i=1}^{N_{d}} N_{i d}} ; \quad t=1, \ldots, T, \quad k=1,2, \quad \text { and } \quad d=1, \ldots, D \tag{8}
\end{equation*}
$$

Posterior means and their respective posterior variances for each municipality can be obtained easily by calculating the means and the variances of $T$ MCMC samples.

### 3.1.3. Some Results: Study 1

We fitted Models A and B, using the copulas listed in Table 1, to the data. We assigned relatively vague priors to all parameters of the two fitted models. In particular, with respect to the $\gamma_{k}$ s parameters, we assigned independent uniform priors with the lower limit of their intervals given by inequality (7) and the upper limit equal to $10^{5}$, i.e $\gamma_{k} \sim U\left(0.5,10^{5}\right)$, $k=1,2$. For the other parameters, we set $\boldsymbol{\beta}_{j k} \sim N\left(0,10^{6}\right), j=1, \ldots, 6$, $\mathbf{W} \sim \operatorname{Wishart}\left(2, \boldsymbol{I}_{2}\right)$, where $\boldsymbol{I}_{2}$ is the identity matrix of order 2 . For the parameter $\theta$ the respective prior was set according to the copula as follows: $\operatorname{Gamma}(0.001,0.001)$ for Clayton; $U(-1,1)$ for FGM; $N\left(0,10^{4}\right)$ for Frank; $U(-1,1)$ for Gaussian; and $U(1,10000)$ for Gumbel.

In all cases, two parallel chains were generated, each one with 200,000 iterations and a burn-in of 100,000 . For all models, the chains were obtained from developing a special code in $O x$ version 5.0 (Doornik 2007). The corresponding two-univariate hierarchical beta model, simply denoted as "Separated" in Table 2, was also adjusted to investigate the benefits of the multivariate framework. Table 2 presents the model selection criteria results for all fitted models. The lower the DIC, AIC and BIC values, the better is the model. As noted in Table 2, the lowest values of the criteria are obtained when Model B is fitted using the Frank and Gaussian copulas. The values are slightly lower for the Frank copula. It should be noted that these copulas allow the widest range for the correlation between the indexes.

Table 3 shows the model parameter estimates for the Frank and Gaussian copulas. The posterior mean for the parameter $\rho$, which represents the correlation between the random effects, is approximately 0.60 for both models, as well as the Kendall's $\tau$ coefficient. These values indicate that a multivariate approach should be considered in the analysis of the students' performances.

Table 2. Model selection criteria.

| Models | pD | DIC | AIC | BIC | Log- <br> likelihood |
| :--- | ---: | :---: | :---: | :---: | ---: |
| Model A | 104.03 | -1809.37 | -1989.42 | -1932.83 | 956.70 |
| Model B1 - Clayton | 117.78 | -213.79 | -2345.34 | -2288.74 | 1127.78 |
| Model B2 - Fgm | 108.85 | -2041.43 | -2231.14 | -2174.54 | 1075.14 |
| Model B3 - Frank | 119.48 | -2237.28 | -2448.24 | -2391.65 | 1178.38 |
| Model B4 - Gaussian | 112.94 | -2239.19 | -2437.07 | -2380.47 | 1176.06 |
| Model B5 - Gumbel | 117.60 | -2213.52 | -2420.73 | -2364.13 | 1165.56 |
| Separated | 69.08 | -1802.51 | -1910.68 | -1850.04 | 935.80 |

Table 3. Summary of the model parameters' posterior distribution for the Gaussian and Frank copulas.

| Par. | Frank |  |  |  |  | Gaussian |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2.50\% | 50\% | 97.50\% | Mean | Dev. | 2.50\% | 50\% | 97.50\% | Mean | Dev. |
| $\beta_{11}$ | -0.098 | -0.016 | 0.080 | -0.013 | 0.046 | -0.153 | -0.064 | 0.023 | -0.064 | 0.046 |
| $\beta_{21}$ | -0.313 | -0.254 | -0.191 | -0.254 | 0.031 | -0.298 | -0.236 | -0.171 | -0.236 | 0.032 |
| $\beta_{31}$ | 0.000 | 0.057 | 0.111 | 0.056 | 0.028 | 0.025 | 0.085 | 0.145 | 0.085 | 0.030 |
| $\beta_{41}$ | 0.137 | 0.222 | 0.302 | 0.221 | 0.043 | 0.134 | 0.215 | 0.299 | 0.215 | 0.042 |
| $\beta_{51}$ | -0.242 | -0.161 | -0.079 | -0.161 | 0.042 | -0.240 | -0.147 | -0.056 | -0.147 | 0.048 |
| $\beta_{61}$ | -0.002 | 0.016 | 0.033 | 0.017 | 0.008 | -0.001 | 0.022 | 0.045 | 0.023 | 0.011 |
|  | 3.091 | 3.576 | 4.113 | 3.581 | 0.256 | 3.359 | 3.857 | 4.389 | 3.858 | 0.267 |
| $\sigma_{1}^{2}$ | 0.037 | 0.063 | 0.101 | 0.065 | 0.017 | 0.037 | 0.055 | 0.083 | 0.056 | 0.012 |
| $\sigma_{1}$ | 0.194 | 0.252 | 0.317 | 0.253 | 0.032 | 0.192 | 0.234 | 0.289 | 0.236 | 0.025 |
| $\beta_{12}$ | -0.256 | -0.150 | -0.059 | -0.152 | 0.051 | -0.305 | -0.223 | -0.122 | -0.221 | 0.045 |
| $\beta_{22}$ | -0.276 | -0.221 | -0.167 | -0.221 | 0.029 | -0.268 | -0.208 | -0.148 | -0.208 | 0.031 |
| $\beta_{32}$ | -0.008 | 0.048 | 0.103 | 0.048 | 0.028 | 0.026 | 0.082 | 0.138 | 0.082 | 0.028 |
| $\beta_{42}$ | 0.120 | 0.198 | 0.276 | 0.197 | 0.040 | 0.125 | 0.206 | 0.286 | 0.205 | 0.041 |
| $\beta_{52}$ | -0.219 | -0.142 | -0.061 | -0.141 | 0.041 | -0.209 | -0.113 | $-0.034$ | -0.115 | 0.044 |
| $\gamma_{2}$ | 3.424 | 3.955 | 4.551 | 3.965 | 0.284 | 3.665 | 4.230 | 4.850 | 4.232 | 0.297 |
| $\sigma_{2}^{2}$ | 0.048 | 0.076 | 0.121 | 0.079 | 0.019 | 0.051 | 0.077 | 0.117 | 0.079 | 0.017 |
| $\mathrm{Gr}_{2}$ | 0.220 | 0.276 | 0.349 | 0.278 | 0.034 | 0.225 | 0.278 | 0.343 | 0.279 | 0.030 |
| $\stackrel{ }{\text { O }}$ | 0.018 | 0.042 | 0.079 | 0.044 | 0.016 | 0.020 | 0.039 | 0.067 | 0.040 | 0.012 |
| ¢ | 0.383 | 0.619 | 0.773 | 0.608 | 0.102 | 0.393 | 0.605 | 0.748 | 0.596 | 0.091 |
| 为 | 6.805 | 7.815 | 8.892 | 7.827 | 0.544 | 0.710 | 0.757 | 0.797 | 0.756 | 0.022 |
| $\stackrel{\sim}{\text { ¢ }}$ | 0.554 | 0.596 | 0.633 | 0.595 | 0.021 | 0.502 | 0.546 | 0.587 | 0.546 | 0.022 |

According to the model comparisons used, the Frank copula seems to fit the Brazilian educational data somewhat better than the others. Therefore, we applied the Frank copula to compare the performance of the small area estimates obtained from Model B with its competitors.

The main goals of modelling the indexes of proficiency are to reduce the variability of the direct estimates derived from the sampling design and to obtain accurate estimates for nonsampled schools since the direct estimators can only be obtained for the selected ones. The multivariate model provides estimates for all schools, but we need to evaluate its adequacy. The $95 \%$ credible intervals of the predictive proportions by the replica $y_{i d k}^{(t)}$, for $i \in s$, contain $98.1 \%$ and $97.8 \%$, respectively, of the observed values for the disciplines of Portuguese and mathematics.

The reduction of the variability of the direct estimates by the application of the model can be assessed by estimating the coefficients of variation (CV) of the direct estimators obtained under design-based approach, that is, $C \hat{V}_{D}\left(y_{i d k}\right)=\sqrt{\left(n_{i d}-1\right)^{-1} y_{i d k}\left(1-y_{i d k}\right)\left(1-n_{i d} N_{i d}^{-1}\right)} / y_{i d k}$ and by calculating the coefficients of variation obtained by employing the models, that is, $C V_{p}\left(\mu_{i d k}\right)=\sqrt{V_{p}\left(\mu_{i d k}\right)} / E_{p}\left(\mu_{i d k}\right)$, where the symbols $E_{p}($.$) and V_{p}($.$) denote the$ posterior mean and the posterior variance under the assumed model, respectively. Figure 1 summarises the distribution of the CVs obtained from the estimators. Clearly, the CVs generated by the models are much lower than those obtained through the direct estimation.

We also assessed the relative differences between the small area prediction for each subject provided by the approach employed and the respective true value. The same measure was calculated for the predictions obtained when the two univariate independent hierarchical beta regressions are fitted. Figure 2 shows the box plots for the approaches. It can be seen from Figure 2 that there is some gain in using either Model A or Model B compared to the univariate separated model for both subjects. Model B performs a bit better than Model A in all scenarios. However, Figure 2 shows that model-based estimates


Fig. 1. Box plots of the coefficients of variation of the model-based estimators and the direct estimator for the sampled schools: Portuguese (a) and Mathematics (b).


Fig. 2. Box plots of the relative differences in (\%) between the small area prediction for each subject provided by the approach employed and the respective true value, carried out separately for schools in and out of the sample.
do not seem to substantially reduce the true relative errors of the direct estimates. This might be due to the fact that both sample sizes of schools and students for many municipalities and schools are not small enough to achieve considerable improvement of model-based estimates over designed-based estimates. This issue is investigated further in Subsubsection 3.1.4.

### 3.1.4. Some Results: Study 2

We conducted a second study to investigate the effect of reducing school and student sample sizes on the model-based estimates' improvement over the designed-based estimates. In this second study, the population consists of schools with at least 50 students who had taken both tests. Municipalities that had only one school after these exclusions were also discarded from the population, leaving 96,941 students. Then a simple random sample without replacement of ten percent of schools was selected, ensuring that at least two schools and at most seven schools would be selected per municipalitytidgtthe second


Fig. 3. Coefficients of variation of the model-based A estimator and the direct estimator for the schools in sample (a) and the coefficients of variation of the model-based A estimator for the schools out of sample (b).
stage, a simple random sample without replacement of ten percent of students in each school were selected, imposing a restriction of a maximum of five students per school. The population consists of 32 municipalities in which 87 schools have been selected out of 1,062 schools, making a total of 719 students in the sample. In this study, we only compared the Model A estimates to the direct estimates.

We fitted Model A to the sample using the same priors described in Study 1. Figure 3 summarises the distribution of the CVs obtained from the Model A estimator and the direct estimator for both subjects. As expected, the CVs obtained by the Model A are still much lower than those obtained by the direct estimation for sampled schools.


Fig. 4. Box plots of the relative differences (in \%) with respect to the true value for the model-based A estimator and the direct estimator for the schools in sample (a); Coefficients of variation of the model-based A estimator for the schools out of sample (b).


Fig. 5. Coefficients of variation of the model-based A estimator and the direct estimator calculated at municipality level for the subjects of Portuguese and mathematics.

Figure 4 shows the box plots of the relative differences between the school mean prediction for each subject provided by model-based A and designed-based approaches with respect to true value. It can be seen from Figure 4 that the reduction of the prediction errors of the proposed model-based A estimates with respect to the direct


Fig. 6. Box plots of the relative differences in (\%) with respect to the true value for the model-based A estimator and the direct estimator calculated at municipality level.
estimator is more appreciable than the respective result obtained from Study 1 for both subjects.

We also obtained the posterior means and the posterior variances, and consequently the coefficients of variation under the assumed model, for all 32 municipalities using formulas in Subsubsection 3.1.2. Estimates of the coefficients of variation of the direct estimators were obtained by using standard formulae to estimate the means and the variances in twostage cluster sampling without replacement with equal probability of selection in both stages (schools and students), see, for example $\operatorname{Lohr}(1999,147)$ for formulae.

Figures 5 and Figure 6 respectively present box plots of the coefficients of variation and the relative differences with respect to the true value of the Model A estimates and the direct estimates at municipality level for the subjects of Portuguese and mathematics. As expected, the gain in precision of the model-based estimates with respect to the direct estimates at municipality level are much higher than at school level for both subjects.

## 4. Concluding Remarks and Suggestions for Future Work

The proposed models have the advantage of keeping the response variables at their original scale. Another advantage is the use of copulas, which are marginal free, that is, the degree of the association of the variables is preserved regardless of the marginal distributions. Thus, if two indexes are correlated, whatever marginal is adopted, the measure of dependence is the same. The use of copula functions in beta marginal regressions allows the joint analysis of the response variables by taking advantage of their dependency structure. The application of multivariate models with beta responses is an appealing alternative to models that require transforming the original variables. The choice between the proposed models and their competitors in the literature should be guided by the goals of the researcher, who must observe the models' predictive power and goodness of fit. The disadvantage of models that use copulas is that they are time consuming when simulating samples from the posterior distributions of the model parameters or functions of them.

In Section 2, we propose a multivariate hierarchical model with two levels. The variables are correlated on the first level with the aid of a copula function. Despite being applicable in general situations, this model has been developed especially for the small area estimation problem to allow strength to be borrowed across the areas or small domains of interest. The random effects of the same area are assumed to be correlated, and the random effects of different areas have the same variance-covariance matrix. In the illustration presented, the multivariate hierarchical model estimated the expected indexes of proficiency for nonsampled schools and additionally presented a significant reduction of the coefficients of variation compared to the direct estimates at school as well as at municipality level.

Sample household surveys are important sources of potential applications of the models proposed in this work. Examples of variables measured in the range $(0,1)$ are the unemployment rate and the poverty gap, the latter of which measures, on average, the distance between the poor and the poverty line. These variables are important measures both for planning and in the knowledge of the population conditions, but are rarely available for small geographic levels or population subgroups for intercensus periods. Prediction of these poverty indexes could be performed using the models proposed in this article.

It is important to note that this work focuses on building multivariate regression models in which the marginal distributions are beta. This work notes the advantages of these models over corresponding univariate models and proposes a strategy for estimating their parameters. However, the theory of copula functions can be applied to any multivariate model that can be built for any known marginal distributions, provided that the distributions of response variables are different. We can even have continuous and discrete variables in the same model. To build a model for other distributions is straightforward, but each model has a peculiar and practical feature. In the specific case of the beta model, the mean and the dispersion have been adopted as the model parameters, where the latter parameter controls the variance. Other parametrisations are possible but could lead to additional difficulties. Various strategies can be defined by the researcher according to the available data. Some important strategies are first to fix the marginal and then obtain the appropriate copulas or to estimate models with different copulas and marginal densities and decide which is the "best" model by applying a model-comparison approach.

As can be seen in a simulation study in Souza (2011), when responses share exactly the same set of regressors, the results of univariate and multivariate approaches show little difference. In the abovementioned study and applications with real data, the model selection criteria were unable to show which approach was preferable. However, in the application presented in this article where the explanatory variables are not the same for both responses, we could see a better performance of the multivariate model. Similar findings were reported for other models and can be seen in Bartels and Fiebig (1991), Gueorguieva and Agresti (2001) and Teixeira-Pinto and Normand (2009).

It should be noted that the CV of the direct estimates were calculated under a designbased approach and the measure of precision of the proposed model under a model-based (Bayesian model-based) approach. Therefore, although we can interpret $\gamma_{k}^{-1}$ as the deff, the calculation is based on model-based premises, and thus the ratio between the modelbased variance estimate and its respective estimate of the direct estimator variance could be different from the design-based deff for each school. A possible extension of our proposed approach should allow the values of deff to vary with schools.

Another point is that in practical situations where the response variables can have values of zero or one, the beta distribution will not be adequate. One possible way to circumvent this problem is to use a mixture of distributions so that the zeros and ones can be accommodated. Ospina and Ferrari (2012) propose a general class of inflated regression models to fit data with such features. We have not considered omitted values in the explanatory variables in our model formulation, which could be another possible extension of the models proposed here.
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#### Abstract

Nonresponse is very common in epidemiologic surveys and clinical trials. Common methods for dealing with missing data (e.g., complete-case analysis, ignorable-likelihood methods, and nonignorable modeling methods) rely on untestable assumptions. Nonresponse two-phase sampling (NTS), which takes a random sample of initial nonrespondents for follow-up data collection, provides a means to reduce nonresponse bias. However, traditional weighting methods to analyze data from NTS do not make full use of auxiliary variables. This article proposes a method called nonrespondent subsample multiple imputation (NSMI), where multiple imputation (Rubin 1987) is performed within the subsample of nonrespondents in Phase I using additional data collected in Phase II. The properties of the proposed methods by simulation are illustrated and the methods applied to a quality of life study. The simulation study shows that the gains from using the NTS scheme can be substantial, even if NTS sampling only collects data from a small proportion of the initial nonrespondents.


Key words: Double sampling; maximum likelihood; missing data; nonignorable missing-data mechanism; quality of life; weighting.

## 1. Introduction

Nonresponse is very common in population surveys and clinical trials. Complete-case analysis (CC), which discards the incomplete cases, can lead to a substantial loss of information or biased estimation of the key parameters. Since the publication of Rubin's seminal paper on missing data (Rubin 1976), a number of ignorable-likelihood (IL) methods have been developed, including ignorable maximum likelihood, Bayesian inference, and multiple imputation (Dempster et al. 1977; Rubin 1987; Heitjan and Rubin 1991; Little and Zhang 2011). IL methods provide valid inference when missingness does not depend on the underlying missing values after conditioning on available data, a state termed missing at random (MAR) (Rubin 1976; Little and Rubin 2002). When MAR holds, inference can be based on the observed-data likelihood, and thus does not require modeling assumptions about the missingness indicators. When the missingness could depend on the missing values (missing not at random (MNAR) mechanism), nonignorable models (NIM) are developed based on the joint distribution of the variables and the

[^10]missing-data indicators (Heckman 1976; Amemiya 1984; Little 1993, 1994; Nandram and Choi 2002, 2010).

Both IL and NIM methods make use of all available data, but they rely on assumptions about the missing-data mechanism. IL methods are vulnerable to failures of the ignorable missingness assumption; NIM methods are vulnerable to misspecification of the missingdata mechanism and suffer from problems with identifying parameters. The assumptions about the missing-data mechanism are untestable without knowing the underlying values of the missing data. The choice may be aided by learning more about the missing-data mechanism; for example, by recording reasons why particular values are missing. The difficulty in identifying parameters in NIM may be alleviated in some special cases, such as small-area estimation (Nandram and Choi 2002). In cases where the assumptions about the missing-data mechanism cannot be determined, an alternative strategy is to perform a sensitivity analysis to see whether key results are robust to alternative methods and assumptions.

Yet another alternative is to use a study design to relax to some degree the assumptions required under IL and NIM. One such design is two-phase sampling, in which a subsample of nonrespondents to the original survey (Phase I) is selected for further interview attempts (Phase II). This method is called nonresponse two-phase sampling (NTS). It was first proposed by Hansen and Hurwitz (1946) to reduce the nonresponse bias in mail questionnaires by carrying out personal interviews with a fraction of the nonrespondents. Discussions of sample-size selection and estimation of the population mean/total can be found in Hansen and Hurwitz (1946) and Srinath (1971). Some examples of using twophase sampling to mitigate the effects of nonresponse include the National Comorbidity Survey (Elliott et al. 2000), the 2003 Survey of Small Business Finances (Harter et al. 2007) and the 2011 Canadian National Household Survey (Statistics Canada 2011).

Previous research mainly relies on using case weights developed from the two-phase sample, rather than auxiliary variables, to reduce bias in estimating population means or totals (Hansen and Hurwitz 1946; Srinath 1971; Harter et al. 2007). This article proposes nonrespondent subsample multiple imputation (NSMI), where multiple imputation (Rubin 1987) is performed within the subsample of nonrespondents in Phase I, using additional data collected in Phase II. The rationale of NSMI is that the MAR assumption, which the multiple-imputation method is based on, is valid within the nonrespondent subsample in Phase I, but may be invalid if extended to the whole sample. This is true when the missingness in Phase I is MNAR and the NSMI reduces the nonresponse bias; when the missingness in Phase I is ignorable, the NSMI is still a valid method, although there is some loss of efficiency compared with multiple imputation using all cases.

Section 2 presents a motivating application based on data from a quality of life (QOL) study. In this application, 147 out of the 750 participants did not reply to the initial QOL survey. In Phase II, all 147 nonrespondents were recontacted and 39 provided answers to an abridged version of the QOL instrument. The NSMI method consists of multiple imputation of the missing QOL outcomes within the subsample of nonrespondents in Phase I, that is, using the partial information of the 39 respondents in Phase II to impute the missing QOL data.

Section 3 introduces the framework of NTS and the necessary notation. Section 4 reviews the methods for analyzing data from NTS and proposes NSMAuSe\&tiene presents
simulations that illustrate the properties of NSMI, while Section 6 applies the method to the motivating data. Section 7 concludes with a discussion.

## 2. Motivating Problem: A Quality of Life Study

To illustrate the methods, data from 750 participants in a community-based study - the Children in the Community study (CIC) (Cohen et al. 2005) - are considered. The sample was based on a random residence-based cohort, originally drawn from 100 neighborhoods in two upstate New York counties in 1975. Additional information regarding the study is available from Cohen et al. (2005). From 1991 to 1994 (T1), 750 youths (mean age 22 years and SD 2.8 years) were interviewed in their homes by trained interviewers. QOL data were collected as part of the survey. QOL was assessed by the young adult quality of life instrument (YAQOL) (Chen et al. 2004). In 2001-2004 (T2) at mean age 33.0 years ( $\mathrm{SD}=2.8$ ), the same group of participants was surveyed via the web using the same QOL instrument. Of the 750 subjects assessed for QOL at T1, 603 (80.4\%) completed the QOL survey at T2; 147 did not respond to the follow-up survey. For these 147 subjects, an abridged version of the QOL instrument was mailed to their home address. Upon return of the completed surveys, subjects were paid for their participation. Of the 147 eligible subjects, $39(26.5 \%)$ returned their QOL questionnaire. The resources scale used here is taken from the abridged version and identical to that employed at T1.

The goals of the QOL analysis included estimating the mean resources score and determining whether the resources scores are related to major demographic variables-age, gender, race and education. CC analysis suffers from inefficiency and potential bias if the missingness of QOL is MNAR. IL analyses make use of the partial information in the incomplete cases, but assume the missing data are MAR. NSMI is proposed for this problem, which is shown to be valid if the conditions of the Phase II sampling are met, regardless of the missing-data mechanism in Phase I.

## 3. Continuing Data Collection for Nonresponse

Data with the structure in Table 1 are considered. Let $\left\{\boldsymbol{y}_{i}, i=1, \ldots n\right\}$ denote $n$ independent observations on a (possibly multivariate) outcome variable $\boldsymbol{Y}$, where $\boldsymbol{Y}$ has missing values. $\boldsymbol{Y}_{o b s, 1}$ is used to represent the data observed in Phase I, $\boldsymbol{Y}_{o b s, 2}$ to represent the data missing in Phase I, but observed in Phase II, and $\boldsymbol{Y}_{\text {mis }}$ to represent the data missing after Phase II sampling. Let $\boldsymbol{Y}_{\text {obs }}=\left(\boldsymbol{Y}_{o b s, 1}, \boldsymbol{Y}_{o b s, 2}\right)$ and $\boldsymbol{Y}_{m i s, 1}=\left(\boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{\text {mis }}\right)$ represent the observed data after Phase II and the missing data from Phase I, respectively. The vector of

Table 1. Two-phase sampling for nonresponse and general missing-data structure for Section 3.

| Pattern | Observation, i | $\boldsymbol{y}_{i}$ | $R_{1, i}$ | $S_{2 \cdot 1, i}$ | $R_{2 \cdot 1, i}$ | $R_{2, i}$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $i=1, \ldots, m$ | $\sqrt{2}$ | 1 | - | - | 1 |
| 2 | $i=m+1, \ldots, m+r$ | x | 0 | 1 | 1 | 1 |
| 3 | $i=m+r+1, \ldots, m+s$ | $?$ | 0 | 1 | 0 | 0 |
| 4 | $i=m+s+1, \ldots, n$ | $?$ | 0 | 0 | 0 | 0 |

Key: $\sqrt{ }$ denotes observed; ? denotes at least one entry missing; $x$ denotes at least one entry missing in Phase I, but observed in Phase II.
covariates, $z_{i}$, is assumed to be fully observed. Interest concerns the parameters $\boldsymbol{\phi}$, which govern the conditional distribution of $\boldsymbol{y}_{i}$ on $\boldsymbol{z}_{i}, p\left(\boldsymbol{y}_{i} \mid \boldsymbol{\phi}, z_{i}\right)$.

In Phase I, $\boldsymbol{y}_{i}$ s are observed for $i=1, \ldots, m$, but contain missing values for $i=m+1, \ldots, n$. The response indicator for Phase I is denoted as $R_{1, i}$, equal to 1 if $\boldsymbol{y}_{i}$ is observed and 0 otherwise. In Phase II, $s$ subjects were sampled from the nonrespondents in Phase I and $r$ subjects responded. $S_{2 \cdot 1, i}$ is used to denote whether a subject was sampled among the nonrespondents in Phase I. Let $\pi_{i}$ denote the Phase II sampling probability among nonrespondents in Phase I,

$$
\begin{equation*}
\pi_{i}=\operatorname{Pr}\left(S_{2 \cdot 1, i}=1 \mid R_{1, i}=0 ; z_{i}, \boldsymbol{y}_{i}\right) \tag{1}
\end{equation*}
$$

After Phase II sampling, data on $r$ additional subjects were collected. $R_{2 \cdot 1, i}$ is used to denote the Phase II response indicator among the nonrespondents in Phase I. The overall response indicator after completion of Phase II is denoted as $R_{2, i}$. Depending on the context, the second-stage sampling may be a simple random, stratified or other probability sampling scheme. In certain settings such as this example, all nonrespondents may be contacted, with $\pi_{i}=1$ for all $i$, so that $m+s=n$ and the fourth row in Table 1 is empty.

The rows of Table 1 divide the cases into four patterns. Pattern $1(i=1, \ldots, m)$ consists of subjects for whom $\boldsymbol{y}_{i}$ is fully observed after first-phase data collection. Pattern 2 consists of cases that were missing in Phase I, but subsequently observed in Phase II sampling. Pattern 3 consists of cases that were sampled in Phase II, but did not respond, and Pattern 4 were those Phase I nonrespondents were not sampled in Phase II.

## 4. A Comparison of Methods for Analyzing the Data

### 4.1. Ignorable Likelihood Using Multiple Imputation (MI)

In this subsection, data with the structure in Table 2 are considered. $\boldsymbol{Y}_{o b s}$ and $\boldsymbol{Y}_{m i s}$ are used to denote the observed and missing component of the data $\boldsymbol{Y}$, respectively. $R_{i}$ is used to denote the response indicator, equal to 1 if $\boldsymbol{y}_{i}$ is observed and 0 otherwise. $\boldsymbol{Z}$ denotes the covariates that are fully observed. When the data contain missing values, the full model to describe the data is the joint distribution of $\boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{\text {mis }}$ and $\boldsymbol{R}$ conditional on $\boldsymbol{Z}, P\left(\boldsymbol{Y}_{\text {obs }}, \boldsymbol{Y}_{\text {mis }}, \boldsymbol{R} \mid \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right)$, where $\boldsymbol{\xi}$ is the parameter associated with the distribution of the response indicator $\boldsymbol{R}$. The observed likelihood can be written as:

$$
\begin{equation*}
L\left(\boldsymbol{\phi}, \boldsymbol{\xi} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{R} ; \boldsymbol{Z}\right) \propto P\left(\boldsymbol{Y}_{o b s}, \boldsymbol{R} \mid \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) \tag{2}
\end{equation*}
$$

Table 2. General missing-data structure for Subsection 4.1.

| Pattern | Observation, $i$ | $\boldsymbol{y}_{i}$ | $\boldsymbol{R}_{i}$ |
| :--- | :--- | :--- | ---: |
| 1 | $i=1, \ldots, m$ | $\sqrt{ }$ | 1 |
| 2 | $i=m+1, \ldots, n$ | $?$ | 0 |

where

$$
\begin{align*}
P\left(\boldsymbol{Y}_{o b s}, \boldsymbol{R} \mid \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) & =\int P\left(\boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s}, \boldsymbol{R} \mid \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) d \boldsymbol{Y}_{m i s} \\
& =\int P\left(\boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) P\left(\boldsymbol{R} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s}, \boldsymbol{\xi}, \boldsymbol{Z}\right) d \boldsymbol{Y}_{m i s} \tag{3}
\end{align*}
$$

When the missing-data mechanism is missing completely at random (MCAR) or MAR (Little and Rubin 2002), (3) becomes

$$
P\left(\boldsymbol{Y}_{o b s}, \boldsymbol{R} \mid \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right)= \begin{cases}P\left(\boldsymbol{Y}_{o b s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) P(\boldsymbol{R} \mid \boldsymbol{\xi} ; \boldsymbol{Z}) & \text { if MCAR }  \tag{4}\\ P\left(\boldsymbol{Y}_{o b s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) P\left(\boldsymbol{R} \mid \boldsymbol{Y}_{\text {obs }}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) & \text { if MAR }\end{cases}
$$

Under the further condition that the parameter spaces of $\boldsymbol{\phi}$ and $\boldsymbol{\xi}$ are distinct, the likelihood-based inference on $\phi$ can be conducted based on $P\left(\boldsymbol{Y}_{\text {obs }} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right)$, ignoring the missing-data mechanism:

$$
\begin{equation*}
L\left(\boldsymbol{\phi} \mid \boldsymbol{Y}_{o b s} ; \boldsymbol{Z}\right) \propto P\left(\boldsymbol{Y}_{o b s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) . \tag{5}
\end{equation*}
$$

Likelihood-based methods that ignore the missing-data mechanism are called ignorable likelihood (Little and Zhang 2011). Options for IL are maximum-likelihood estimation, Bayesian inference, and multiple imputation. Bayesian inference is based on the posterior distribution of $\boldsymbol{\phi}$ given by:

$$
\begin{equation*}
P\left(\boldsymbol{\phi} \mid \boldsymbol{Y}_{o b s} ; \boldsymbol{Z}\right) \propto L\left(\boldsymbol{Y}_{o b s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) P(\boldsymbol{\phi}), \tag{6}
\end{equation*}
$$

where $P(\boldsymbol{\phi})$ is the prior distribution of $\boldsymbol{\phi}$.
Another option of IL is multiple imputation, that is, to impute the missing data $\boldsymbol{Y}_{\text {mis }}$, and then apply complete-data-based methods to the imputed data to make inference on the parameters $\boldsymbol{\phi}$. Multiple imputation is closely related to Bayesian inference. The imputation of $\boldsymbol{Y}_{m i s}$ is based on the posterior predictive distribution of $\boldsymbol{Y}_{m i s}$ given $\boldsymbol{Y}_{o b s}$, which is the conditional predictive distribution, $P\left(\boldsymbol{Y}_{\text {mis }} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{\phi} ; \boldsymbol{Z}\right)$, averaged over the posterior distribution of $\boldsymbol{\phi}$, that is,

$$
\begin{equation*}
P\left(\boldsymbol{Y}_{m i s} \mid \boldsymbol{Y}_{o b s} ; \boldsymbol{Z}\right)=\int P\left(\boldsymbol{Y}_{m i s} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{\phi} ; \boldsymbol{Z}\right) P\left(\boldsymbol{\phi} \mid \boldsymbol{Y}_{o b s} ; \boldsymbol{Z}\right) d \boldsymbol{\phi} \tag{7}
\end{equation*}
$$

In order to generate $M$ sets of imputations given $\boldsymbol{Y}_{\text {obs }}, M$ values of $\boldsymbol{\phi}$ are independently drawn from the posterior distribution, say $\tilde{\boldsymbol{\phi}}^{(t)}(t=1, \ldots, M)$. For each $\tilde{\boldsymbol{\phi}}^{(t)}$, one set of imputed values of $\boldsymbol{Y}_{\text {mis }}$ is obtained by taking a random draw of $\boldsymbol{Y}_{\text {mis }}$ from the corresponding posterior predictive distribution $P\left(\boldsymbol{Y}_{\text {mis }} \mid \boldsymbol{Y}_{\text {obs }}, \tilde{\boldsymbol{\phi}}^{(t)} ; \boldsymbol{Z}\right)$. Rubin (1987) showed that when the proper imputation method is followed (i.e., an imputation method that accounts for the uncertainty in the model parameters), the resulting inference based on the multiply imputed datasets is valid. The $M$ imputed datasets are then analyzed as if each of them is a complete dataset. The analysis results from $M$ imputed datasets are combined following the multiple-imputation combining rules (Rubin 1987).

Unlike IL methods, CC analysis discards all cases that contain missing values and is based on the following likelihood:

$$
\begin{equation*}
L_{\mathrm{cc}}(\boldsymbol{\phi})=\text { const. } \times \prod_{i=1}^{m} p\left(\boldsymbol{y}_{i} \mid \boldsymbol{R}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \tag{8}
\end{equation*}
$$

The estimation of $\boldsymbol{\phi}$ is obtained through maximizing $L_{\propto}(\boldsymbol{\phi})$; CC analysis is the default method in most statistical packages.

### 4.2. Complete-Case and Ignorable-Likelihood Methods

In this section, data with the structure in Table 1 are considered. The notation is the same as in Section 3. Depending on whether the additional data, $\boldsymbol{Y}_{\text {obs }, 2}$ are used, there are two versions of complete-case analysis and ignorable-likelihood method (e.g., multiple imputation). The ignorable-likelihood methods that use data in Phase II (IL2) can be written as:

$$
\begin{align*}
L_{\mathrm{ign}, 2}(\boldsymbol{\phi})= & P\left(\boldsymbol{Y}_{\text {obs }} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right)=\int P\left(\boldsymbol{Y}_{\text {obs }}, \boldsymbol{Y}_{m i s} \mid \boldsymbol{\phi} ; \boldsymbol{Z}\right) d \boldsymbol{Y}_{m i s} \\
= & \text { const. } \times \prod_{i=1}^{m} p\left(\boldsymbol{y}_{i} \mid R_{1, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \times \prod_{i=m+1}^{m+r} p\left(\boldsymbol{y}_{i} \mid R_{1, i}=0, R_{2, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right)  \tag{9}\\
& \times \int \cdots \int_{i=m+r+1} \prod_{1}^{n} p\left(\boldsymbol{y}_{i, o b s}, \boldsymbol{y}_{i, m i s} \mid R_{2, i}=0 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) d \boldsymbol{y}_{m+r+1, m i s} \cdots d \boldsymbol{y}_{n, m i s}
\end{align*}
$$

where $\boldsymbol{y}_{i, o b s}$ consists of the fully observed components of $\boldsymbol{y}_{i}$.
Rubin's (1976) theory shows that a sufficient condition for valid inference based on (9) is that MAR holds in the Phase II data, that is:

$$
\begin{equation*}
P\left(\boldsymbol{R}_{2} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right)=P\left(\boldsymbol{R}_{2} \mid \boldsymbol{Y}_{o b s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right) \tag{10}
\end{equation*}
$$

A complete-case analysis using Phase II data (CC2) bases inferences for $\boldsymbol{\phi}$ on the complete observations in Patterns 1 and 2. In a likelihood context, the method bases inference on the conditional likelihood corresponding to the complete cases after Phase II sampling, namely:

$$
\begin{equation*}
L_{\mathrm{cc}, 2}(\boldsymbol{\phi})=\mathrm{const} . \times \prod_{i=1}^{m} p\left(\boldsymbol{y}_{i} \mid R_{1, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \times \prod_{i=m+1}^{m+r} p\left(\boldsymbol{y}_{i} \mid R_{1, i}=0, R_{2, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \tag{11}
\end{equation*}
$$

Note that the first part of (9) is exactly the same as (11), and that the second part explains how (9) uses the partially observed component of the outcome $\boldsymbol{y}_{i}$ (possibly multivariate) for $i=m+r+1, \ldots, n$. The key assumption under which inference based on $L_{\propto, 2}(\boldsymbol{\phi})$ is valid is that the missingness after Phase II is MCAR,

$$
\begin{equation*}
P\left(\boldsymbol{R}_{2} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right)=P\left(\boldsymbol{R}_{2} \mid \boldsymbol{\xi}, Z\right) . \tag{12}
\end{equation*}
$$

Note that (12) is a special case of (10); when the missingness after Phase II is MCAR, the IL2 method is also valid and more efficient than CC2 because CC2 removes from the analysis all cases that were not observed after Phase II sampling, and fails to use the information in the partially observed data.

The ignorable-likelihood methods that use only the Phase I data (IL1) are based on the following likelihood:

$$
\begin{align*}
L_{\mathrm{ign}, 1}(\boldsymbol{\phi})= & P\left(\boldsymbol{Y}_{o b s, 1} \mid \boldsymbol{\phi}, \boldsymbol{Z}\right)=\iint P\left(\boldsymbol{Y}_{o b s, 1}, \boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s} \mid \boldsymbol{\phi}, \boldsymbol{Z}\right) d \boldsymbol{Y}_{o b s, 2} d \boldsymbol{Y}_{m i s} \\
= & \text { const. } \times \prod_{i=1}^{m} p\left(\boldsymbol{y}_{i} \mid R_{1, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \\
& \times \int \cdots \prod_{i=m+1}^{m+r} p\left(\boldsymbol{y}_{i, o b s}, \boldsymbol{y}_{i, m i s} \mid R_{1, i}=0, R_{2, i}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) d \boldsymbol{y}_{m+1, m i s} \cdots d \boldsymbol{y}_{m+r, m i s}  \tag{13}\\
& \times \int \cdots \int \prod_{i=m+r+1}^{n} p\left(\boldsymbol{y}_{i, o b s}, \boldsymbol{y}_{i, m i s} \mid R_{2, i}=0 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) d \boldsymbol{y}_{m+r+1, m i s} \cdots d \boldsymbol{y}_{n, m i s}
\end{align*}
$$

They are valid if:

$$
\begin{equation*}
P\left(\boldsymbol{R}_{1} \mid \boldsymbol{Y}_{o b s, 1}, \boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right)=P\left(\boldsymbol{R}_{1} \mid \boldsymbol{Y}_{o b s, 1} ; \boldsymbol{\xi}, \boldsymbol{Z}\right) \tag{14}
\end{equation*}
$$

Likewise, the CC analysis based only on Phase I uses cases in Pattern 1 (CC1) in Table 1, and is equivalent to (8) when no resampling has occurred. Here, the likelihood can be written as:

$$
\begin{equation*}
L_{\mathrm{cc}, 1}(\boldsymbol{\phi})=\text { const. } \times \prod_{i=1}^{m} p\left(\boldsymbol{y}_{i} \mid \boldsymbol{R}_{1}=1 ; \boldsymbol{\phi}, \boldsymbol{Z}\right) \tag{15}
\end{equation*}
$$

The CC 1 analysis is valid if the corresponding missing-data mechanism is MCAR:

$$
\begin{equation*}
P\left(\boldsymbol{R}_{1} \mid \boldsymbol{Y}_{o b s}, \boldsymbol{Y}_{m i s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right)=P\left(\boldsymbol{R}_{1} \mid \boldsymbol{\xi}, \boldsymbol{Z}\right) \tag{16}
\end{equation*}
$$

In both cases with or without using data from Phase II, the ignorable-likelihood methods are more efficient than the CC analysis if the corresponding missing-data mechanisms are ignorable (MAR or MCAR). The choice between IL1 and IL2 relies on whether (10) or (14) is a more reasonable assumption, that is, whether the MAR assumption holds among second-wave nonrespondents regardless of the first-wave missingness mechanism (suggesting IL2), or whether MAR holds among first-wave nonrespondents, but missingness is nonignorable at Phase 2 (suggesting IL1).

### 4.3. Nonrespondent Subsample Multiple Imputation (NSMI)

In this section, data with the structure in Table 1 are also considered. NSMI is proposed, which applies the multiple-imputation method to the cases in Patterns 2, 3, and 4. In the NSMI method, we leave out the subjects in Pattern 1 when the missing values in Pattern 3 and 4 were imputed, and then the imputed datasets from Patterns 2,3, 4 are combined with data from Pattern 1 for statistical analyses. The method is valid if within the nonrespondents in Phase I (Patterns 2, 3, and 4), the missingness after Phase II sampling is MAR, namely,

$$
\left(\boldsymbol{R}_{2 \cdot 1}=1 \mid \boldsymbol{R}_{1}=0, \boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s} ; \boldsymbol{\xi}, \boldsymbol{Z}\right)=\mathrm{P}\left(\boldsymbol{R}_{2 \cdot 1}=1 \mid \boldsymbol{R}_{1}=0, \boldsymbol{Y}_{o b s, 2 \mathrm{i}} ; \boldsymbol{\xi} \boldsymbol{\xi}_{\text {guth }} \boldsymbol{Z}\right) \text { enticated }(17)
$$

This missingness mechanism is called nonrespondent subsample missing at random (NS-MAR). Conditioning on $\boldsymbol{R}_{1}=0$, the joint distribution of $\boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{\text {mis }}$ and $\boldsymbol{R}_{2 \cdot 1}$ can be written as:

$$
\begin{align*}
& P\left(\boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s}, \boldsymbol{R}_{2 \cdot 1} \mid \boldsymbol{R}_{1}=0, \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) \\
& \quad=P\left(\boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s} \mid \boldsymbol{R}_{1}=0, \boldsymbol{\phi} ; \boldsymbol{Z}\right) P\left(\boldsymbol{R}_{2 \cdot 1} \mid \boldsymbol{R}_{1}=0, \boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) \tag{18}
\end{align*}
$$

The joint distribution of $\boldsymbol{Y}_{o b s, 2}$ and $\boldsymbol{R}_{2 \cdot 1}$ conditional on $\boldsymbol{R}_{1}=0$ is obtained by integrating out $\boldsymbol{Y}_{\text {mis }}$ (Little and Rubin 2002):

$$
\begin{equation*}
P\left(\boldsymbol{Y}_{o b s, 2}, \boldsymbol{R}_{2 \cdot 1} \mid \boldsymbol{R}_{1}=0, \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right)=\int P\left(\boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s}, \boldsymbol{R}_{2 \cdot 1} \mid \boldsymbol{R}_{1}=0, \boldsymbol{\phi}, \boldsymbol{\xi} ; \boldsymbol{Z}\right) d \boldsymbol{Y}_{m i s} \tag{19}
\end{equation*}
$$

The key assumption for the NSMI methods is NS-MAR, which ensures that the imputed values are from the predictive distribution of $\boldsymbol{Y}_{\text {mis }}$.

It should be noted that the assumption in (17) does not confine the missing-data mechanisms in the whole sample $\left(\boldsymbol{R}_{2}\right)$ or the missing-data mechanism in Phase $\mathrm{I}\left(\boldsymbol{R}_{1}\right)$ to a certain missing-data mechanism, and therefore NSMI may be applied even under the MNAR missingness mechanism in Phase I or Phase I/II combined data as long as Phase II is MCAR or MAR. In contrast, the IL2 assumptions are violated, since under NS-MAR we have:

$$
P\left(\boldsymbol{R}_{1}=1 \mid \cdot\right)=f_{1}\left(\boldsymbol{X}, \boldsymbol{Y}_{o b s, 1}, \boldsymbol{Y}_{o b s, 2}, \boldsymbol{Y}_{m i s}\right), \mathrm{P}\left(\boldsymbol{R}_{2 \cdot 1}=1 \mid \boldsymbol{R}_{1}=0, \cdot\right)=f_{2}\left(\boldsymbol{X}, \boldsymbol{Y}_{o b s, 2}\right)
$$

where $f_{1}$ and $f_{2}$ are arbitrary functions, and thus:

$$
\begin{aligned}
P\left(\boldsymbol{R}_{2}\right. & =1 \mid \cdot)=P\left(\boldsymbol{R}_{1}=1 \mid \cdot\right) P\left(\boldsymbol{R}_{2}=1 \mid \boldsymbol{R}_{1}=1, \cdot\right)+P\left(\boldsymbol{R}_{1}=0 \mid \cdot\right) P\left(\boldsymbol{R}_{2}=1 \mid \boldsymbol{R}_{1}=0, \cdot\right) \\
& =P\left(\boldsymbol{R}_{1}=1 \mid \cdot\right)+P\left(\boldsymbol{R}_{1}=0 \mid \cdot\right) P\left(\boldsymbol{R}_{2}=1\left|\boldsymbol{R}_{1}=0\right| \cdot\right) \\
& =f_{1}+\left(1-f_{1}\right) f_{2}
\end{aligned}
$$

Since $f_{1}$ involves missing values, the distribution of $\boldsymbol{R}_{2}$ depends on underlying missing values, and therefore the assumption for IL2 is violated.

## 5. Simulation Studies

This section illustrates the properties of the NSMI method using simulation studies and compares the performance of NSMI to other methods under different missing-data mechanisms in Phases I and II. For each simulation study, six methods are applied to estimate the mean of the outcome $Y$ and the regression coefficient of $Y$ on scalar covariates $Z$ and $X$ :

1. $B D$ : estimates using the data before deletion ( BD ), that is, the full data generated from simulation before missing values are created, as a benchmark method.
2. CC1: complete-case analysis using respondents from Phase I.
3. CC2: complete-case analysis using respondents from both Phases I and II.
4. ILI: multiple imputation using data from Phase I.
5. IL2: multiple imputation using data from both Phases I and II.
6. NSMI: multiple imputation in the nonrespondent subsample in Phase I using only additional data from Phase II.

The first three methods (BD, CC1, CC2) were implemented using standard maximumlikelihood estimation procedures in the software package R version 2.15.0 (R Development Core Team 2012). Methods $4-6$ were implemented in the R package mice (multiple imputation through chained equations, Van Buuren and Groothuis-Oudshoom 2011); the number of imputed datasets was ten and the default was used for other options.

This article compares the performance of each of the methods using empirical bias, root mean square errors (RMSE), and the coverage probabilities of the $95 \%$ confidence intervals.

The first set of simulations generates $(z, x)_{i}$ from the normal distribution with mean 0 , and covariance matrix $\left(\begin{array}{ll}1 & 0.3 \\ 0.3 & 1\end{array}\right)$, for $i=1,2, \ldots, 1,000 . \boldsymbol{Y}$ is related to $\boldsymbol{Z}$ and $\boldsymbol{X}$ by the linear model:

$$
y_{i}=1+z_{i}+x_{i}+\varepsilon_{i}, \varepsilon_{i} \stackrel{i i d}{\sim} N(0,1) .
$$

The response $\boldsymbol{Y}$ is subject to missingness, while $\boldsymbol{Z}$ and $\boldsymbol{X}$ are fully observed. Two covariates are used to allow the response mechanisms in Phases I and II to depend on different covariates (depending on $z$ in Phase I and on $x$ in Phase II). Let $R_{i}$ denote the response indicator for $y_{i}$ in Phase I. Phase I missing values in $\boldsymbol{Y}$ are generated based on the following three missing-data mechanisms:
(I) MCAR: $\operatorname{Pr}\left(R_{i}=0 \mid z_{i}, x_{i}, y_{i}\right)=\operatorname{expit}(-1)$;
(II) MAR: $\operatorname{Pr}\left(R_{i}=0 \mid z_{i}, x_{i}, y_{i}\right)=\operatorname{expit}\left(-1+z_{i}\right)$;
(III) MNAR: $\operatorname{Pr}\left(R_{i}=0 \mid z_{i}, x_{i}, y_{i}\right)=\operatorname{expit}\left(-y_{i}\right)$;
where $\operatorname{expit}(\cdot)$ is the inverse logit function, $\operatorname{expit}(\cdot)=\exp (\cdot) /[1+\exp (\cdot)] . R_{i}$ is then generated from a Bernoulli distribution with probability $\operatorname{Pr}\left(R_{i}=0 \mid z_{i}, x_{i}, y_{i}\right)$. Each missing-data generation scheme results in approximately $27 \%$ of the values of $\boldsymbol{Y}$ being missing in Phase I.

Let $R_{2 \cdot 1, i}$ denote the response indicator in the subsample of nonrespondents in Phase I. Phase II responses in $\boldsymbol{Y}$ are generated under an MCAR mechanism:

$$
\operatorname{Pr}\left(R_{2 \cdot 1, i}=1 \mid R_{i}=0 ; z_{i}, x_{i}, \boldsymbol{Y}_{i}\right)=0.25
$$

The biases, root RMSE, and coverage probabilities of the $95 \%$ confidence intervals from each of the six methods are reported in Table 3. Results are based on 1,000 repetitions for each simulated condition.

For the MCAR missing-data mechanism in Phase I, all methods yield approximately unbiased estimates of both the mean of $\boldsymbol{Y}$ and the regression of $\boldsymbol{Y}$ on $\boldsymbol{X}$ and $\boldsymbol{Z}$. IL2 has the smallest RMSE for the population mean since it makes full use of the data. For the regression parameters, CC2 and IL2 give comparable estimates since the incomplete cases do not contain additional information for the regression of $\boldsymbol{Y}$ on the covariates for this missing-data mechanism (Little and Zhang 2011). The NSMI method hasamederatelely
Table 3. Empirical bias, root mean square error, and $95 \%$ CI coverage probabilities under three missing-data mechanisms in Phase I and MCAR in Phase II (1,000 replications).

|  |  | MCAR |  |  |  | MAR |  |  |  | MNAR |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mu$ | $\beta_{0}$ | $\beta_{x}$ | $\beta_{z}$ | $\mu$ | $\beta_{0}$ | $\beta_{x}$ | $\beta_{z}$ | $\mu$ | $\beta_{0}$ | $\beta_{x}$ | $\beta_{z}$ |
| $\operatorname{Bias}\left(\times 10^{4}\right)$ | BD | 10 | $-13$ | 1 | 15 | -5 | $-18$ | 7 | $-16$ | 16 | 4 | -9 | - 16 |
|  | CC1 | 15 | $-14$ | 8 | 6 | -6035 | $-10$ | 18 | $-14$ | 7961 | 2827 | $-1081$ | $-1082$ |
|  | CC2 | 16 | $-17$ | 9 | 9 | -4038 | $-14$ | 7 | $-10$ | 5286 | 1661 | - 517 | -516 |
|  | IL1 | 8 | $-15$ | 8 | 3 | 2 | $-11$ | 15 | $-12$ | 2840 | 2829 | $-1082$ | $-1081$ |
|  | IL2 | 4 | -19 | 12 | 10 | 1 | $-12$ | 7 | -9 | 1673 | 1662 | $-516$ | $-520$ |
|  | NSMI | -2 | $-25$ | 17 | 14 | $-1$ | $-14$ | $-13$ | 6 | 26 | 15 | -8 | $-20$ |
| RMSE $\left(\times 10^{4}\right)$ | BD | 578 | 311 | 327 | 331 | 602 | 318 | 332 | 326 | 607 | 307 | 341 | 337 |
|  | CC1 | 673 | 375 | 380 | 397 | 6071 | 417 | 442 | 429 | 7984 | 2854 | 1161 | 1161 |
|  | CC2 | 647 | 357 | 364 | 375 | 4091 | 373 | 397 | 399 | 5324 | 1700 | 651 | 652 |
|  | IL1 | 614 | 380 | 389 | 400 | 682 | 431 | 450 | 438 | 2903 | 2857 | 1165 | 1163 |
|  | IL2 | 606 | 361 | 371 | 381 | 644 | 379 | 404 | 404 | 1784 | 1701 | 653 | 660 |
|  | NSMI | 663 | 440 | 454 | 468 | 699 | 477 | 519 | 496 | 681 | 428 | 483 | 487 |
| Coverage | BD | 96.5 | 94.7 | 95.4 | 95.7 | 94.8 | 93.9 | 95.0 | 96.3 | 94.6 | 95.8 | 94.1 | 94.5 |
|  | CC1 | 95.7 | 94.4 | 95.6 | 93.9 | 0.0 | 95.5 | 94.4 | 95.9 | 0.0 | 0.0 | 24.7 | 24.1 |
|  | CC2 | 95.1 | 94.4 | 94.9 | 94.7 | 0.0 | 95.1 | 94.6 | 95.6 | 0.0 | 0.2 | 73.7 | 72.5 |
|  | IL1 | 95.8 | 94.6 | 95.0 | 93.1 | 94.0 | 95.1 | 94.2 | 95.7 | 0.3 | 0.0 | 26.8 | 28.8 |
|  | IL2 | 96.3 | 93.7 | 95.0 | 93.6 | 93.7 | 95.2 | 93.5 | 95.3 | 23.8 | 0.3 | 73.5 | 73.6 |
|  | NSMI | 96.1 | 94.8 | 94.9 | 95.0 | 94.0 | 93.5 | 93.5 | 94.9 | 95.4 | 96.1 | 94.7 | 94.8 |

larger RMSEs because of increased variability in the imputed values, which uses subjects from Patterns 2, 3, and 4, but not subjects from Pattern 1.

For the MAR missing-data mechanism in Phase I, all methods give approximately unbiased estimates for the regression coefficients, but the CC1 and CC2 methods show significant biases in estimating the mean of $\boldsymbol{Y}$. This is not surprising because the missingness of $\boldsymbol{Y}$ depends on $\boldsymbol{X}$, which is conditioned on in the estimation of the regression of $\boldsymbol{Y}$ on $\boldsymbol{Z}$ and $\boldsymbol{X}$, but not in the estimation of the (marginal) mean of $\boldsymbol{Y}$. As in the Phase I MCAR case, the NSMI has a somewhat greater RMSE than the IL methods, because information about the respondents in Phase I was not used in the imputation.

For MNAR missing-data generation in Phase I, the NSMI method is the only method that provides unbiased estimates of the mean of $\boldsymbol{Y}$ and the regression coefficients of $\boldsymbol{Y}$ on $\boldsymbol{Z}$ and $\boldsymbol{X}$. All other methods show significant biases because the MCAR or MAR assumptions are violated.

When the Phase II missingness mechanism is MAR, the results are similar to the results when the Phase II missingness mechanism is MCAR. Please refer to the online supplementary material for related results found at www.dx.doi.org/10.1515/jos-20160039.

The second set of simulations uses the same setup as in the MNAR scenario in the previous simulations, but vary the probability of being sampled in Phase II, that is, $\pi$ is $0.05,0.15,0.25$ or 0.50 . The same six methods are applied on the simulated data. The bias, RMSE, and coverage probabilities are reported in Table 4.

For the simulated MNAR data in Phase I, only NSMI gives approximately unbiased estimates of the mean of $\boldsymbol{Y}$ and the regression coefficients. The precision increases as the sampling proportion in Phase II increases. Note that even randomly sampling five percent of the nonrespondents in Phase I is enough to distinguish the NSMI results from other competing methods. However, if data are collected on a small percentage of nonrespondents in Phase I, the NSMI yields estimates with large variance, and hence increased average lengths of the $95 \%$ confidence intervals. Please refer to the online supplementary material for additional simulation studies to examine how the performance of the NSMI method depends on the proportion of missingness.

The performance of different methods when the Phase II missing-data mechanism is MNAR is presented in the online supplementary material and is examined now. When the missing-data mechanism in Phase I is MAR or MCAR, IL1 is the only method that gives approximately unbiased estimates; in this case, both methods utilizing additional data from Phase II (IL2, and NSMI) are biased, because the missingness mechanism in Phase II is MNAR. When both Phases I and II's missingness mechanisms are MNAR, no method gives unbiased estimators for any of the parameters of interest. Please refer to the online supplementary material for additional studies comparing NSMI with alternative methods.

## 6. Application to Motivating Example

The proposed method will now be applied to the QOL dataset. For illustration purposes, the results for the resources subscale are presented. This is to estimate the mean resources and the regression of resources on gender (male versus female), Lasenfinyyearsd,
Table 4. Empirical bias, root mean square error, and $95 \%$ CI coverage probabilities under MNAR in Phase I and with different Phase II sampling proportions (MCAR) (1,000 replications).

race, and education. Race was dichotomized as white versus nonwhite, and education was dichotomized as high school and above versus education below high-school level.

All covariates are fully observed, whereas 147 out of 750 subjects have missing values in resources in Phase I. In Phase II, 39 out of the 147 nonrespondents provided data. Since the Phase II data collection was done within three months of Phase I, it was assumed that resources remained unchanged from Phase I. In implementing the NSMI method, we make the assumption that, among the 147 nonrespondents, the missingness after Phase II is MAR, thus meeting the conditions for NSMI. The validity of other competing methods rests on the mechanism that generates the missing data in Phase I. For instance, if the missing-data mechanism in Phase I is MCAR, then both CC and IL methods provide valid estimates. However, if the missingness in Phase I is MNAR (as suggested by Bonetti et al. 1999 and Fielding et al. 2009), then CC and IL methods will fail to give an unbiased estimation.

For all imputation methods, the fully observed resources measured at the mean age of 22 years are used in the imputation model, but not in the analysis model; this is because the resource scale measured at that age serves as a good predictor for the resources at the mean age of 33, but is not of direct interest in the analysis model (Meng 1994; van Buuren et al. 1999). The results from five methods are shown in Table 5. With respect to the modeling of resources as a function of gender, age, race, and education, NSMI shows a weaker negative association of race with resources compared with the other four methods. In particular, the NSMI method did not reveal a statistically significant association of race with resources, in contrast to the other methods, where whites had significantly greater resources. Age also had a somewhat weaker positive association with resources, although this relationship was not significant in any of the approaches. Those with higher levels of education and females had higher levels of resources, although these relationships were not statistically significant in any of the methods, nor did they differ systematically across the methods.

## 7. Discussion

Two-phase sampling has been proposed and used in surveys with nonresponse for five decades. However, little research has been done to show the benefit of nonresponse subsampling; traditional methods (i.e., weighting) also fail to make full use of the additional data collected from two-phase sampling. This article proposes an NSMI method to analyze data from NTS. The proposed method yields valid estimates when the missingdata mechanism in the subsample of initial nonrespondents is MAR, regardless of the missing-data mechanism in Phase I. The simulation studies also show that it is beneficial to use the NTS scheme, even when collecting data from only a small proportion of the nonrespondents.

Previous studies suggest that the missing-data mechanism in QOL outcomes was probably not MCAR (Bonetti et al. 1999; Fielding et al. 2009). Therefore, NSMI is considered in this applied example, which utilizes two-phase sampling to obtain data from a subsample of the initial nonrespondents in the Children in the Community study. Using the proposed NSMI method, white race was not found to be significantly assoqiated widith
Table 5. Regression analysis of a QOL dataset: resources.

*HS: high school. LCL: lower confidence limit. UCL: upper confidence limit.
increased resources, while other alternatives suggested a significant association between race and resources.

By exploring the relationship between missing values and observed data, the NSMI methods use the information of the fully observed variables and improve the efficiency of the estimation. The method of multiple imputation by chained equations provides a valid way of utilizing the information in other variables when imputing the missing values. The NSMI method not only provides a valid estimation of the marginal distribution of the outcome (e.g., mean), but also of the conditional distribution of the outcome on covariates (e.g., regression).

Missing data are ubiquitous and all methods for handling missing data rely on untestable assumptions. NTS provides a valid way to relax these untestable assumptions in part. Ideally, Phase II sampling takes a random sample of Phase I nonrespondents. However, these random subsamples may still be subject to nonresponse. In cases when the sampling yields a missing-data mechanism of MAR for Phase I nonrespondents, the proposed NSMI method is valid, regardless of the first-stage mechanism. In the event that both first- and second-stage missing-data mechanisms are MNAR, neither NSMI nor any multipleimputation methods that ignore missing-data mechanisms are free of bias. Of course, in practice, assessing MNAR directly is not typically possible - the motivation for the NSMI approach is that, if the Phase I missingness mechanism is strongly MNAR, the Phase II missingness may be less so, because the Phase I nonrespondents may share some common characteristics that make the NS-MAR assumption plausible.

The NTS scheme considered in this article involves collecting data from nonrespondents. This is challenging in practice, but may be achieved by giving an abridged version of the questionnaire, by giving incentives for response, or by using other advanced survey techniques, such as tailoring the questionnaire to the interviewees (Groves and Couper 1998). In the second-stage subsampling within a fixed budget, there is a balance between reducing the nonresponse rate and subsampling more subjects, because by focusing on a moderate number of nonrespondents, it is possible to obtain a high response rate and therefore reduce the nonresponse bias (Elliott et al. 2000). This aspect of the problem is currently under investigation.

Finally, it should be noted that use of the NSMI approach is not fail-safe. As the simulation studies show, if Phase I missingness is MCAR, there is no gain in using the NSMI approach; if Phase I is MCAR or MAR, and Phase II is MNAR, substantial bias can be introduced relative to MAR methods that ignore the Phase II data. While Phase I MAR and MNAR mechanisms cannot be distinguished from observed data, some evidence for Phase I MCAR can be deduced from the observed data. Hence, methods that consider the evidence for MCAR and 'trade off' Phase I versus Phase II imputation may be desirable to enhance robustness under all different mechanisms. In addition, follow-up nonresponse designs that devote more intensive effort to minimizing Phase II MNAR though use of techniques that may not be practical or cost-effective to implement during Phase I data collection (use of targeted incentives, expensive but high response rate data-collection modes such as face-to-face interviews) might be implemented to make NSMI assumptions more plausible. Future research is needed into analytic methods both to improve robustness to NSMI assumption failures and to consider data-collection methods that better meet NSMI assumptions.
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