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Household Classification Using Smart Meter Data

Paula Carroll1, Tadhg Murphy1, Michael Hanley1, Daniel Dempsey1, and John Dunne2

This article describes a project conducted in conjunction with the Central Statistics Office
of Ireland in response to a planned national rollout of smart electricity metering in Ireland.
We investigate how this new data source might be used for the purpose of official statistics
production. This study specifically looks at the question of determining household
composition from electricity smart meter data using both Neural Networks (a supervised
machine learning approach) and Elastic Net Logistic regression. An overview of both
classification techniques is given. Results for both approaches are presented with analysis. We
find that the smart meter data alone is limited in its capability to distinguish between
household categories but that it does provide some useful insights.

Key words: Neural network; elastic net logistic regression; classification system; household
composition; smart meter data.

1. Introduction

Smart Meters (SM) in the residential sector are seen as a key factor in the success of EU

targets for reduction in greenhouse gases and increases in the use of renewable energy

(European Commission 2014). An SM system has an electronic meter which sends

electricity load data to and receives price data from the service provider. The Irish

Commission for Energy Regulation (CER) initiated the National Smart Metering

Programme (NSMP) in 2007 and Customer Behaviour Trials (CBTs) took place

during 2009 and 2010 to assess the performance of SMs and their impact on consumer

behaviour. The purpose of the CBTs was to gauge customer response to price incentives.

The anonymised data gathered during the trial are available for research purposes

(CER 2012).

It is anticipated that a full rollout of SMs in Ireland will commence in 2019. Each

consumer will have an individual meter to enable each residential household better

manage its electricity usage. More recently, CER have announced the high level design

decisions for the NSMP. Figure 1 shows an overview of the proposed architecture, CER

(2014). We see that consumption and price data will be exchanged but no information

about the building, appliances, or residents will be provided.
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Smart Meter Data (SMD) opens up new opportunities for researchers, businesses, and

public sector organisations. In particular, the potential role of SMD in the production of

official statistics is of interest to national statistical institutes and is the focus of this article.

New data sources such as SMD have the potential to provide valuable information and

insights about not only energy consumption but also household consumption and possibly,

the subject of this study; household composition.

Like most countries, the Central Statistics Office of Ireland (CSO) is exploring ways

to modernise how it calculates population estimates, (Dunne 2015). The focus of this

research is an exploration of SMD to estimate household composition. Household

composition is a classification of households by size and relationship type between the

household members. It is currently established in Ireland in a costly census every five years.

This involves the distribution of census forms to every household in the state and the

subsequent collection of these forms. The cost of the 2011 Census was EUR 55 million. The

SMD gathered during the CBT trial are used to attempt to answer our following research

question:

Can household composition be estimated from analysis of SM electricity usage?

We evaluate two techniques to classify households; Neural Networks and Elastic Net

Logistic Regression. While existing CSO household composition categories cannot be

readily identified, useful insights can be gained from SMD analysis. In particular, the

models are useful in identifying households of single persons. The model performance

worsens as the number of persons in a household increases.
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(ESBN) Consumers
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Fig. 1. NSMP High Level Design CER (2014).
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The remainder of this article is structured as follows: Section 2 outlines the challenges

and opportunities for national statistics institutes in new data sources such as SMD;

Section 3 describes the classification methods and data issues. Section 4 gives results and

analysis; Sections 5 and 6 include a discussion and conclusions of the work.

2. Challenges and Opportunities for National Statistical Institutes (NSIs)

The functions of the CSO are spread across many areas with responsibility for the

collection, compilation, extraction, and dissemination for statistical purposes of

information relating to economic, social, and general activities and conditions in Ireland.

Like most NSIs, the CSO is exploring ways to modernise how it operates and are trying to

increase and improve the services they offer despite the growing costs of data collection

and processing, and ever more challenging fiscal environments. A survey of the evolving

National Data Infrastructure in Ireland is given in Dunne (2015). A strategy which focuses

on efficient public administration rather than purely the production of official statistics is

envisaged. This may be accomplished through the linking of administrative data registers

covering persons, business and property. Currently, projections of the population on an

annual basis up to 2046 are based on projection forward from the 2011 Census base under

a chosen set of assumptions governing births, deaths, and net migration. Dunne (2015)

describes some emerging opportunities for future censuses that may exploit administrative

data registers either in conjunction with or as a substitute for primary data collection.

Seyb et al. (2013) describe the strategy implemented by Statistics New Zealand to

improve and standardise processes in official statistics production. One goal in their

change programme is to maximise the use of administrative data as a source wherever

possible, with surveys filling gaps in information needs. This is a reversal of traditional

survey-based data gathering strategies. Seyb et al. (2013) describe how value can be

extracted from a specific administrative data source where the data is well formatted and

well defined. They give an example where tax data reference numbers used by Inland

Revenue agencies are already mapped to business registers, so matching and coverage

issues are easy to resolve. The data items in that instance are well defined financial

variables.

Other administrative or new data sources may not be as amenable to adaptation for NSI

purposes. The focus of our work is on SMD as a potential new data source for the CSO.

Every household uses electricity but the data derives from electricity markets and was not

intended for NSI usage. In this article we outline the first steps toward harvesting value

from SMD data.

2.1. Evaluating SMD Data for Official Statics Production

The Irish CBT SMD has been explored to identify factors influencing domestic energy

consumption. Dwelling characteristics (such as dwelling type, age, and electrical

appliances) and occupant characteristics (such as household income, age of household

members, household composition) have been used to explain energy consumption. See for

example McLoughlin et al. (2012). The reverse, using consumption to predict occupant

characteristics, has received little attention (Newing 2016). It should be noted that

dwelling and socioeconomic information about the CBT participants were used by
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McLoughlin et al. (2012). Such information was available in the CBT but will not be

available through the smart meter itself (Van Gerwen et al. 2006 and CER 2014).

2.2. The CBT Data

As noted, SMD data derives from electricity markets and the focus of the CBT trial was

consumer responsiveness to pricing structures. However, the CBT data gives an indication

of what SMD looks like, its volume and velocity and allows us to attempt to answer our

research question.

The CER used a stratified random sampling framework to invite consumers to

participate in the CBT. This ensured the sample was broadly representative of the

population in terms of household size and other socioeconomic indicators. Over 5,000

consumers were initially recruited, further details are given in Subsection 4.1. Each

consumer represents a household, that is, a number of persons sharing a single residential

unit.

An incentive of EUR 25 for completing a pre- and posttrial survey was offered. An

additional incentive for participation was the possibility of lower electricity bills during

the trial depending on the consumer’s response to the pricing schemes. The surveys were

conducted by computer assisted telephone interviewing and focused on participants’ views

on attitudes to electricity usage and expectations of the trial, the dwelling, and electrical

appliances. Questions on demographics and social relationships between household

members were limited as they were not the focus of the CBT study.

The CBT recorded a meter reading of the electricity usage of participating consumers at

half hourly intervals over the duration of the trial. Each household meter produced 269 MB

of such time series usage data during the trial. There are over 1.6 million households in

Ireland. This gives an indication of the type and volume of data associated with electricity

consumption per household that will be available after national SM rollout.

The volume of such data presents a significant challenge for NSIs such as the CSO

which does not have a history of dealing with high volume data other than its own primary

(well structured) sources. The infrastructure required to deal with such data volumes has

not been investigated in this study. This study focuses instead on a data processing pipeline

and analytics techniques to produce meaningful insights on household composition from a

SMD data stream.

3. Classification Techniques

The goal of classification in this article is to assign a household composition category to

a household based on its SM electricity usage. The parsimony principle tells us that

classification models with a small number of Explanatory Variables (EVs) are preferable.

In this article, the Dependent Variable (DV) is the household classification and the EVs are

drawn from the SMD data. Further EVs relating to participants’ dwelling type and the type

of electrical appliances used, are available in the CBT surveys. However, such information

will not be available with the SMD after rollout, only the electricity usage data will be

available. So, only EVs from the SMD data are used in this proof of concept study.

We use the CBT survey response on household composition to label the SMD. The

labelled SMD data are processed through a data reduction pipeline to yield a set of EVs
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suitable for model building. The data reduction process is described in Section 4. This

labelled data allows us to use a supervised machine learning approach. We train and test a

Neural Network to identify household composition based on SMD usage. These results are

compared with those from a statistical model, namely Elastic Net Logistic Regression.

3.1. Regression

Regression is often used as a benchmark for classification tasks. Multiple linear regression

models the linear relationship between DVs y and a set of EVs x. The general form is

y ¼ b0 þ
P

bx where the coefficients b are calculated so as to minimise some loss

function, such as the sum of squared error ky 2 bxk
2
.

A regularisation term may be added to the loss minimisation objective function

to achieve parsimony and reduce overfitting. Two popular approaches to regularisation

are Ridge regression (Hoerl and Kennard 1988) and LASSO (Tibshirani 1996). Ridge

regression adds a squared two-norm penalty term on the coefficients. It is used to reduce

the variance inflation due to correlations in the explanatory variables. Least Absolute

Shrinkage and Selection Operator (LASSO) adds a one-norm penalty term which has the

effect of shrinking coefficients, possibly all the way to zero, thus performing what can be

considered a continuous variable selection as opposed to discretely dropping variables

outright. Elastic Net harnesses both Ridge and LASSO regularisation approaches by

taking a linear combination of both norm penalties (Zou and Hastie 2005). The Elastic Net

is fit by minimising ky 2 bxk
2
þ lvakbk1 þ ð1 2 aÞkbk

2
2 b .

The kbk1 term is the LASSO penalty. The kbk
2
2 is the ridge penalty. The l parameter

is nonnegative and controls the ‘strength’ of the regularisation. A larger value of l

corresponds to greater variance reduction in the coefficient estimates but induces stronger

bias. A value of l ¼ 0 corresponds to standard least squares regression. The a parameter

takes values between 0 and 1 and controls the weight of the penalties. An a . 0.5 puts

more weight on the variable selection properties of the LASSO, while a , 0.5 puts more

weight on the correlation regularisation properties of the ridge.

Since linear regression models are linear by their nature, they are not well suited where the

relationship between the inputs and outputs is not well defined or linear as is the case for

electricity consumption and household composition. Generalised Linear Models (GLM) such

as logistic regression can be used to overcome this limitation and to attempt to improve the

model fit. GLMs extend the ideas behind linear regression. The dependant variables arise from

the exponential family and are related to the EVs by a link function f, f E y
� �� �

¼ b0 þ
P

bx.

The logit function can be used as the link function to predict categorical variables in a logistic

regression model. This allows binary and multinomial classification, where logit(x) ¼ ln x
12x

� �

is the log odds. This forces the output to be a value between 0 and 1 which can be interpreted as

a probability that the outcome belongs in a certain class.

The regression coefficients are usually estimated using maximum likelihood estimation.

Unlike linear regression with normally distributed residuals, it is not possible to find a

closed-form expression for the coefficient values that maximise the likelihood function, so

an iterative process such as Newton’s method is used instead.

The Elastic Net approach can also be used to reduce overfitting of the logistic regression

model.
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3.2. Machine Learning and Neural Networks

Standard statistical techniques are based on assumptions that the data items have been

sampled independently and from the same distribution. Machine Learning (ML) offers

several techniques for intelligent data analysis and knowledge generation through

generalisation where such assumptions may not hold (Hand 1998). Techniques include:

association rules, decision trees, inductive logic programming, support vector machines,

clustering, Bayesian networks, and (artificial) neural networks (A)NNs. NNs are discussed

in detail here, a review of the other techniques is beyond the scope of this article. NNs are

often preferred when large noisy training samples are available and the relationships may

be nonlinear. Disadvantages of NNs include their “black box” nature and the empirical

nature of the model development.

The aim of a ML model is similar to that of a regression model. It aims to model how the

set of inputs (called features in ML parlance) relate to the set of outputs. However, the

approach to creating and fitting the model differs from regression. The ML model is

learned from a training data set. In supervised learning, the outputs for the training data are

known (labelled). A ML learning algorithm adapts the model in response to the training

data to improve the fitting of the input/output relationship.

Perhaps the most important concept in ML is that of generalisation. The algorithm

should produce sensible outputs for inputs that were not encountered during learning

Marsland (2009). Overfitting occurs when a model fits only the training data, meaning that

it is not a general function approximation. It has instead begun to learn the noise associated

with that specific training data set. To ensure that overfitting does not occur, the data is

usually split 60:20:20 into training, validation and testing sets. The learned system is

evaluated on the validation data set to assess the ML model fit before being used on unseen

test data.

ML can be used to perform classification. We assign the input(s) to discrete output

categories. Testing is performed to evaluate the model in terms of the performance of its

classification when it is given new data without class labels. The actual class labels of each

input are compared with those assigned by the algorithm. Accuracy is defined as the

percentage of correct matches, that is, the number of correct (or true) household

classifications in our case divided by the total number of tests:

Accuracy ¼
Number correct classifications

Number of tests
:

The accuracy metric can be misleading when the data are dominated by a high number

of entries from a single class. This issue is explored in more detail in Subsection 3.3. A

classifier that simply predicts the dominant class will have high accuracy but could not be

regarded as a good classifier. Other commonly used error metrics are discussed in more

detail in Subsection 4.3.

NNs are ML algorithms modelled on the function and topology of the human brain. NNs

have successful applications in diverse areas from credit card fraud detection (Patidar and

Sharma 2011) to forestry management (Hickey et al. 2015) and to energy consumption

modelling (Aydinalp et al. 2002). Aydinalp et al. (2002) favoured NNs over statistical

models due to the simplicity of NN development and the accuracy of the estimate. They
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found that NNs were capable of modelling nonlinear electricity consumption relationships

outperforming statistical approaches.

In the brain, nerve cells called neurons function as simple processing devices.

Neurons can be described as simple mathematical functions. A general form for a single

neuron is y ¼ g w0 þ
P

wx
� �

where g is called the transfer function, often a sigmoid or

hyperbolic tangent function. The w are weights which are analogous to the coefficients

in a regression model and w0, known as the bias, is analogous to the regression intercept

coefficient.

Figure 2 shows a representation of a simple NN with EVs xi, a single neuron and a single

output. NNs consist of an array of neurons that form a connected network (Hopfield 1984;

Zhang and Zhang 1999). A Multi-Layer Perceptron (MLP) is a feed-forward NN

consisting of an input layer, one or more hidden layers and an output layer.

An iterative approach called the error Back-Propagation (BP) algorithm is used in a

MLP to estimate the weights during the training stage. BP consists of two passes through

the network: a forward pass and a backward pass. The weights w are fixed in the forward

pass. An input vector from the training data propagates through the entire network to

produce a set of outputs. The difference between the produced output and target value is

calculated as the error. The error is similar to the loss function in a regression model. On

the backward pass, the weights w are adjusted according to some error-correction rule

(such as a gradient descent function) to reduce the error. In this way, the NN response is

moved closer to the desired output. Termination criteria for the iterative model fitting are

used to stop the BP algorithm when improvements fall below a threshold. The NN weights

are then finalised and the NN is ready for the test phase.

The empirical approach to NN model development means there is no guarantee that the

final NN weights are the global optimal weights. They may reflect local optima. Nor is

there a guarantee that the selected topology of hidden layers is optimal.

X1

X2

X3

W3

W2

W1

WO

WO + Σ WiXi
σ(WO + ΣWiXi)

Xn

Wn

Fig. 2. Model of a simple NN.

Carroll et al.: Household Classification Using Smart Meter Data 7

Unauthenticated
Download Date | 3/1/18 10:27 AM



3.3. Data Issues

In this section we identify some of the issues that arise for NSIs interested in exploring SM

data. When dealing with large volumes of data, analysts have to decide on a data reduction

scheme which adequately represents the data. The reduced data representation conveys

most of the information while being easier to store and facilitates ease of computation. The

choices are to aggregate the data (using representative measures), use samples of the data

or to apply more advanced data reduction algorithms.

Recall that the EVs used as inputs to NN models are called features. As the number of

dimensions (or possible EVs) in the search space increases, the amount of data needed to

provide the algorithm with sufficient training examples increases rapidly. This can lead to

an explosion in the amount of training data required as well as lengthening the training time

for the NN. This issue is known as “the curse of dimensionality”. Dimension reduction

techniques can be used to address this issue, see, for example Han and Kamber (2006).

Characterisation of Time Series (TS) data such as SMD are discussed in detail in Liao

(2005) and Wang et al. (2006). The lower level half-hour granularity per meter gives a

better picture of what is happening in each household type than would be apparent by

looking at aggregated SMD daily totals. The individual consumer’s load profile may offer

a unique fingerprint to aid classification. However, it is not desirable to work directly with

raw data that are highly noisy. Instead, application dependant extracted features are used.

In addition, a choice on the length of the TS is required. In general, larger sample sizes

yield better population estimates with lower variability. However, in the case of TS data,

longer series may actually increase variability due to any underlying trend. The choice of

the TS window length is one of the many design parameters and is an open ML research

question. Varying length sequences can be empirically evaluated and/or adaptive

windowing (similar to the lag methods in ARIMA models) can be used to weight the

contribution of varying length subsequences within the TS data.

In many applications the training data is unbalanced, that is, some categories are under

or over represented. It is important to distinguish between imbalance in the training data

sets and representativeness of the population of the sample. For example, in the

classification of defective products at the end of an assembly line, the majority of products,

perhaps 90%, are good since they meet the required standard. The remainder fail and are

deemed defective. While the imbalance reflects the distribution of the items in the

population, traditional feed forward NNs have difficulty learning from unbalanced data

sets. NNs need to see an equal number of defective and good products during the training

phase to learn how to distinguish them. Otherwise the NN prioritises the class seen in the

majority of samples and treats the minority class as noise (Murphey et al. 2004). In the

production example, the NN would classify all products as good and 90% of the time

would be correct. This results in misleadingly high accuracy values for the model. Several

error metrics are used to interpret the results in conjunction with the accuracy measure. In

addition, resampling or oversampling can be used to address issues of unbalanced training

data.

Lastly, concerns about the privacy of the individual arise with SMD (Molina-Markham

2010; McKenna 2012). These include that the SM signals may be intercepted for illegal

purposes by third parties and that SMs allows surveillance of the individuals’ usage rather
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than simply tracking usage for billing purposes. The CSO adheres to the UN Fundamental

Principles of Official Statistics and seeks to balance the public interest with concerns for

privacy of the individual. The CSO was established statutorily under the Statistics Act,

1993 (Statistics Act 1993). This act includes articles on statistical confidentiality so the

CSO is well positioned to explore new data sources such as the SMD.

4. Material and Methods

In this article, consumers are classified and assigned to a household category based on their

electricity usage. NNs are selected to perform the ML household classification due to their

ability to work with high volume noisy data and learn nonlinear relationships. Elastic net

logistic regression is selected as a comparative GLM statistical approach. We reduce the

individual consumer TS streams to sets of possible features (explanatory variables) and

select the most useful subset of features. We evaluate the model performance over varying

TS window lengths and compare results from both unbalanced and balanced training

data sets.

4.1. Data Pipeline

Some information about the age of household members is available from the CBT pretrial

survey. A limiting factor of the CBT survey from the household classification perspective

is that detailed age information is given for the Head of Household only. The remaining

members of the household are classified as either under 15 years of age or 15 years of age

and older. In addition, no information is given on family unit group, for example whether

the household consists of a married or cohabiting couple or single parent with children etc.

Existing CSO household composition categories distinguish family types, for example

cohabiting couple with children or husband and wife with children. This categorisation

is useful in social analysis and understanding changing demographics but we would not

anticipate a difference in electricity usage of based on marital status. Indeed, in a sign of

changing times, the marriage equality referendum passed in Ireland in 2015, may see the

need for the development of new household categories such as husband and husband with

children.

For the purpose of this smart meter study, an alternative simple household

categorisation system was developed according to the numbers of adults and children as

shown in Table 1. These 16 household categories were chosen as they match 95% of the

existing CSO categories and represent the majority of the CBT data. An even simpler

classification based on the number of persons per household was also considered.

Table 1 shows how representative the CBT sample is of the 1.6 million households in

Ireland. The final two columns of Table 1 show the similarity of the CBT household

distribution to the percentage of households by number of persons according to the 2011

Census (CSO 2011). The minor gap is households with eight or more persons as none

participated in the CBT, this category accounts for five per cent of all households in

Ireland.

A significant work component of this study was to convert the CBT SMD data to

household classifications. Data preprocessing absorbed approximately 65% of the project

man hours. Over 150 million data points of usage are included in the SMD trial data in

Carroll et al.: Household Classification Using Smart Meter Data 9

Unauthenticated
Download Date | 3/1/18 10:27 AM



multiple CSV files. Each SMD usage file consists of three columns corresponding to

a unique household Meter ID, timestamp, and electricity consumed during 30 minute

intervals in kWh. In order to allow a valid comparison, SMD from the six month

benchmark period from July to December 2009 were considered. Price incentives were

evaluated during the later months of the CBT trial. Some work on consumer behaviour and

their responsiveness to tariff changes is described in Di Cosmo et al. (2012). Such work

could be used to estimate the likely changes in household electricity usage patterns in

response to tariff changes.

The data were prepared using the open-source package R (R Core Team 2013). Standard

workplace laptops with 8 GB RAM were used for light data preprocessing tasks. Data for

households who had not completed the survey were removed leaving 3,931 sets. Meters

with missing data were also removed. The data reduction and model building was then

carried out using R on the Stokes supercomputer with 7,680 GB of RAM at the Irish

Centre for High-End Computing.

Bousquet and Elisseeff (2002) discuss the use of sensitivity analysis to evaluate changes

in ML algorithm outcomes to changes in the training set. We were particularly interested in

assessing the impact on the model performances of the window length of time series used as

the training data. Five different time series window lengths ranging from one day to six

months were chosen so that the sensitivity of the classifiers could be empirically assessed.

Feature values for the five different time series windows were calculated on the Stokes

supercomputer in the data reduction step. The features are the EVs or inputs for the

classification models, further details are given in Subsection 4.2. The prepared data per

meter was then labelled with a household classification category. These five files

Table 1. Household category description.

Category Adults Children

Meter

count

Post-

processing

count

Num

persons

CBT

distribution

(%)

CSO

distribution

(%)

A 3 2 41 39 5 1 2

B 3 1 106 105 4 3 3

C 3 0 450 440 3 11 10

D 2 5 9 9 7 0 0

E 2 4 49 48 6 1 1

F 2 3 158 147 5 4 4

G 2 2 338 331 4 9 8

H 2 1 246 244 3 6 7

I 2 0 1,264 1,251 2 32 27

J 1 1 59 59 2 2 2

K 1 0 726 718 1 19 24

L 4 1 64 64 5 2 2

M 4 0 289 283 4 7 5

N 5 1 20 20 6 1 1

O 5 0 92 92 5 2 1

P 6 0 20 20 6 1 0

$8 0 0 $8 0 5

Total 3,931 3,870 100 100
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containing the feature values for the five different time series windows were then ready for

use in creating and testing the classification models.

4.2. Data Reduction and Feature Selection

Table 2 shows a summary of the extracted features. Some are suggested in McLoughlin

et al. (2012). Others are standard descriptive statistical measures typically used in NN time

series modelling (Wang et al. 2006). The remaining features were identified from analysis

of the diurnal usage patterns of individual household categories to spot distinctive features

which may be unique to a household category. One such example is “morning peak”. It

was noted that households with children generally had a more pronounced morning peak.

Twenty one features were calculated for each meter to summarise each household’s

unique load profile over the five time series windows. Detailed descriptions are included in

Appendix 1. The raw numeric input SMD data were standardised to between 21 and 1.

Standardising is carried out to bring all variables into proportion with one another.

Features that demonstrated multicollinearity with high inter-correlation coefficients were

removed, leaving 18 input features or explanatory variables.

Outlier analysis was performed on the summarised data to remove any outlying

households that might disrupt the performance of the classifiers, leaving 3,870 meters.

Table 2. Model inputs*Indicates a feature that was not selected.

Index Feature (EV) Short description

1 Mean* Mean energy consumption
2 Max Maximum energy consumption
3 ToU Max Time of day at which maximum consumption

occurs
4 TEC Total energy consumption
5 MDM Mean daily maximum energy consumption
6 Load factor Ratio of daily mean to daily maximum energy

consumption
7 Variance How far the energy consumption is spread out
8 SD Standard deviation from the mean
9 Range Difference between highest and lowest energy
10 Interquartile range (IQR) Measure of spread of middle half of data
11 Morning max Maximum energy use in the morning
12 Morning peak Height of the morning peak energy consumption
13 Morning range Morning maximum minus minimum before 10 am
14 Weekday area Area under the curve for weekday consumption
15 Weekday midpoint* Area under the curve for weekday consumption

divided by 2
16 Weekday centroid Time of day at weekday midpoint
17 Weekday AM slope Slope of the morning peak
18 Weekend area Area under the curve for weekend consumption
19 Weekend midpoint* Area under the curve for weekend consumption

divided by 2
20 Weekend centroid Time of day at weekend midpoint
21 Weekend AM slope Slope of the morning peak
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Individual data within the meters was not subjected to any outlier analysis, instead this was

performed on the aggregated data for each meter. This approach ensured that potentially

useful data within individual meters was not removed but that outlying households were

removed before the data were input to the classifier. For example, increased usage on a

cold day was not deemed outlying. The local outlier factor algorithm which is a density-

based outlier detection approach was chosen for this task. It can be computationally

expensive as the approach involves the calculation of k-nearest neighbours. Breunig et al.

(2000) argue that this approach is more subtle than a simple binary outlier classification

and allows the degree of closeness within a neighbourhood to be accounted for.

4.3. Model Development

Two classifier approaches were evaluated. The first was a binomial classifier asking a

binary question; whether a particular meter belonged to a particular household category.

Classifier output greater than 0.5 was labelled as true (yes). Classifier output less than 0.5

was labelled as false (no). The advantage of a binomial approach is that only a single

output is required. It was expected that the classifier would be better able to partition the

data set. The disadvantage was that the model had to be run separately for each household

category and so involved extra data manipulation.

The second approach was a multinomial classifier asking which household category a

meter belonged to. The output produced by the classifier is a vector of values between zero

and one. These vector components are interpreted as probabilities that the meter belongs to

the household categories. The household category with the highest probability is the most

likely category to which the meter belongs. The advantage of the multinomial approach is

that only one model is required and less manipulation of the data is needed. However, as

the multinomial classifier has multiple outputs, it could potentially lead to a reduction in

accuracy. Lower accuracy was anticipated as some overlap of electricity usage between

classes was expected.

The “glmnet” package in R was used to implement the elastic net logistic regression

models (Friedman et al. 2009). For all models a was set to 0.25. This puts more weight on

the ridge penalty which averages correlated groups but still allows for some feature

selection. Ten-fold cross validation was used to set l based on the misclassification error

rate. For each Elastic Net model, 70% of the data were used as a training set, the remaining

30% was used for testing the predictive power of the models. The “caret” package in R was

used for splitting the data into training and test sets (Kuhn et al. 2014).

The R “nnet” NN package was used to build a single-hidden-layer NN by selecting the

number of units in the hidden layer, the initial random weight, and the weight decay

(Ripley and Venables 2011). The “neuralnet” package was also used as it allows a choice

of training algorithms and the number of hidden layers (Fritsch et al. 2012). Training of the

NNs was carried out by back propagation, resilient back propagation with backtracking,

resilient back propagation without backtracking and a modified globally convergent

approach. The input data for the NNs was split into three subsets in ratios 60:20:20 for

training, validation, and testing. The training data set was sampled at random without

replacement. From the remaining data set, 50% were sampled at random without

replacement to create the validation set with the remaining meters forming the test set.
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The performance and suitability of all models were assessed under the headings of

accuracy, Sum of Squared Error (SSE), Root Mean Squared Error (RMSE), Sum of Cross

Entropy (SCE), Coefficient of Variation and Pseudo R2. Confusion matrices of actual

(row) versus predicted (column) values in each class were also produced. A good classifier

exhibits a diagonally dominant matrix. Further details of the error metrics are available

in Appendix 2.

For the binomial NN models, the RMSE was computed at each iteration of the NN

development for both the training set and the validation set, and the SCE was used for the

multinomial model. The training of the network was stopped when the RMSE/SCE error

using the validation set registered two consecutive increases. A value of two was chosen as

stopping after one increase might be premature and the increase might only be a once-off

result in a general trend of decreasing error. More than two consecutive increases was

categorised as a trend of increasing error. This check found the point at which the training

algorithm had started to overfit the data.

The sensitivity of the binomial and multinomial NN models on both unbalanced data

and balanced training data and on the five TS windows described in Subsection 4.1 were

evaluated. Computational results are presented in Section 5.

4.3.1. Unbalanced Training Data

As noted in Subsection 3.3, a balanced number of training samples is preferred for ML

classification so that one category does not bias the prediction output. Table 1 highlights

the imbalance in the CBT which is a concern for training the NN. The number of sample

households consisting of two adults and no children (1,264) exceeds any other household

type in the trial. It is not a concern for the representativeness of the CBT data.

We used stratified sampling to build the training set for the Elastic Net unbalanced

models. We sampled 70% of each category instead of simply taking 70% of the entire data.

The value of l in the elastic net was chosen via ten-fold cross validation where the

validation error is the misclassification rate. Separately, the data were split 60:20:20 into

training, validation and testing sets for the NN. The models were then applied to the test

sets and a full set of error metrics was calculated.

4.3.2. Balanced Training Data

Undersampling (He and Garcia 2009) was used in order to achieve balance in the training

data. This technique, for the binomial models, is to only sample enough records from the

majority class so that it equals the number of records in the minority class. This is more

suited to situations where large data sets are being analysed as it has the advantage of

reducing the training time by effectively reducing the size of the training set. Recall the 16

different household composition categories described in Table 1. It shows that following

the preprocessing step, the number of households in each of these categories ranged from

9 to 1,251 with a total data set size of 3,870. For the household category with nine meters

this meant that the number of entries in the true class was nine and the number of entries in

the false class was 3,861. To perform undersampling on this category required sampling

nine records from the majority false class of 3,861, meaning that the size of the data set for

classification for this category was 18. This under sampling was repeated across each of

the household categories to allow classification on balanced data.
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For the multinomial model, an equal number of meters in each household category were

sampled. As the minimum sample size was nine this required sampling nine from each of

the remaining categories and training the classifier with nine instances of each category.

This is too small for ML algorithms, so it was decided to only analyse categories where the

number of records in the category was greater than 100 meters. This choice ensured that

a minimum sample size of 20 was achieved for a 60-20-20 cross validation split when

developing the NN model. Eight of the 16 categories met this selection criteria, namely B,

C, F, G, H, I, K, and M. These categories accounted for 3,519 (91%) of the CBT meters

after preprocessing and is representative of 86% of the population of 1.6 million

households in Ireland.

5. Results

Figures 3 and 4 show examples of the weekday and weekend daily usage averaged over a

six month period for household categories C and H. Category C is a household with three

adults. Category H consists of two adults and one person aged under 15. Weekdays are

shown as a solid line, weekends as dashed. These are typical of the diurnal usage pattern

showing a peak corresponding to the start of the day, some activity at lunch time and a

peak corresponding to preparation of an evening meal.

A box plot of the mean daily usage in Figure 5 highlights the increasing trend in mean

values as the number of occupants within the house increases. It was expected that an

increase in mean consumption would allow the classifiers to better distinguish between

household categories. We also see the variety in the degree of dispersion and shape of the

distribution across the household categories. The use of the local outlier factor algorithm

means that only households that are relatively extreme were removed during

preprocessing. Recall also that variance, standard deviation and IRQ are among the

extracted features in Table 2.
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Fig. 3. Sample electricity relative load curves for household category C (three adults).
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5.1. Classifier Results

The results from the Elastic Net Logistic regression model (EN) and from the Neural Net

(NN) models were quite similar, see Table 3. Results for the simpler classification scheme

(of numbers of persons) were not significantly better. In some cases it was slightly better,

in other cases, it was slightly worse. In the interests of brevity, we present the results for

our number of adults/children classification scheme (which is detailed in Table 1).

The six month TS window produced the best performance. The performance benefits in

the longer time frame varied in comparison to other time windows. The six month window
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Fig. 5. Boxplot of mean daily usage per household category.
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Fig. 4. Household category H (two adults plus one child).
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may capture some long distance interactions or seasonality. Again, in the interests of

brevity we present the results for the six month window only.

Balanced training data gives the better results for both the EN and NN binomial

approaches as shown in Table 3. The unbalanced binomial network has the highest

accuracy and lowest SSE and RMSE value. This is misleading however as the classifier

could classify everything as zero to yield an accuracy value equal to the proportion of zero

or “no” in the actual values which in this case is 93.75%. A similar situation arises with the

SSE and RMSE figures. The CV and R2 terms are the only error metrics presented which

can be used to effectively compare the models as they are dimensionless.

For comparison, we note that the corresponding balanced binomial NN using a single

work week window produced Accuracy, SSE, RMSE, CV, and R2 values of (57.017,

41.798, 0.493, 98.676, 0.513). These can be compared with the last line of Table 3 which

shows the values of the six month window. Such empirical evidence was used to guide the

selection of the design parameters during model evaluation.

Details of the performance of the balanced data binomial models are shown in Table 4.

For brevity, we present just the results of the individual classifiers, that is, asking

whether test meters belong to a particular household category. The balanced binomial EN

model has the highest R2 value of 0.55 which signifies that 55% of the variability in the

actual values is explained by the model. The best binomial NN was obtained using

balanced data with an R 2 value of 0.54. Note the high performance for single adult

household category K. This may indicate that category K is more distinctive than the other

categories. Recall that category K accounts for 25% of the population, see Table 1. Table 5

shows a sample confusion matrix when testing sample meters for membership of

household category K (single adult) using the best binomial NN. The matrix is diagonally

dominant but more households are classified as true (163) than as false (123). In this

example, the classifier is giving “false positives”.

Scatter plots such as Figure 6 are useful to visualise the partitioning ability of the

classifier. The y-axis refers to predicted probability (equivalent to the probability that

meter belongs to a particular class). The x-axis labelled as “index” refers to the ith test

object. The data are evenly distributed data between the upper and lower halves of the plot

area for both the EN and NN. Dark coloured dots represent households that are true, that is,

Table 3. Testing results – binomial, balanced versus unbalanced data.

Testing data

Classifier Accuracy SSE RMSE CV R 2

Unbalanced binomial EN1 93.79 57.01 0.19 719.52 0.08
Unbalanced binomial EN2 88.75 100.79 0.28 343.34 0.15
Balanced binomial EN2 60.52 60.05 0.48 94.16 0.55

Unbalanced binomial NN1 93.750 38.850 0.193 837.141 0.053
Unbalanced binomial NN2 88.792 67.799 0.285 349.754 0.109
Balanced binomial NN2 63.264 38.235 0.476 95.169 0.544
1Results show the mean values from the 16 individual binomial models for household categories A-P.
2Results show the mean values from the eight binomial models for household categories B, C, F, G, H, I, K, and

M, that is, the households used in the balanced data analysis. The six month time frame is used.
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test households that are in category K. Any dark dot above 0.5 is correctly classified. We

see some dark dots below the 0.5 threshold. These are test objects that are incorrectly

classified as not being in category K.

The grey dots represent test objects that are false, that is, not in category K. Again we

see that some are correctly classified (below the 0.5 line) and some are incorrectly

classified (above the 0.5 line). These plots show that the classifiers have similar prediction

accuracy for both true and false. The majority of the predictions are concentrated in the top

and bottom quarters of the NN plot area as expected from a good classifier.

We had very limited success using multinomial classifiers using balanced data. Again

the EN and NN had similar performances. The unbalanced data has the better R 2 value,

but the balanced approach has the lower SCE and CV values as shown in Table 6 for the

Table 4. Testing results – household category binomial models using balanced data.

Test data

Classifier Household category Accuracy SSE RMSE CV R2

Bal. Bin. EN B 58.73 14.19 0.47 87.94 0.58
Bal. Bin. EN C 44.70 66.56 0.50 90.14 0.55
Bal. Bin. EN F 62.92 22.17 0.50 105.77 0.47
Bal. Bin. EN G 70.35 42.03 0.46 101.62 0.53
Bal. Bin. EN H 57.14 37.86 0.51 105.07 0.47
Bal. Bin. EN I 55.94 180.27 0.49 99.05 0.51
Bal. Bin. EN K 76.1 73.37 0.41 87.17 0.64
Bal. Bin. EN M 61.76 38.89 0.48 82.13 0.61

Bal. Bin. EN Mean 60.96 59.42 0.48 94.87 0.55

Bal. Bin. NN B 50.00 10.46 0.51 102.29 0.48
Bal. Bin. NN C 63.79 39.99 0.48 95.89 0.54
Bal. Bin. NN F 70.69 13.45 0.48 96.30 0.54
Bal. Bin. NN G 64.39 30.49 0.48 96.13 0.54
Bal. Bin. NN H 54.17 25.41 0.52 102.90 0.47
Bal. Bin. NN I 57.63 119.81 0.49 98.10 0.52
Bal. Bin. NN K 79.37 41.98 0.38 76.62 0.71
Bal. Bin. NN M 66.07 24.28 0.47 93.13 0.57

Bal. Bin. NN Mean 63.26 38.24 0.48 95.17 0.54

Table 5. Sample confusion matrix, household category K,

binomial NN using balanced data.

Test
Predicted

False True Σ

A
ct

ua
l False 100 43 143

True 23 120 143

Σ 123 163 286
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six month time frame. Recall that R 2 measures how well the variability in the actual values

is captured by the model. If the model is distorted or biased towards a particular category

then the R 2 value can also be distorted by the unbalance. The CV value is not affected by

the imbalance as it only evaluates the relative closeness of the predictions to the actual

values. It is useful when comparing models which use either balanced or unbalanced data.

A sample confusion matrix for a multinomial NN is shown in Table 7. Category K can

be predicted with 75% accuracy by the NN but category B displays an accuracy of 0%. The

R2 for this model was 0.16.

5.2. Results Summary

In summary, the binomial approaches trained on the six month time series using balanced

training data achieved the best performance. They are of less practical value than a

multinomial classifier as they have to be tested against each household category and a

weighted average calculated to yield an equivalent multinomial response. There was no

significant difference between the EN and NN classifiers or simpler number of persons

classification scheme. Some household categories were easier to identify than others. The

R2 value of the balance binomial NN for single person households was 0.71 (Table 4).

6. Discussion and Conclusion

This novel study describes an approach to household classification using smart meter data.

The study presents a proof of concept for the use of ML and GLM models on new data
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Fig. 6. Scatter plot for household category K (single adult), binomial EN and NN using balanced data.

Table 6. Testing results – multinomial approach.

Testing data

Classifier Accuracy SCE SSE RMSE CV R 2

Unbal. Multi EN 39.00 751.91 781.76 0.86 698.15 0.26
Bal. Multi EN 21.55 212.92 209.92 0.92 733.64 0.16

Unbal. Multi. NN 35.27 655.05 600.43 0.88 1409.23 0.22
Bal. Multi. NN 21.25 138.86 134.73 0.92 734.10 0.16

Journal of Official Statistics18

Unauthenticated
Download Date | 3/1/18 10:27 AM



sources such as SMD for use in the production of official statistics and by the public sector.

The binomial approach proved more useful to gain insight to household composition. The

multinomial models have greater potential for practical applications but were less able to

distinguish between the categories.

This study focused on exploring a specific consumer behaviour trial smart meter data set

with a view to learning a little more about it in the context of official statistics. The data

were anonymised so could not be linked to other data sources but may yet provide a set of

auxiliary information to allow NSIs determine whether a house is occupied or not, provide

estimates of the number of persons living in a house. Rich data on households, giving

a good indicator of a person or the number of persons living in a household, is highly

valuable to developing small area statistics or census like statistics on small areas.

The CSO is exploring additional data sources, (Dunne 2015). A building energy rating

system has been in operation in Ireland since 2009. The CSO has access to this data but

currently only one third of households have been rated. As this system evolves, it may be a

potential administrative source that could be linked to live (unanonymised) SM data to

improve the classification performance. This project has not yet been costed, but is one of

a number of possible data sources being considered for inclusion as a piece of the jigsaw in

the developing National Data Infrastructure. While the CSO has access under the Statistics

Act to access utility data such as SMD, it needs to evaluate how accessing such data can be

socially justified and that any such access is proportionate and protects the privacy of the

individual.

The insights gained during this study highlight some of the challenges and problems

associated with classification schemes. The aim was to evaluate SMD to identify existing

CSO household composition categories. As noted in Subsection 4.1, this smart meter study

uses a simpler household categorisation system based on the numbers of adults and

Table 7. Sample confusion matrix for multinomial NN using balanced data.

Test

Predicted by household category

B C F G H I K M Σ

% 

Acc

A
ct

ua
l b

y 
ho

us
eh

ol
d 

ca
te

go
ry

B 0 0 6 6 0 6 2 0 20 0

C 0 0 4 10 1 3 1 1 20 0

F 0 0 8 6 0 4 2 0 20 40

G 0 0 5 2 1 8 4 0 20 10

H 0 0 4 4 1 7 4 0 20 5

I 1 0 1 2 0 8 8 0 20 40

K 0 0 0 0 0 5 15 0 20 75

M 0 0 10 4 0 3 3 0 20 0

1 0 38 34 3 44 39 1 160
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children sharing a dwelling unit. Some households, such as single person households

(Category K) appear to be more easily identified. However, the usage patterns for most

existing CSO household categories are not sufficiently unique to be identified by their

electricity consumption alone. There is a potential role for SMD driven models to estimate

household composition in nonresponse or hard to reach households. It is also likely the

classifiers could identify an empty (zero occupants) household. No such households were

included in the CBT.

There is significant interest in NSI communities to identify and harness new data

sources which may offer the opportunity for new insights. These sources may not be well

structured, may have corrupt or missing segments, and may require considerable

preprocessing to be manipulated into a useful format for analysis. Furthermore, the data

may come from a domain not familiar to NSI staff and will involve a significant learning

curve.

NNs and ML techniques have become more widely used for classification tasks,

offering alternatives to traditional statistical methods for organisations intent on exploring

new, possibly noisy, data sources. The NN and EN models had similar performance. There

was no distinct advantage in favour of either the machine learning or generalised linear

modelling approach. Neither approach was able to classify households with high

reliability. The confusion matrices give some insight into how households can be

misclassified based on the similarity of usage patterns. Statistical models such as ENs may

be more familiar to NSI communities in comparison to ML techniques so may be a more

suitable approach.

Finally, in response to our research question whether CSO household composition can

be estimated from analysis of SM electricity usage, we report only limited success in

identifying households in general, but suggest that future studies linking SMD to

supplementary information about the dwelling/building or other properties of the

household could be beneficial.

Appendix 1

Features

The 21 features created for development of the models are described below. l is the total

number of half hourly intervals over the particular time frame, n is the total number of

intervals in a day, m is the total number of days in the time frame and E is the electrical

demand in kWh:

1. Mean: mean consumption over the time frame l. Emean ¼
1
l

Pl
i¼1 Ei

2. Max: maximum consumption during the time frame l. Emax ¼ max Eif g
� �

where 1 # i # l

3. ToUmax: the time slot i when Max occurs, 1 # i # n. Note n ¼ l (mod 48) as we

cycle through the days in a time frame.

4. TEC: total electricity consumed over the time frame l. ETEC ¼
Pl

i¼1 Ei

5. MDM: Mean daily max is the average of the Max values for each of the m days.

EMDM ¼
1
m

Pm
j¼1 Ej where Ej ¼ maxð Eif gÞ for each m days: 1þ n m 2 1ð Þ # i # nm
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6. Load Factor: This is the average of the ratios of the daily mean to daily maximum

consumption. It is a measure of the peak of a household’s load profile. A larger load

factor indicates a household who uses electricity more evenly across the day while a

low load factor indicates small periods of large consumption. For example, the load

factor for the first day is ELF1
¼

1=nð Þ
Pn

i¼1
Ei

max ð Ei; 1#i#nf gÞ
.

7. Variance: a measure of how far the electricity readings are spread out from the

mean reading. EVAR ¼
1
l

Pl
i¼1 Ei 2 Emeanð Þ2

8. Standard Deviation: a measure of the variation or dispersion around the mean

reading, it is the square root of the variance. ESD ¼
ffiffiffiffiffiffiffiffiffiffi
EVAR

p

9. Range: the difference between the biggest and smallest electricity consumption

readings. ERange ¼ max Ei; 1 # i # lf g
� �

2 minð Ei; 1 # i # lf gÞ

10. Interquartile range (IQR): measures the difference between the third quartile and

first quartile values of the data.

11. Morning max: the mean daily maximum electricity demand prior to 10 am on

a weekday. EMornmax ¼
1
m

Pm
j¼1 Ej where Ej ¼ max Eið Þ and i is within the first

20 time slots of each day.

12. Morning peak: the morning max minus the mean value between 10 am and 12 am

on a weekday. This feature measures the size of a morning spike if one exists. It was

observed that households with children were more likely to have a defined peak in

the morning time on a weekday.

13. Morning range: the Morning max minus the minimum value before 10 am.

14. Weekday Area: The area under the curve was approximated using the trapezoid

rule.

15. Weekday Midpoint: The midpoint of the function was defined as half the total

weekday area, the value returned was the time of day where the midpoint occurred.

16. Weekday Centroid: Analogous to the geometric centroid, the centroid of a function

is the “centre of mass” of that function.

17. Weekday AM Slope: The slope of the early morning peak (up to 10 am) was taken as

the rate of increase of energy consumption over time during the early morning period.

18. –21. The procedures for features 15–17 were repeated to produce the equivalent

features derived from the weekend energy consumption. These features were

observed to differ to those during the working week, possibly due to behavioural

changes at weekends.

Appendix 2

Error Metrics

The models were assessed using the following error metrics where yi ¼ predicted value of

the ith meter, ti ¼ true value of the ith meter, N ¼ Number of meters and �t ¼ mean of the

true values.

1. Percentage of Correct Predictions (Accuracy): For the binomial model, the values

predicted by the classifier are rounded to the nearest integer. For example, a
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prediction of 0.364 is rounded to zero, which indicates false. This says the meter does

not belong to the category being tested. A predicted value of 0.759 is interpreted as

true and means that the meter is assigned to that particular category. If the predicted

category matches the true category, then the prediction is correct.

For a multinomial classifier, a “winner-takes-all” approach assigns the category with

the largest value to 1 and sets the remaining categories to 0. For example, a model

concerned with four household categories produces output (0.25, 0.48, 0.10, 0.17).

This is interpreted as (0, 1, 0, 0). This is a correct prediction if this was the true

category of the meter.

2. Sum of Squared Error (SSE): The sum of the squared differences between the actual

and predicted value. SSE ¼
PN

i¼1 ð yi 2 tiÞ
2.

3. Root Mean Squared Error (RMSE): RMSE is an extension of SSE. The SSE is

divided by the total number of meters to find the mean squared error (MSE).

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
ð yi2tiÞ

2

N

r

.

4. Sum of Cross Entropy Error (SCE): The SCE is computed for each of the meters in

the data set and is summed over the entire data set to get the SCE for the data set.

RMSE was used to compute the training error in the binomial classifier while SCE is

used in the multinomial classifiers. SCE ¼ 21
PN

i¼1 ðti log 10yiÞ.

The reason for choosing SCE over RMSE for the multinomial classifier is

demonstrated in the following example: a classifier concerned with four household

categories produces (0.12, 0.57, 0.16, 0.15) and the true classification is (0, 1, 0, 0).

The RMSE is 0.25.

Now suppose the predicted output was (0.33, 0.57, 0.0, 0.1), the RMSE is then 0.28.

Although the probability of the meter being classified as the second category is the

same in both cases, the RMSE differs. Using the SCE all but one of the error terms is

zero and the SCE for both cases is 2 log(0.57) ¼ 0.24.

5. Coefficient of Variation (CV): CV evaluates the relative closeness of the predictions

to the actual values. The CV for a model describes the accuracy of the model in terms

of the relative sizes of the residuals and the actual values. A high CV represents a

large dispersion in the variables. An advantage to using this error term is that it is

unitless and therefore it can be used to compare model performance. For balanced

data, the CV value is just a multiple of the RMSE term but for unbalanced data it is

particularly useful.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
ð yi2ti Þ

2

N

q

�t
100.

6. Pseudo R 2: R 2 quantifies how much of the variability is explained by the model.

It indicates how well the data points fit some model representation of the data. Like

CV, R-squared is unitless. In this study pseudo R 2 is defined as: 1 2

PN

i¼1
ð yi2tiÞ

2

PN

i¼1
ðtiÞ

2

The values of R 2 lie between zero and one. An R 2 value of 1 represents a perfect fit

while a value of 0 represents inappropriate model fit.
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Constraint Simplification for Data Editing of
Numerical Variables

Jacco Daalmans1

Data editing is the process of checking and correcting data. In practise, these processes are
often automated. A large number of constraints needs to be handled in many applications.
This article shows that data editing can benefit from automated constraint simplification
techniques. Performance can be improved, which broadens the scope of applicability of
automatic data editing. Flaws in edit rule formulation may be detected, which improves the
quality of automatic edited data.

Key words: Data editing; constraint simplification; conditional constraints; optimization.

1. Introduction

Collected micro data usually contain errors, for example, pregnant men, average salary of

five million euro and components of a total that do not add up to that total. Correction of

such errors is often necessary to prevent flaws and inconsistencies in statistics to be

published. The process of checking and correcting is called data editing, see, for example,

De Waal et al. (2011) and Pannekoek et al. (2013). A common approach for data editing is

based on the paradigm of Fellegi and Holt (1976), stating that the data in a record should

be adapted to satisfy all edit rules by changing the fewest possible values.

Error localization according to the Fellegi and Holt paradigm can be formulated as a

Mixed Integer Linear Program (MILP) problem, see, for example, De Waal et al. (2011).

Although, in general, a solution to a data editing problem can be found in reasonable time

– typically a few seconds – the worst-case performance of a MILP problem is known to be

exponential in the problem size. Even when using modern computers, it can take hours or

even days to obtain a solution for a single record.

From Operations Research and Artificial Intelligence it is well known that performance

of a mathematical optimization problem can be improved by a constraint simplification step,

see, for example, Paulraj and Sumathi (2010), Telgen (1983), Chmeiss et al. (2008), and

Piette (2008). This means eliminating redundant constraints and simplifying unnecessary

complicated constraints, before optimization. Nevertheless, remarkably few applications of

constraint simplification are known in the context of data editing. Bruni (2005) explains how

redundant edit rules can be detected. Also, Statistics Canada developed a software tool with

q Statistics Sweden
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simplification features (BANFF support team 2008, Chap. 2). These applications do

however not allow for conditional (“IF-THEN”) rules, where the variables involved in the

IF and THEN statements may contain errors. Such rules frequently occur in official statistics

and are especially problematic for computational performance, due to the integer variables

that arise in the corresponding MILP problem.

This article contributes to fill the gap for constraint simplification techniques for error

localisation of numerical data. Special attention will be given to conditional rules. We

present automated methods that work at the formal level through solving MILP problems.

An advantage of automated procedures is that removal of redundant constraints can be

done out of sight, so that users can still specify all possible rules without ending up with an

inefficient edit set. Working at the formal level means that the methods can be applied to a

generic class of rules, regardless of their semantic meaning.

Since edit rule simplification improves computational performance, it has the potential

of further extending the application possibilities of automated data editing. Besides this,

expert’s feedback on automatically detected redundant edit rules might help to increase the

understanding of the joint effects of a set of rules. Due to the complex interdependence and

misspecification, a set of rules may have different implications than intended. Correction

of erroneous rules improves the quality of automatic edited data and avoids the need for

manual adjustment of results. For example, the following redundant rule was found in an

edit set, actually used by Statistics Netherlands:

IFðQuestionaire_ID – 1 OR Questionaire_ID – 2ÞTHENðVariableX¼VariableYÞ ð1Þ

Manual inspection might reveal that the OR-operator was meant to be an AND-operator.

The structure of this article is as follows. Section 2 describes the MILP formulation for

data editing of numerical variables. Sections 3–5 present formal, mathematical algorithms

for simplifying edit sets: eliminating single variables is described in Section 3, eliminating

redundant parts from conditional rules is discussed in Section 4 and the redundancy of rules

as a whole is considered in Section 5. Section 6 presents real-life applications of constraint

simplification and data editing. Finally, Section 7 finishes this article with a discussion.

2. Outline of Basic Approach

We introduce the basic idea of MILP problems first. Then, it is explained how edit rules

can be translated into MILP constraints.

2.1. Definition of a MILP Problem

A MILP problem consists of a loss function to be minimized and a set of inequality

constraints involving both real and integer variables. A general form is given by

Minimize f ðx; zÞ ¼ cT
x

z

 !
;

s:t:A
x

z

 !
# b;

x e Rp and z e Zq

ð2Þ
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where x and z are vectors of real and integer decision variables, c is a constant vector

ðc [ Rpþq), A is a coefficient matrix and b a vector of upper bounds, see, for example,

Bertsimas and Tsitsiklis (1997).

In the remainder of this article several algorithms are proposed that make use of the

feasibility of a set constraints. This can be checked by a MILP solver by using a trivial loss

function with c ¼ 0. Of course, if a solution exists the optimum value will be zero, but if

the set of constraints is infeasible, most MILP solvers return an error message.

2.2. Edit Rules as MILP Constraints

This subsection introduces the edit rules that are considered in this article and explains

how these rules can be transformed into MILP constraints. The edit rules in this article can

be subdivided into unconditional and conditional rules.

We consider linear unconditional rules, like

Total turnover ¼ Domestic turnoverþ Foreign Turnover;

Total turnover $ 0;

that can be straightforwardly formulated as MILP contraints. One could note that the

constraints in (2) do not allow for “larger than“ and “equality” signs, but it is well-known

that these rules can be reformulated into the required form. For example, an equality can

be written as two inequalities and a constraint x . 0 can be approximated by 2x # 2e,

where e is a sufficiently small value.

We also consider ‘simple’ and ‘ compound’ conditional rules. A ‘simple’ conditional

edit has the following form

IF ,Statement 1. THEN ,Statement 2.;

where each “statement” is a linear equality or inequality. Compound rules may also

contain:

– AND-operators in the IF-clause and/or

– OR-operators in the THEN-clause.

An example is:

IF ðNumber of employees . 0 AND Turnover . 0Þ THEN

ðWages . 0 OR Labour costs . 0Þ:
ð3Þ

Note that above we did not consider rules with:

– OR-operators in the IF-clause and/or

– AND-operators in the THEN-clause,

but these rules can be rewritten as a number of simple conditional rules. For example,

the edit:

IF ðNumber of employees . 0 OR Turnover . 0Þ THEN

ðWages . 0 AND Labour costs . 0Þ
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is equivalent to the combination of the following four “simple” conditional rules:

IF Number of employees . 0 THEN Wages . 0;

IF Number of employees . 0 THEN Labour costs . 0;

IF Turnover . 0 THEN Wages . 0;

IF Turnover . 0 THEN Labour costs . 0:

As mentioned by Chen et al. (2010), conditional rules need to be expressed in

Disjunctive Normal Form (DNF), before these can be further converted into the required

MILP format. A DNF is a disjunction of assignments (a sequence of OR’s) that makes a

rule True, see, for example, Hooker (2000).

To explain the transformation to DNF, note that a conditional rule is satisfied, if either

the IF-clause is violated, or if the THEN-clause is fulfilled. Thus, a condition rule can be

put in DNF, by joining the negation (i.e., opposite) of the “IF”-clause with the original

“THEN”-clause. For example, the rule: “If Turnover . 0 THEN Wages . 0” can be

stated as “Turnover # 0 OR Wages . 0”.

For compound edits, the IF-clause is assumed to be a conjunction (sequence of AND’s).

According to Morgan’s law, the negation of a conjunction is a disjunction of negations. To

illustrate this, the example in (3) can be written in DNF as

Number of employees # 0 OR Turnover # 0 OR

Wages . 0 OR Labour costs . 0;

where the first two statements are negations of the original IF-clause statements.

An expression for nC edit rules in DNF is given by

<
Di

j¼1
aC

ij

� �T

x # bC
ij

� �
i ¼ 1; : : : ; nC: ð4Þ

where an edit rule i is stated as a disjunction with Di disjunctive terms. The coefficients and

upper bounds for the jth term are denoted by aC
ij and bC

ij respectively. Again, ‘equality’,

‘larger than’ or ‘smaller than’ constraints can be reformulated into the form (4).

To express the constraints in (4) as MILP constraints, the following formulation can be

used, based on the so-called Big M method.

aC
ij

� �T

x # bC
ij þMð1 2 zijÞ; i ¼ 1; : : : ; nC; j ¼ 1; : : : ;Di;

XDi

j¼1

zij ¼ 1 i ¼ 1; : : : ; nC;

2zij # 0 i ¼ 1; : : : ; nC; j ¼ 1; : : : ;Di:

ð5Þ

where zij are integer variables and M is a sufficiently large constant.

The equation
PDi

j¼1 zij ¼ 1 guarantees that only one disjunctive term is selected per

disjunction. For each selected term (i; j with zij ¼ 1), it is enforced that aC
ij

� �T

x # bC
ij : For

each non-selected term (i; j with zij ¼ 0), the first constraint in (5) becomes redundant.
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As shown in (5) integer variables are needed for the formulation of conditional rules.

Because integer variables are much less efficiently handled than continuous variables,

conditional rules can be less efficiently processed than unconditional ones. Therefore, it is

very beneficial to replace conditional rules by unconditional ones.

3. Fixed Value Elimination

The aim of this technique is to shorten edit rules by elimination of ‘fixed’ variables, that is,

variables with only one admissible value. As a result, an edit set may become simpler,

possibly giving rise to a better performance of data editing software. Moreover,

misspecification of edit rules might be detected by manual inspection of fixed values.

Consider the following example:

Edit 1: x1 þ x2 þ x3 ¼ 10;

Edit 2: x1 þ x2 $ 10;

Edit 3: x3 $ 0:

ð6Þ

It is immediately clear that x3 necessarily has to be zero. In other words, x3 is a fixed

variable. Fixed values can be identified by solving two MILP programming problems for

each continuous variable. Each variable is minimized and maximized once, subject to the

MILP representation of the edit rules. If the minimum and maximum value turn out to be

the same, the variable at hand is a fixed variable. Its value can be substituted in all edits in

which it appears and a constraint is added stating that the fixed variable can only attain the

fixed value.

Besides fixed values, any finite minimum or maximum is a candidate for content-wise

analysis, because these bounds may be different than intended.

In our example, we can add the rule x3 ¼ 0 to our edit set and substitute x3 in all other

rules. We obtain

Edit 1 0: x1 þ x2 ¼ 10;

Edit 2 0: x1 þ x2 $ 10;

Edit 3 0: 0 $ 0:

Edit 4 0: x3 ¼ 0:

ð7Þ

Of course, these edits can be further simplified, Edits 20 and 30 are obviously redundant.

The further simplification for redundant rules will be explained in Section 5.

4. Simplification of Compound Rules

This section deals with the simplification of compound rules by elimination of

unnecessary statements. Two new MILP algorithms are presented, based on existing

methods from Dillig et al. (2010). The aims are again to improve computational

performance and to detect misspecification of edit rules. A possible outcome, especially

beneficial to computation performance, is that a conditional rule can be replaced with an

unconditional one.
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4.1. Implicitly Unsatisfiable Statements

In this subsection compound edit statements of the form (A OR B OR : : :) are simplified

by deletion of statements that cannot be satisfied, given the available set of edit rules.

Dillig et al. (2010) call these statements “non-relaxing”, since these do not enhance the

feasible area of a MILP problem. If, after simplification, only one component remains, a

conditional rule has been converted into an unconditional one. An example is

Edit 1: x1 . 0 OR x2 . 0;

Edit 2: x2 , 0:

It is immediately clear that the statement x2 . 0, within Edit 1, cannot possibly be

satisfied, because of Edit 2. This statement can be removed from Edit 1, since it is

redundant. Consequently, Edit 1 can be formulated as an unconditional rule. A more

formal definition is given below:

Definition:

A statement eij of a compound edit ei within a feasible edit set E is implicitly unsatisfiable,

if E < eij is infeasible.

Here, E < eij stands for the edit set that is obtained by extracting a compound edit’s

component eij from ei and adding it to the set E, as if it were a single edit.

An algorithm for removal of implicitly unsatisfiable statements is stated below

In each step one statement of a compound edit is added to a feasible edit set. Subsequently,

the feasibility of the extended edit set is checked by isFeasible(), a function that can be

implemented by a MILP solver, see Section 2. If the extended edit set is infeasible, the

compound edit’s statement is implicitly unsatisfiable and therefore redundant.

When applied to our previous example, the algorithm means that the constraints x1 . 0

and x2 . 0 are added to Edits 1 and 2 one by one and that the feasibility is verified for both

resulting edit sets. Because the addition of x2 . 0 renders Edits 1 and 2 infeasible, x2 . 0

is an implicitly unsatisfiable statement. It can be deleted from Edit 1 accordingly.

4.2. Implicitly Satisfied Statements

This subsection aims at replacing compound edit rules (A or B or: : :) with single,

unconditional rules. The main idea is that if a compound rule contains a statement (say A)

Algorithm 1: Identification and removal of implicitly unsatisfiable statements

Input: Feasible edit set E
Output: Feasible edit set E, without implicitly unsatisfiable components.
1 FOR each compound edit ei [ E do
2 FOR each statement eij [ ei do
3 E* ˆ E < eij;
4 IF isFeasible(E*) ¼ FALSE THEN ei ˆ ei \ eij

5 NEXT
6 NEXT
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that is necessarily True, the compound rule can be replaced with that single statement.

Implicitly satisfied statements are called non-constraining by Dillig et al. (2010), since these

do not reduce the feasible region of a MILP problem. Consider the following example:

Edit 1: x1 , 50 OR x2 . 100;

Edit 2: x1 . 100 OR x2 . 0:

For all possible x1 values, at least one of the statements x1 , 50 and x1 . 100 is not

satisfied. Thus, Edits 1 and 2 imply that either x2 . 0, or the even stronger condition

x2 . 100, needs to be true. As a result, we obtain that x2 . 0 always needs to hold, in other

words x2 . 0 is implicitly satisfied. Consequently, Edit 2 can be replaced with this single

statement. A more formal definition is stated below:

Definition:

A component eij of a compound edit ei within a feasible edit set E is implicitly satisfied if

E< : eij is infeasible (where : stands for negation).

This definition makes use of the equivalence of the statements that a compound edit’s

component is implicitly satisfied and that the opposite of that component cannot occur. An

algorithm for identifying implicitly satisfied statements is as follows

This algorithm has a similar structure as Algorithm 1. Each step of the algorithm checks

the feasibility of an extended edit set that is obtained by adding the negation of a statement

of a compound rule to the given edits in E. If the resulting edit set turns out to be infeasible,

the added statement is “implicitly satisfied”. The statement is added to the edit set as an

unconditional rule and the conditional rule from which the statement is obtained is deleted.

When applied to our previous example, the constraints x1 $ 50, x2 # 100, x1 # 100 and

x2 # 0 are added to Edits 1 and 2 one by one, which are the negations of the original edit

components. Feasibility is checked for all resulting edit sets. Because the addition of

x2 # 0 renders Edits 1 and 2 infeasible, x2 . 0 is implicitly satisfied. Hence, Edit 2 can be

replaced with the unconditional rule x2 . 0.

5. Redundant Edit Removal

This section’s aim is to simplify edit sets by removal of redundant edits, that is, rules that

can be left out of an edit set, without affecting the set of feasible records. The removal of

Algorithm 2: Identification and replacement of implicitly satisfied statements

Input: Feasible edit set E
Output: Feasible edit set E, without implicitly satisfied statements.
1 FOR each compound edit ei [ E DO
2 FOR each statement eij [ ei DO
3 E* ˆ E< : eij;
4 IF isFeasible(E*) ¼ FALSE THEN E ˆ {E n ei} < e ij

5 NEXT
6 NEXT
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redundant constraints may speed up the error correction process without losing power of

correction. Because redundant edits may emerge as a result of fixed value substitution and

simplification of conditional edits, it is important that redundant edit removal is conducted

after these other steps. Consider the following example:

Edit 1: x1 þ x2 # T1;

Edit 2: x3 þ x4 # T2;

Edit 3: T1 þ T2 ¼ T3;

Edit 4: x1 þ x2 þ x3 þ x4 # T3:

Edit 4 can be omitted because it is implied by Edits 1, 2, and 3.

An edit is redundant if other edits imply that the edit is ‘always satisfied’. As mentioned

in Subsection 4.2, this is equivalent to the statement that the negation of the edit cannot

occur. This leads to the following definition

Definition:

An Edit ei from an edit set E is redundant, if E n eif g< : ei is infeasible.

The edit set Eneif g< : ei is obtained from E, by replacing Edit ei by its negation.

In literature many methods have been mentioned for detection of redundant constraints.

Paulraj and Sumathi (2010) performed a comparative study. Below we describe a method

mentioned by for example Felfernig et al. (2011), Chmeiss et al. (2008) and Bruni (2005).

The reason for choosing this method is its simplicity and the possibility of implementing it

by a MILP solver.

When applied to previous example, the algorithm means that the negations of Edits 1, 2,

3, and 4 are added to the edit set one by one and that the feasibility is verified for all of the

resulting set of rules. In this way, the redundancy of Edit 4 can be easily demonstrated.

Below a few words on the computation of negations. The negation of an equality

constraints can be expressed as combination of two inequality constraints. For example,

in previous example the negation of Edit 3, can be expressed as T1 þ T2 , T3 OR

T1 þ T2 . T3. These two constraints are added to the three original rules one by one. Only

if both additions lead to infeasible edit sets, one could conclude that Edit 3 is redundant. In

our example, Edit 3 is however clearly not redundant.

Algorithm 3: Identification and removal of redundant edits

Input: Feasible edit set E
Output: Feasible edit set E, without redundant edits
1 FOR each Edit ei [ E DO
2 E* ˆ {Enei}< : ei ;
3 IF isFeasible(E*) ¼ FALSE THEN E ˆ Enei

4 NEXT
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The negation of a compound edit rule ei, expressed as the disjunction

<Di

j¼1

��
aC

ij

�T
x # bC

ij

�
, is given by,

>
Di

j¼1
aC

ij

� �T

x . bC
ij

� �
j ¼ 1; : : : ;Di;

a combination of Di linear, unconditional constraints that all have to be satisfied.

6. Applications

Aim of this section is to apply constraints simplification methods on ‘real-life’ edit sets.

We would like to show that these edit sets can actually be simplified. Moreover, we

demonstrate that constraint simplification improves data editing’s performance.

All applications were performed on a 32-bit Windows 7 laptop with a 2.80 GHz CPU

and 3 Gigabyte of RAM memory. The methods from Sections 3–5, were implemented by

R. The free LpSolveAPI was used as a MILP solver (Konis 2016) and the Editrules

package (De Jonge and Van der Loo 2015) was implemented for automatic data editing.

The following edit sets were considered:

1. Sales: Real-life edit set used for the 2012 Dutch Structural Business Statistics for sale

of motor vehicles for businesses with fewer than ten employed persons;

2. Maintenance: Real-life edit set used for the 2012 Dutch Structural Business Statistics

for maintenance of motor vehicles for businesses with fewer than ten employed

persons;

3. Health-care: Edit set under development, meant to be used for a Dutch survey among

welfare and childcare institutions;

All methods for constraint simplification in Sections 3–5 were applied to these three

data sets. Automatic data editing was applied to the first two edit sets only, because of the

lack of data for the third application.

Table 1. Results of three real-life applications.

Sales Maintenance Health-care

Original edits
Number of edits 115 119 196

-of which conditional: 26 29 114
Number of variables in edits 74 74 75
Simplification
Fixed values 3 7 2
Conditional edits

-Implicitly unsatisfiable components 1 1 4
-Implicitly satisfied components 1 1 3

Redundant edits 22 29 10
-of which conditional 7 13 3

Cleaned edits
Number of edits 93 90 186

-of which conditional: 19 16 104
Computation Time (in seconds) 5 6 2,465
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Firstly, Table 1 shows the feasibility of constraint simplification on a regular computer.

One could note that computation time for the third application is relatively large, about

40 minutes, which can be explained from the many conditional rules. Large computation

time is however not a problem, because edit rules simplification only needs to be

conducted once, after designing or revising an edit set.

Secondly, Table 1 demonstrates that all simplification features in Sections 3–5 are

useful, as each feature actually simplifies all three edit sets. The total number of edit rules

is reduced by 5–20%; the number of conditional edits by 10–45%.

Table 2 shows that total computation time for automatic data editing is reduced by 23%

for the Sales application and even by 55% for the Maintenance data set. The latter

reduction can be largely attributed to only one record, whose computation times are 297

and 109 seconds for the original and simplified edit sets. This actually points out that the

worst-case performance is important in data editing, but also shows that worst-case

performance can be noticeably improved by rule simplification.

A practical solution to the possibly long computation time is to limit the available time

for each record. The last row in Table 2 shows that edit rule simplification slightly

increases the amount of records that are processed within ten seconds.

7. Discussion

Many works from the literature present automatic constraint simplification techniques that

are able to greatly improve computational performances of large optimization problems.

But, to the best knowledge of the author, these techniques are not often applied in the field

of data editing.

This article shows that automated data editing can benefit from constraint

simplification. A number of methods was presented for numerical data, based on MILP

programming. Much attention was given to conditional IF-THEN rules that often occur in

official statistics and that are particularly important for computational performance.

The feasibility of constraint simplification was demonstrated on a regular computer

using freely available MILP solvers. It was shown that real-life edit sets can actually be

simplified. As a result, the total computation time for localising erroneous values was

reduced up to 55%; a reduction that can be mainly attributed to a few records with the

Table 2. Automatic data editing, original and simplified edit sets.

Sales
(N ¼ 614 records)

Maintenance
(N ¼ 197 records)

Original
edits

Simplified
edits

Original
edits

Simplified
edits

Processed records* 613 613 197 197
Total time (in seconds) 2,639 2,039 479 217
Number records , 10 sec 592 598 191 194

* ¼ given a maximum computation time of ten seconds per record.
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largest computation time. Hence, constraint simplification is an important step in further

enhancing the practicality of automatic data editing.

Another benefit is that constraint simplification provides insight in the joint

consequences of a set of rules. Manual inspection of automatically determined redundant

rules and variables with a fixed value or finite bounds might reveal errors in rule

formulation. Correction of these errors increases the quality of automated data editing and

reduces the need for manual correction of automatically edited data.

A practical merit of the proposed methods is that simplification can be automated, out of

sight of users, so that practitioners in the field do not have to bother about specifying

constraints in a compact way.

This article implicitly assumed that edits are interconnected. However, if this is not the

case, it is advisable to split an edit set E into disjunct sets, %iEi, such that ei [ Ei and

ej [ Ej (i – jÞ do not have any variable in common. Disjunct edit sets can be treated

independently, which may improve performance of both data editing and edit rule

simplification.

The simplification methods in this article have been designed for feasible edit sets.

Despite that infeasible edit rules are useless for practical application, infeasible rules may

occur in practise, for instance due to misspecification. In general, it can be hard to find the

cause of a contradiction, especially if the number of edit rules is large. Therefore, most

methods for dealing with inconsistency concentrate on isolating a smallest possible subset

of inconsistent edit rules: a so-called irreducible inconsistent subset (IIS). Several

algorithms for detecting IIS’s are available from literature. The so-called “Deletion Filter”

by Chinneck (1997) can be advised for many applications as it is easily understood,

suitable for conditional “IF-THEN” edits and applicable for MILP programming. In a

recent publication, Bruni and Bianchi (2012) proposed another, innovative approach,

based on Farka’s lemma. Their method however relies on an assumption, the so-called

Integral Point property, that is unknown to be true for general applications.

A direction for further research is to introduce more constraint simplification techniques

for data editing. In this article we considered numerical data. Methods for categorical data

could be developed in the future.
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Design-Based Estimation with Record-Linked
Administrative Files and a Clerical Review Sample

Abel Dasylva1

This article looks at the estimation of an association parameter between two variables in a
finite population, when the variables are separately recorded in two population registers that
are also imperfectly linked. The main problem is the occurrence of linkage errors that include
bad links and missing links. A methodology is proposed when clerical-reviews may reliably
determine the match status of a record-pair, for example using names, demographic and
address information. It features clerical-reviews on a probability sample of pairs and
regression estimators that are assisted by a statistical model of comparison outcomes in a pair.
Like other regression estimators, this estimator is design-consistent regardless of the model
validity. It is also more efficient when the model holds.

Key words: Probabilistic record-linkage; administrative data; clerical-review; mixture-
model; probability sample.

1. Introduction

Computerized record-linkage aims at linking records that relate to the same individual

or entity, with minimal human intervention. Such records are called matched records. In

many cases, this is a challenging task because it must be based on pseudo-identifiers such

as names and demographic characteristics, which are non-unique and possibly recorded

with spelling variations or typographical errors. These limitations lead to errors that

include bad links and missing links.

In general the computerized linkage of two large files comprise of five major steps.

First, the linkage variables are parsed and standardized. Second, records in the two files

are compared using blocking keys. Only the pairs that agree on some blocking key are

subsequently compared more extensively. Third, the linkage variables are extensively

compared to produce comparison outcomes. Fourth, a decision is made for each pair.

Finally, conflicting linkage decisions are dealt with, such as when linking the same census

record to two death records. Linkage methodologies differ according to how linkage

decisions are made in the fourth step. In a deterministic linkage, the decision may be based

on arbitrary criteria, according to subject matter knowledge. In probabilistic linkage, the

decision is based on a linkage weight which is a measure of the similarity between two

records. This weight is typically the sum of outcome weights that correspond to the

similarity of the different linkage variables. For the final decision, a pair linkage weight is
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compared to one or two thresholds to determine whether it should be linked, reviewed

clerically or rejected (Fellegi and Sunter 1969). The overall linkage performance is

characterized by the rates of linkage errors, which are determined by the linkage weights

and thresholds.

Two files may be linked to study the association between variables that have been

recorded separately in each file. For example, consecutive censuses may be linked to

create a longitudinal dataset. In this case, the variables of interest measure the same

characteristic at different time points. Estimation with an imperfectly linked dataset is

challenging because linkage errors must be accurately measured and accounted for (Lahiri

and Larsen 2005; Chipperfield et al. 2011; Chambers 2009). The measurement may be

based on a statistical model, clerical-reviews or both.

In theory, linkage errors may be estimated from a model, without any human

intervention. On one hand, Fellegi and Sunter (1969) have suggested models based on the

assumption that the linkage variables are conditionally independent given the match

status. However, these models have been quite inaccurate (Belin and Rubin 1995). On the

other hand, models that incorporate interactions may lack the identification property, see

Kim (1984) and more recently Fienberg et al. (2009). The above difficulties justify the

continued use of clerical-reviews or training samples (Belin and Rubin 1995; Howe 1981;

Heasman 2014; Gill 2001; Guiver 2011), possibly in conjunction with a statistical model

(Larsen and Rubin 2001).

In this work, the problem that consists in estimating an association parameter from an

imperfectly linked dataset is framed as a survey sampling problem. In general, survey

sampling aims at estimating a finite population parameter without bias, by taking a

probability sample, where each population unit has a known and positive inclusion

probability. Using such a sample, a population total is estimated without bias with an

Horwitz-Thompson (HT) estimator; the sum of sample values weighted by the

corresponding reciprocal selection probability. However, the HT estimator may have a

large variance, especially when the inclusion probability is not correlated with the variable

of interest. A popular alternative is a regression estimator when some auxiliary variables

are observed for all population units. The regression estimator is not unbiased but design-

consistent, that is, with a bias that is negligibly small in large samples. This estimator also

has a smaller variance than the HT estimator, when the variable of interest is a nearly

linear function of the auxiliary variables. Regression estimators offer examples of

generalized regression estimators (GREG) and calibration estimators that have been

thoroughly studied by Särndal et al. (1992) and by Deville and Särndal (1992). These

estimators are also referred to as model-assisted estimators because they are inspired by

some implicit statistical model; typically a linear model relating the auxiliary variables to

the variables of interest. They are efficient when the model holds and less so otherwise.

However they remain design-consistent regardless of the model validity (see Särndal et al.

1992, section 6.7, pp. 239).

The proposed problem formulation brings questions that have been already addressed

by Särndal et al. (1992) and others, about optimal sampling designs, design-consistent

estimators and the efficient use of auxiliary information through statistical models. This

body of work is applied to our problem with some adaptation. The resulting estimators are

regression estimators, that are built in two steps. First, all record-pairs that satisfy blocking
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criteria are used to fit a model for predicting the match status of pairs within the blocks,

irrespective of whether they are part of the clerical sample. Second, a regression estimator

is fitted based on the clerical data. The described framework also applies when the match

status is determined by other means than clerical reviews, for example through limited

access to unique identifiers or additional information from a third party.

The following sections are organized as follows. Section 2 presents the notation and

background. Section 3 describes model-based estimators in the record-linkage context.

Section 4 discusses sampling designs. Section 5 presents simulation results. Section 6

presents the conclusions and future work.

2. Notation and Background

Consider two duplicate-free registers A and B, which contain records about N individuals.

Register A contains K linkage variables and the variable of interest xi for the ith record in

A. Register B contains the same linkage variables as A and the variable of interest yj for

the jth record in B. Let U denote the finite population of all N 2 record-pairs in the cartesian

product of the two files, that is, of all pairs i; j
� �

where 1 # i; j # N.

For the record-pair i; j
� �

in the Cartesian product of the two registers, the linkage

variables may be compared to produce a K-tuple gij ¼ g
1ð Þ

ij ; : : : ; g
Kð Þ

ij

� �
of comparison

outcomes, also called vector of comparison outcomes. In large files, some linkage

variables are also coarsely compared to define blocks that altogether represent a small

subset U* of U and yet contain most matched pairs. The subset U* of blocked pairs is the

union of B disjoint subsets, U*
1 : : :U*

B, where each subset represents a distinct block. For

each pair, this blocking information is also included in the comparison vector gij. The

comparison vector gij provides the basis for linking the records, for example using Fellegi

and Sunter (1969) optimal linkage rule. However such a linkage is not required in the

proposed estimation methodology.

Let Mij denote the indicator variable that is set to 1 if the pair i; j
� �

is matched, that is,

associated with the same individual. The variable Mij is also called the match status of the

pair i; j
� �

. The comparison vector gij is crucial for making an inference bMMij about the

unknown match status Mij. The inferred match status bMMij can take many forms. For

example, it can be set to the conditional or posterior match probability P Mij ¼ 1
��gij

� �

given the comparison vector. It can also be interpreted as the “weight-share” of the pair

i; j
� �

, with the meaning of the Generalized Weight Share Method. See Lavallée (2002,

chap. 9) for applications of this method to record-linkage.

For finite population inference, the goal is estimating a total of the following form:

Z ¼
i;jð Þ[U

X
Mijzij

ð1Þ

In the above expression, zij ¼ f xi; yj

� �
and f is some known function.

For model-based inference, assume that the record-generating individuals represent an

Independent Identically Distributed (IID) sample according to some distribution or

superpopulation depending on a parameter u. Inference about this parameter may be based

on an equation of the form E S u; x; y
� �� �

¼ 0, where S is a score function (e.g., a log-

likelihood), while x; y
� �

is the observation associated with an individual from the
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superpopulation. The parameter u may be estimated through the following unbiased

estimating equation where zij uð Þ ¼ S u; xi; yj

� �
.

i;jð Þ[U

X
Mijzij û

� �
¼ 0

ð2Þ

In both cases, the inferences use the recorded values of the variables in matched pairs,

regardless of whether these values are free of nonsampling errors such as typographical

errors, measurement errors, etc.

Resources for error-free clerical reviews are available to measure the match status.

However they are costly and must be minimized. The clerical sample s has a fixed size. It

is split into a blocking stratum U* and a nonblocking stratum U \ U*. Let s* denote the

sample of blocked pairs in the clerical sample. The samples in the different strata are

selected independently and their sampling designs are arbitrary. Let pij denote the first-

order sample inclusion probability for the record-pair i; j
� �

.

3. Model-Assisted Estimators

The proposed estimators are regression estimators (Särndal et al. 1992, chap. 6) that have

the following general difference form:

Ẑ ¼
ði;jÞ[U*

X
bMMijzij þ

ði;jÞ[s*

X
p21

ij zij Mij 2 bMMij

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ð1Þ

þ
ði;jÞ[s\s*

X
p21

ij Mijzij

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
ð2Þ

ð3Þ

This estimator is the sum of contributions from the two strata. The first contribution

exploits the inferred match status to estimate the total over the blocking stratum with a

greater precision. The second contribution is simply a Horwitz-Thompson estimator for

the total over the nonblocking stratum. The above estimator may be viewed as a

calibration estimator (Deville and Särndal 1992), where the estimated total is calibrated to

the corresponding total based on inferred match status. It estimates the total with no

sampling error and no bias when the following two conditions are met:

i. Perfect blocking criteria selecting all matched pairs.

ii. Perfect inference of the match status, that is, Mij ¼ bMMij.

The estimator is also unbiased if the inferred status ignores the information of the clerical

sample:

E Ẑ Uj
� �

¼
i;jð Þ[U

X
Mijzij ¼ Z

ð4Þ

This is the case if bMMij is only a function of zij and gij. The inferred status may be set to the

conditional match probability given the vector of comparison outcomes and the variables

xi; yj, that is,

bMMij ¼ P Mij ¼ 1 xi; yj;gij

��� �
ð5Þ
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This particular inference strategy would minimize the mean squared error (over the

super population) between the predicted total
P
ði;jÞ[U*

bMMijzij and the actual totalP
ði;jÞ[U* Mijzij over the blocking stratum, among all inference strategies where bMMij is only

a function of xi; yj and gij, if the record-pairs were IID. Under a Simple Random Sampling

(SRS) design in the blocking stratum, the resulting estimator would also be more efficient

than the Horwitz-Thompson estimator, if the pairs were IID.

The conditional match probability may be estimated under the assumption of IID pairs

according to a two-component mixture distribution, where the different comparison

outcomes and the variables xi; yj are assumed conditionally independent given the match

status, where t ¼ 0; 1:

P xi; yj; gij Mij ¼ t
��� �

¼ P xi; yj Mij ¼ t
��� �YK

k¼1

P g
kð Þ

ij Mij ¼ t
��

� �
ð6Þ

The parameters c of this mixture include the mixing proportion l¼ P Mij ¼ 1
� �

, the

marginal m-probabilities P xi; yj Mij ¼ 1
��� �

and PðgðkÞij Mij ¼ 1Þ
�� , and the marginal

u-probabilities P xi; yj Mij ¼ 0
��� �

and Pðg kð Þ
ij Mij ¼ 0Þ
�� , under the assumption of IID pairs.

They may be estimated with an Expectation-Maximization (E-M) algorithm. See Jaro

(1989) or Winkler (1988) for applications of E-M to record-linkage, and Dempster et al.

(1977) for a general reference on E-M. An important feature of this mixture model is the

use of xi and yj as additional linkage variables. The mixture model becomes simpler when

the variables xi and yj are highly correlated with the linkage variables. In this case xi and yj

bring no new information about the match status, given gij. Mathematically, this is

expressed by the conditional independence of xi; yj

� �
and the match status given the

comparison outcomes:

P Mij ¼ 1 xi; yj;gij

��� �
¼ P Mij ¼ 1 gij

��� �
ð7Þ

The inference strategy may be inefficient if the assumed mixture model does not hold. For

example, this problem may occur if the couple xi; yj

� �
contains additional information

about the match status, but the inference bMMij ¼ P Mij ¼ 1 gij

��� �
is used instead. The

estimator is also less efficient if the linkage variables are correlated but their conditional

independence is assumed.

Let P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

denote a preliminary estimate of the conditional match

probability according to the mixture model. This estimate is computed in the E-Step of the

E-M algorithm and it does not use the clerical results. In most cases, this mixture model

will estimate the conditional match probability with some bias even if it accounts for some

of the interactions among the different variables. To adjust for this bias, the match status

may be inferred using a linear function b0 þ b1P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

of the estimated

conditional probability, where the regression coefficients b0 and b1 are estimated from the

clerical sample. In this case, the inferred match status is computed as follows:

bMMij ¼ b̂0 þ b̂1P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

ð8Þ
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A special case is when a ratio estimator estimates the total over the blocking stratum.

That is,

Ẑ ¼

X
i;jð Þ[U* zijP Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

X
i;jð Þ[s* p

21
ij zijP Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

i;jð Þ[s*

X
p21

ij zijMij

i;jð Þ[s \ s*

þ
X

p21
ij Mijzij

ð9Þ

In this case b̂0 ¼ 0 and b̂1 is computed as follows:

b̂1 ¼

X
i;jð Þ[U* zijP Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

X
i;jð Þ[s* p

21
ij zijP Mij ¼ 1 xi; yj;gij

�� ; ĉ
� � ð10Þ

The estimator can also be written in terms of uniform g-weights gij

� �
ij
, where gij ¼ b̂1:

Ẑ ¼
i;jð Þ[s*

X
gijp

21
ij zijMij þ

i;jð Þ[s\s*

X
p21

ij Mijzij
ð11Þ

The following model provides the basis for better weighted least squares estimators:

E Mij xi; yj; gij

��� �
¼ b0 þ b1P Mij ¼ 1 xi; yj; gij

�� ; ĉ
� �

ð12Þ

var Mij xi; yj; gij

��� �
/ P Mij ¼ 1 zij;gij

�� ; ĉ
� �

1 2 P Mij ¼ 1 xi; yj; gij

�� ; ĉ
� �� �

ð13Þ

In this case, the estimated regression coefficients minimize the following quadratic

function:

Q b0;b1; ĉ
� �

¼
i;jð Þ[s*

X p21
ij Mij 2 b0 þ b1P Mij ¼ 1 xi; yj; gij

�� ; ĉ
� �� �2

P Mij ¼ 1 xi; yj; gij

�� ; ĉ
� �

1 2 P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �� � ð14Þ

The resulting estimator may be written in terms of nonuniform g-weights incorporating

the inferred match status. This estimator is improved by fine tuning the variance structure

with Generalized Estimating Equations (Jiang 2007).

The proposed estimators are no longer unbiased because the clerical review results are

used to make inferences about the pairs match status. However, like other regression

estimators (Särndal et al. 1992, Result 6.6.1, pp. 235, section, 6.7, pp. 238), they are

design-consistent regardless of the assumed models.

4. Sampling Design

Model-based stratified sampling has been used to approximately minimize the variance of

regression estimators (Särndal et al. 1992). In this design, the strata are defined by the

variance of the error in the assumed linear model. This strategy also applies to the current
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context where a single total is estimated. To be specific, the design-based variance

var Ẑ Uj
� �

of the model-assisted estimator is the sum of two terms:

var Ẑ Uj
� �

¼ var
i;jð Þ[s*

X
p21

ij zij Mij 2 bMMij

� �
������
U

0

@

1

A

þ var
i;jð Þ[s\s*

X
p21

ij Mijzij

������
U

0

@

1

A

ð15Þ

The first term is approximately minimized by a Neyman allocation where the pairs are

stratified according to the model-based conditional variance of the error

eij ¼ zij Mij 2 bMMij

� �
, that is var eij

��xi; yj;gij

� �
. This conditional variance is given by the

following expression.

var eij

��xi; yj;gij

� �
¼ var zij Mij 2 bMMij

� ����xi; yj;gij

� �

¼ z2
ijvar Mij 2 bMMij

���xi; yj;gij

� �

¼ z2
ij



var Mij

��xi; yj;gij

� �

þ bMMij 2 P Mij ¼ 1 xi; yj;gij

��� �h i2
�

¼ z2
ij P Mij ¼ 1 xi; yj;gij

��� �
1 2 P Mij ¼ 1 xi; yj;gij

��� �� ��

þ bMMij 2 P Mij ¼ 1 xi; yj;gij

��� �h i2
�

ð16Þ

With known conditional match probabilities P Mij ¼ 1 xi; yj;gij

��� �
and the best possible

inference bMMij ¼ P Mij ¼ 1 xi; yj;gij

��� �
we have

var eij

��xi; yj;gij

� �
¼ z2

ij
bMMij 1 2 bMMij

� �
ð17Þ

Suppose that the pairs are stratified based on gij and xi; yj

� �
or some fine discrete

approximation if these variables are continuous. Note that by design, in such as stratum,

the pairs have the same zij ¼ z value and an identical conditional match probability

P Mij ¼ 1 xi; yj;gij

��� �
¼ p. Thus they are identically distributed according to

zBernoulli p
� �

. If these pairs were independent, the variance of the errors eij would be

well approximated by the common variance var eij

��xi; yj;gij

� �
¼ z2p 1 2 p

� �
, based on the

Law of Large Numbers (LLN). In the corresponding Neyman allocation, the sample size

is proportional to the stratum variance. An estimator with the same minimum variance is

obtained via a Neyman allocation, where the strata are based on z2
ij
bMMij 1 2 bMMij

� �
the

estimated conditional error variance. The resulting allocation is no longer optimal when

the conditional match probability P Mij ¼ 1 xi; yj;gij

��� �
is estimated with some bias. Let

p̂ denote the corresponding stratum estimate. In this case the stratum variance is increased

to z2p 1 2 p
� �

þ p̂ 2 p
� �2

.
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5. Simulations

The proposed estimators are evaluated in six scenarios that consider different factors,

including the discriminating power of the linkage variables, the sample size, the model for

the distribution of linkage errors, clerical errors, and the correlation among the pairs. All

the scenarios consider a one-to-one linkage between two registers. In each register the

records are partitioned into perfect blocks of equal sizes. Consequently two matched

records always fall within the same block.

The different scenarios account for different features of practical linkages.

Scenario 1 emulates the process by which administrative records may be generated from

a finite population of individuals, with correlations among pairs that are within the same

block. It considers seven binary linkage variables that have conditionally independent

typographical errors with a common distribution. This distribution is given by the

following transition probabilities:

P c kð Þ
i ; c

kð Þ
j z

kð Þ
i ;Mij ¼ 1
��

� �
¼ P c kð Þ

i z
kð Þ

i

��� �
P c kð Þ

j z
kð Þ

i

��
� �

ð18Þ

P c kð Þ
i z

kð Þ
i

��� �
¼ 1 2 að ÞI c kð Þ

i ¼ z
kð Þ

i

� �
þ aI c kð Þ

i – z
kð Þ

i

� �
ð19Þ

where a is the probability of a recording error.

In the above expressions, c kð Þ
i is the k-th linkage variable for record i in register A, z kð Þ

i is

the latent true (i.e., free of recording errors) value of the variable for the associated

individual, with c kð Þ
j and z

kð Þ
j denoting the corresponding variables in register B. Note that,

by definition z
kð Þ

i ¼ z
kð Þ

j in a matched pair i; j
� �

. For each record i, the latent variables

z
kð Þ

i are IID. The comparison outcomes are based on exact comparisons with

g
kð Þ

ij ¼ I
�
c kð Þ

i ¼ c kð Þ
j

�
.

The variables of interest xi and yj are also binary and mutually independent of the

linkage variables in each register, and each matched pair. The files are linked to study the

joint distribution of these two variables, that is, to estimate the frequencies of the different

cells in a two-way contingency table. In this case zij ¼ I xi; yj

� �
¼ x; y
� �� �

where

x; y ¼ 0; 1. This setup is similar to that described by Chipperfield et al. (2011). However,

the goal here is finite population inference on a single finite population.

From the finite population, different IID samples are drawn using one of two designs.

For each resulting sample, three estimators are computed for the number of matched pairs

in each cell of the two-way contingency table. They include the H-T estimator, a second

model-assisted estimator (hereafter simply referred to as 2nd estimator) using the

inference bMMij ¼ P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

and a third estimator (hereafter simply referred

to as 3rd estimator) using the inference bMMij ¼ b̂0 þ b̂1P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

.

The first sample design is stratified according to the x-y value pairs. In each stratum,

a fixed size SRS sample is drawn. The second sample design is also stratified based on the

x-y value pairs, but it uses substrata, which are based on the conditional variance of

the prediction error. Each x-y stratum has the same number of substrata but the boundaries

are selected to obtain nearly equal substrata sizes, after the pairs are sorted according to

their conditional variance in each stratum. Consequently, substrata boundaries may differ
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from an x-y stratum to the next. The same x-y stratum sample size is used as in the first

design. However in the second sample design, this sample size is allocated optimally

among the substrata using a Neyman allocation, where the estimated variance of a

substratum is estimated as the mean conditional error variance over all the corresponding

pairs. A substratum sample allocation is further constrained to have at least two units and

not to exceed the substratum size.

Scenario 1 is the baseline scenario. It evaluates the two model-assisted estimators

in the best case, with the correct model for the comparison outcomes. This situation

maximizes their relative advantage over the naı̈ve H-T estimator. Scenarios 2 through 5

are built after Scenario 1, that is, with correlated pairs. However they each incorporate a

slight modification. Scenario 2 considers linkage variables with more typographical

errors and hence less discriminating power than in Scenario 1. Scenario 3 considers a

smaller (1,000 pairs instead of 4,000 pairs) clerical-review sample. Scenario 4 considers

linkage variables that are not conditionally independent by correlating the latent

variables z kð Þ
i . This correlation is produced by generating the z

kð Þ
i ’s according to a mixture

model with conditional independence based on a binary latent class ji. However the

estimated conditional match probability P Mij ¼ 1 xi; yj;gij

�� ; ĉ
� �

is estimated under the

assumption of conditional independence among all linkage variables. Scenario 5

considers clerical errors.

Scenario 6 considers agreement frequencies for variables such as names and birthdate

that have been used for linking high quality person files. The specific frequencies are based

on an example provided by Newcombe (1988, Table 5.1). Unlike the other scenarios,

Scenario 6 considers pairs with IID and conditionally independent comparison vectors.

The simulation parameters are as follows. All scenarios are based on N ¼ 10; 000

individuals, 1,000 blocks, a block size of 10, K ¼ 7 linkage variables, P x ¼ 1ð Þ ¼ 0:5,

P y ¼ 1 x ¼ 0j
� �

¼ 0:4, P y ¼ 1 x ¼ 1j
� �

¼ 0:7, 10 substrata per x-y stratum, 100 E-M

iteration and 100 repetitions.

The x-y stratum sample size is set to 1,000 for all scenarios except for Scenario 3

(smaller clerical sample), where it is set to 100. The conditional agreement probabilities

are uniform across the linkage variables in Scenarios 1 through 5. However, they vary

across these scenarios. For Scenarios 1 and 3 through 5, the conditional probability of

agreement is 0.98 for a matched pair and 0.5 for an unmatched pair. For Scenario 2, these

conditional probabilities are respectively 0.82 and 0.5. For Scenario 6, the conditional

agreement probabilities are given in Table 1. The remaining parameters only apply to

Scenarios 1 through 5 and are set as follows. The parameter a is set to 0.1 for Scenarios 1

through 5. For the intrinsic variables, the probability P z
kð Þ

i ¼ 1
� �

is uniformly set to 0.5.

For the recording errors, the probability P c kð Þ
i ¼ 1 z

kð Þ
i ¼ 0
��� �

is set to 0.01 except for

Scenario 2 (weaker linkage variables), where it is set to 0.1. As for the probability

P c kð Þ
i ¼ 1 z

kð Þ
i ¼ 1
��� �

is set to 0.99 except for Scenario 2, where it is set to 0.9. Scenario 4

(misspecified case) involves the additional parameters that are set as follows. The

probability P ji ¼ 1ð Þ is set to 0.5, while the conditional probabilities P z
kð Þ

i ¼ 1 ji ¼ 0j
� �

and P z
kð Þ

i ¼ 1 ji ¼ 1j
� �

are respectively set to 0.3 and 0.7.

For cell (0,0), the results for the H-T estimator and the second estimator are shown in the

box plots of Figures 1 and 2, and in Tables 2 and 3. The box plots show the five-number

summary of the relative bias for the estimated cell count. In these figures, the horizontal axis
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indicates the estimator (1 for the H-T estimator, or 2 for the second estimator), the sampling

design (1 or 2) and the scenario (1 through 3 in Figure 1, and 4 through 6 in Figure 2). For

example, in Figure 1, 2.1.1 corresponds to the box plot for the second estimator under the

first scenario and the first design. As for Tables 2 and 3 they show the average bias and CV of

the estimated count for cell (0,0). The results for the other cells are not shown because they

are similar to those of cell (0,0). As for the third estimator, the corresponding results are not

shown because they are similar to those of the second estimator.

For Scenario 1 (our baseline), all three estimators have a very small relative bias, with

no clear advantage for the H-T estimator under either sampling design. However the

model-assisted estimator halves the CV of the H-T estimator, under the first sampling

design. The gain in precision becomes negligible under the second sampling design. This

is expected because the model information is already exploited through the stratification,

which also benefits the H-T estimator.

The results for Scenario 2 show a worse performance for the model-assisted estimator,

when the linkage variables are less discriminating. Indeed, the corresponding absolute

relative bias is larger than that of the H-T estimator, under either sampling design. As for
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Fig. 1. Box plots of the relative bias for cell (0,0) in Scenarios 1 through 3. Estimator 1 is the HT estimator.

Estimator 2 is the 2nd estimator.

Table 1. Agreement frequencies for Scenario 6 based on

Newcombe (1988, Table 5.1).

Agreement probability

Linkage variable Matched Unmatched

Surname 0.965 0.001
First name 0.79 0.009
Middle initial 0.888 0.075
Year of birth 0.773 0.011
Month of birth 0.933 0.083
Day of birth 0.851 0.033
Province/country of birth 0.981 0.117
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the expected gain in precision under the first sampling design, it is dramatically smaller

than in Scenario 1. Under the second design, the gain is negligible.

The results for Scenario 3 show the same trends as in Scenario 1, with similar gains in

precision for the model-assisted estimator. Intuitively the use of a model partially makes

up for the reduced sample size.

For Scenario 4, where the model is misspecified, both the H-T estimator and the model-

assisted estimator have a small relative bias, under either design. For the model-assisted

estimator, the gain in precision is slightly reduced compared to Scenario 1.

In Scenario 5, with clerical errors, Table 2 shows that the relative bias of all the

estimators is significantly increased compared to Scenario 1. However, under the first

sampling design, the model-assisted estimators offer a significant advantage over the HT

estimator, even if this advantage is smaller than in Scenario 1. Under the second design,

this gain in precision vanishes and all the estimators have much less precision than in the

first sampling design.
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Fig. 2. Box plots of the relative bias for cell (0,0) in Scenarios 4 through 6. Estimator 1 is the HT estimator.

Estimator 2 is the 2nd estimator.

Table 2. Relative bias and CV for cell (0,0) for Scenarios 1 through 3.

Scenario Design Estimator Relative bias (%) CV (%)

1 1 1 20.12 7.52
2 0.45 3.33

2 1 0.34 1.52
2 0.48 1.36

2 1 1 0.77 7.62
2 0.94 6.43

2 1 20.17 5.67
2 20.29 5.44

3 1 1 0.18 25.18
2 0.11 12.57

2 1 0.32 6.79
2 20.04 6.37
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In Scenario 6, the model-assisted estimator greatly outperforms the H-T estimator both

regarding the bias and the precision, under either sampling design. The gain in precision

is also dramatically larger than in the other scenarios. This is because in Scenario 6, the

linkage variables collectively provide much more discrimination than in the previous

scenarios. The combination of this discrimination with a correct statistical model produces

the observed gains.

Overall, the model-assisted estimators offer the best performance when the following

three conditions are met:

i. The linkage variables provide a high discrimination.

ii. The clerical-reviews are very reliable.

iii. The assumed statistical model is correct.

Of the above three conditions, the reliability of the clerical-review is the most critical one

as it may be expected.

The simulation results also shed some light on the choice of the sampling design. In all

scenarios without clerical errors, the precision is much greater under the second sampling

design, where the pairs are stratified according to the estimated conditional match

probability. This result further underscores the importance of using auxiliary variables that

leverage the comparison outcomes.

Although this work considers a one-to-one linkage, this assumption does not play a

major role in the estimation procedure. Hence the proposed methodology also applies to an

incomplete linkage so long as the clerical reviews remain error-free. However the resulting

model-assisted estimators may be less efficient if the unmatchable records greatly differ in

distribution from the other records. Then the pairs outcomes are better modeled by a three

component mixture including two classes of unmatched pairs. In this case, specifying a

good model may be more challenging.

6. Conclusions and Future Work

This study casts the problem of design-based estimation with linked administrative files

in the classical survey methodology framework. It also proposes a new estimation

Table 3. Relative bias and CV for cell (0,0) for Scenarios 4 through 6.

Scenario Design Estimator Relative bias (%) CV (%)

4 1 1 1.21 7.71
2 0.62 4.22

2 1 0.25 2.40
2 0.21 2.29

5 1 1 24.94 8.25
2 25.25 3.66

2 1 26.31 14.84
2 26.23 14.79

6 1 1 20.79 7.40
2 20.10 0.48

2 1 20.01 0.82
2 0.01 0.12
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methodology based on model-assisted estimators and sampling-designs that are evaluated

through simulations. The simulations clearly demonstrate the equal importance of

auxiliary variables based on the linking variables and high quality clerical reviews.

Specifying good models is also important for the efficiency of the resulting estimators.

However using the correct model is not required, because, like previous model-assisted

estimators (Särndal et al. 1992), the proposed estimators remain design consistent even

when the model is misspecified.

There are two potential issues with clerical reviews including the quality of the

supporting information and the quality of the review process. Meaningful clerical reviews

are obviously impossible unless the supporting information is sufficient and reliable. Even

when it is the case, many questions remain about the quality of the review process and

ways to objectively measure it. Indeed there are few studies on this subject, beyond that

by Newcombe et al. (1983). Furthermore, such studies may be hard to replicate, either

because they have not disclosed important methodological details, or because their results

are heavily dependent on the used datasets that are unavailable. A second challenge is the

development of anonymization techniques. They prevent clerical reviews and adversely

impact the linking efficacy. Solutions based on privacy-preserving record linkage are

being actively researched to address these problems (Schnell et al. 2009). However, in

situations where clerical reviews have been effective (e.g., with available names,

birthdates and addresses in the original files), it is still unclear whether these solutions

offer competitive privacy-preserving alternatives to clerical reviews. A third challenge

concerns missing values in the linked files. The problem arises because clerical reviews

are expensive, such that it is desirable to avoid sampling pairs where some variables of

interest are missing. Such missing variables represent an unusual form of item

nonresponse, because it is known prior to sample selection. Devising solutions for an

optimal sample selection represents a new and promising avenue of research.
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Administrative Data Quality: Investigating Record-Level
Address Accuracy in the Northern Ireland Health Register

Brian Foley1,2, Ian Shuttleworth1, and David Martin3

Many national statistical institutes (NSIs) are seeking to supplement or replace their
traditional population census with a methodology underpinned by administrative sources.
Health service register data are key in this regard owing to their high population coverage; it
is therefore important to improve understanding of data quality in this administrative source.
This study investigated the factors associated with record-level address data mismatch
between the Northern Ireland (NI) Health Card Registration System (HCRS) and the 2011
Census, using the NI Longitudinal Study (NILS). Address information in the form of
anonymised Unique Property Reference Number (XUPRN) was available for circa 334,000
NILS members with census returns in 2001 and 2011, which provided a benchmark to assess
XUPRN accuracy in their linked HCRS record for comparable time points. Multinomial
logistic regression revealed a significantly greater likelihood of address mismatch in the
HCRS for: males; young adults; individuals with no limiting long-term illness; migrants in
the year prior to each census; and residents of communal establishments. Identification of
population groups affected by poor quality address information in administrative sources can
assist NSIs with the development and implementation of methodological improvements to
ensure that official population statistics generated from these sources are fit for purpose.

Key words: Address data quality; census; population statistics; longitudinal data.

1. Introduction

The use of administrative data sources in official statistical systems is well established

(Eurostat 2003; Karr 2012; Wallgren and Wallgren 2014; Agafiţei et al. 2015). Many

national statistical institutes (NSIs) draw upon these data, routinely collected by

government departments, state agencies and other organisations via the operation of a

service, transaction or registration to inform statistics on the economy and society.

Challenges facing NSIs including financial constraints and the high cost of data collection

via sample surveys (United Nations Economic Commission for Europe (UNECE) 2011)
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are resulting in the increasing integration of administrative sources in statistical

production processes.

Among the range of administrative sources in existence, one of the most informative in

terms of providing basic demographic and address information is a health service register,

referred to hereafter as a health register. These data are based on individual registrations to

access primary care services, mainly via general practitioners. Such services are free at the

point of use in many countries, for example the United Kingdom (UK), Italy and Denmark

(Roland et al. 2012; Lo Scalzo et al. 2009; Pedersen et al. 2012), which is a strong

incentive to register, hence the high population coverage generally provided by these data.

Accordingly, health registers have utility from a statistical perspective, with many NSIs

using these data in their methodology for producing annual subnational population

estimates. Furthermore, a number of NSIs that conduct a traditional population census

are investigating the potential of administrative sources to supplement or replace this

approach; health registers are likely to be key in this regard given their value in a statistical

context.

It is therefore important to improve understanding of quality issues in this

administrative source given its use in producing population statistics; of specific interest

for this study is record-level address data. Among various applications, these data inform

the estimation of internal migration flows by some NSIs and they are one of the main

matching variables for record linkage between administrative sources integrated in

population statistics production processes. Our focus is the health register in Northern

Ireland (NI), which is termed the Health Card Registration System (HCRS). Previous

studies have investigated the quality of address information in this administrative source

(Shuttleworth and Barr 2011; Barr and Shuttleworth 2012; Shuttleworth and Martin 2016)

and the England and Wales equivalent, the Patient Register (Smallwood and Lynch 2010),

using 2001 Census data as the reference. This study builds upon the existing research by

investigating address data quality from both a cross-sectional and longitudinal perspective

using data from the 2001 and 2011 censuses of NI. The first aim was to investigate the

extent of address mismatch between the HCRS and census in 2011 and to identify some of

the associated characteristics using a univariate approach. Secondly, combining results

from the 2001- and 2011-based analyses, the aim was to identify the individual-,

household-, and area-level factors associated with address mismatch from a longitudinal

perspective, employing a multivariate methodology. These aims were met by the use of

the NI Longitudinal Study (NILS), one of three UK census-based longitudinal studies

(along with the Office for National Statistics (ONS) and Scottish longitudinal studies), but

unique in its high sample fraction.

This article is presented in five sections. In Section 2, the use of administrative data to

inform the production of population statistics is outlined in the context of the different

methodologies employed by NSIs internationally; this is followed by specific reference to

health register data and associated quality issues. A detailed description of the NILS is

provided in section three, highlighting its value in facilitating a detailed assessment of

address data quality in the NI HCRS. We also outline the methods underlying the analysis.

The results in Section 4 reveal the factors associated with address mismatch in the HCRS

in a cross-sectional and longitudinal context. In Section 5, the findings are interpreted from

various perspectives including the wider implications for the statistical application of
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health register data before, finally, the conclusions from the study are presented in

Section 6.

2. Administrative Data and Population Statistics: National and

International Perspectives

A census is fundamental to enumerating a country’s population and producing statistics on

its main demographic and socioeconomic characteristics from national to small area level.

Most countries employ a traditional approach when conducting a census and while the

principle of collecting information from all individuals and households remains, the

methodology has evolved. This includes the introduction of online data collection in

recent census rounds (Moore et al. 2008). The internet is becoming the primary mode of

data collection in many of the traditional census-taking countries; the 2016 Canadian

Census had an internet collection response rate of 68% (UNECE 2016), the target for the

2021 UK Census is a 65% online response rate (UNECE 2015), while the United States

Census Bureau (USCB) are planning for the internet to be the main response mode in their

2020 Census (USCB 2015a). One of the main alternative census methods is a register-

based system underpinned by administrative sources, which is well-established in many of

the Nordic states (Martin 2006; UNECE 2007; Lange 2014). Owing to the advantages of

using administrative data such as reduced respondent burden and the capacity for more

frequent statistical outputs, other countries are turning increasingly to these sources. For

example, Sweden and Austria made the transition to a completely register-based census

in 2011 (Andersson et al. 2013; Kukutai et al. 2015), while Switzerland and Germany

introduced integrated census systems combining administrative registers and sample

surveys in 2010 and 2011, respectively (UNECE 2012a, 2012b). Although the UK

conducts a traditional census, various administrative sources were used to quality assure

population estimates from their 2011 event (National Records of Scotland (NRS) 2012;

Northern Ireland Statistics and Research Agency (NISRA) 2012; ONS 2012a). Looking

ahead, the ONS has committed to greater use of administrative data to enhance the quality

of statistics from the 2021 Census of England and Wales (ONS 2014a); this approach has

also been adopted by the other UK NSIs in Scotland (NRS 2014) and NI (NISRA 2014).

It is clear therefore that administrative data are becoming increasingly relevant

internationally in the context of the population census.

While the traditional census provides accurate data for a point in time, there is a

requirement for high quality population statistics throughout the intercensal period. Many

NSIs in the countries concerned use administrative sources to produce annual population

statistics. Internal migration, the movement of individuals within a country, greatly

influences the size and composition of populations at subnational level and its estimation is

underpinned by administrative data in the UK (ONS 2016), Canada (Statistics Canada

(SC) 2015), United States (USCB 2016), and Australia (ABS 2014); health register data

are one of the main sources drawn upon in this context. Furthermore, these data are used in

the methodology for estimating the subnational distribution of immigrants throughout

England and Wales (ONS 2011). Looking forward, the NSIs of New Zealand and England

and Wales are assessing the feasibility of replacing their traditional census with a model

based largely on linked administrative sources that is less costly and can produce more
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frequent population statistics (Bycroft 2015; ONS 2015a). In this regard, the ONS are

releasing experimental population estimates at national and subnational level on an annual

basis, which are based on linked administrative data sources including the Patient Register

(ONS 2015b).

Like many administrative sources, health register data are affected by particular quality

issues. Overcoverage is an acknowledged feature for reasons such as emigrants not

de-registering prior to moving abroad and multiple area registrations; ‘list inflation’ of

between four per cent and five per cent above the population estimate has been reported for

the Patient Register in England and Wales (ONS 2012b) and the HCRS in NI (O’Reilly

et al. 2012). Another issue concerns the lag in updating of residential moves, which is

especially prevalent among males and in urban and deprived areas (Shuttleworth and Barr

2011; Statistics New Zealand 2013). From a temporal perspective, Barr and Shuttleworth

(2012) found that 44% of an internal migrant study cohort in the NILS lagged in reporting

a change of address to the HCRS by more than one year, while in a London-based study

by Millett et al. (2005), seven per cent of participants took longer than three years to

re-register with a general practitioner after a change of address.

There is a need to build upon the existing evidence base on address data quality in

administrative sources such as a national health register. To provide context for this study,

Figure 1 outlines, conceptually, major contributors to inaccurate address information in

administrative data, drawing on the illustrative approach used by Raymer et al. (2015).

The delayed or failed reporting of a residential move to the relevant administrative system

is considered one of the main statistical challenges associated with the use of

administrative data to produce population statistics (ONS 2012c).

The NILS facilitated a novel approach for this study, providing address information for

a large sample from consecutive censuses and for regular intervals from the HCRS over

a thirteen-year period to conduct a detailed longitudinal analysis. Although NI is the

smallest country in the UK, its varied settlement pattern with a large urban centre (Belfast)

and rural countryside interspersed with towns is similar to that observed in many other

Delayed or no reporting
of residential moves to
administrative system

Inconsistencies in addresses
assigned to split/merged
residential properties or new
housing developments

Address in
administrative
data source

Address in
population
census

Mismatch

Individuals who reside at more
than one address, e.g. second
addresses for work/holiday
purposes, boarding school pupils

Data processing errors,
e.g. incorrect data entry,
incorrect or inconsistent
recording of addresses

Fig. 1. Overview of contributors to address inaccuracy in an administrative data source.
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countries, which broadens the applicability of the findings. Our study may be of interest to

organisations and NSIs that use health register data for statistical or research purposes as

it provides an insight on record-level inaccuracies in geographical referencing and the

associated factors.

3. Data and Methods

3.1. The NILS

The analysis was based on the NILS, which is a representative circa 28% sample of the

1.84 million population of NI. The spine of the NILS is records from the NI HCRS, which

is administered by the Health and Social Care Business Services Organisation (BSO) and

includes almost 100% of the NI population (O’Reilly et al. 2012). The HCRS data are

obtained from the National Health Authority Information Registration System, which

is linked to all general practitioner practices in NI. Although each person registered to

access primary care services is assigned a unique Health and Care Number, duplicate

registrations are identified as one of the factors contributing to overcoverage in the HCRS;

however, quality assurance within NISRA sees the removal of duplicate records prior to

the use of the data for statistical and research purposes (NISRA 2016a). Once an individual

is registered on the HCRS, they can voluntarily update their address information via their

general practitioner practice or the BSO website (ONS 2017).

Membership of the NILS is based on having one of 104 predesignated birth dates, with

records linked to decennial census returns from 1981 to 2011. There is no complete

household structure in the NILS as it is a sample, unlike census data, with some NILS

members being a single representative from a household and sometimes multiple members

from the same household. The linkage of HCRS and census records in the NILS employs a

sequential match-key approach; this methodology enables records for the same individual

to be linked where their address differs across both sources by assigning highest matching

weights to name, gender and date of birth and using part of the address information in one

of the match-keys. Manual verification of linked records and thorough quality checks

ensure a high match rate. Further information on the NILS record linkage processing is

available in a data matching methodology working paper (Northern Ireland Longitudinal

Study 2015). Census data provide a rich source of information on demographic and

socioeconomic characteristics of NILS members at individual- and household-level. In

addition, residential moves of NILS members from 2001 onwards can be determined from

routine HCRS updates provided to the NILS at six-month intervals. Note that the HCRS

and census are separate data sources with neither used to update the other; the

aforementioned data linkage is for the purpose of the NILS. A more detailed description of

the NILS is available in O’Reilly et al. (2012).

Census data in the NILS is based on the enumerated population and therefore excludes

wholly imputed individuals and households from the standard coverage adjustment

process. Some NILS members do not have census information; this arises where

individuals emigrated or died yet remained on the HCRS or where they simply did not

provide a census return. This study was based on NILS members with a census record,

which facilitated a comparison of address information with that in the HCRS. The lowest
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level of geography available for NILS research is Super Output Area (SOA), which was

introduced by NISRA for the 2001 Census; there are 890 SOAs in NI, with an average

population size of 2,000 (NI Neighbourhood Information Service 2013).

Pointer, maintained by Land and Property Services, is the main address database for NI,

in which each property has a Unique Property Reference Number (UPRN). In the HCRS

and NI census data, address information includes the UPRN. Record-level address data in

the NILS are provided in the form of anonymised UPRN, termed XUPRN. For this study,

the availability of XUPRN in the HCRS and census data permitted an indirect comparison

of the record-level address recorded in both sources. Owing to issues such as address

formats not recognised by Pointer or incomplete address information, it is not possible to

assign a UPRN in all cases. Accordingly, in the NILS, XUPRN can be missing in the

census or HCRS data, missing in both or present in both; in the case of the latter, XUPRN

can be a match or mismatch. This categorisation was used in presenting the cross-sectional

results for 2011. The incidence of unassigned XUPRN was particularly high among

addresses in Fermanagh, a predominantly rural area in the south-west of NI. This was

mainly due to the use of a non-standard addressing system based on geographical units

called townlands, which was not entirely incorporated in Pointer.

3.2. Methods

3.2.1. Research Approach

The main element of this study was a longitudinal assessment of address data accuracy

in the HCRS in terms of identifying the individual-, household-, and area-level factors

associated with XUPRN mismatch. The census in 2001 and 2011 provided benchmark

address information for NILS members as this was the most accurate record of where

individuals resided at the time of enumeration. In addition, the routine updates of HCRS

data gave a detailed address history for NILS members. The reference for one of the twice-

yearly updates of HCRS data in the NILS was April, making it possible to obtain XUPRN

data for a time point close to the 2001 and 2011 censuses conducted on April 29th and

March 27th, respectively. A cross-sectional comparison of record-level XUPRN between

the census and HCRS was undertaken for 2001 and 2011. This facilitated classification of

NILS members with a census record and valid XUPRN recorded in both sources over time

into four categories, namely (i) matching XUPRN between the census and HCRS in 2001

and 2011, (ii) matching XUPRN in 2001 only, (iii) matching XUPRN in 2011 only and (iv)

mismatching XUPRN in 2001 and 2011. The primary focus of this study is the longitudinal

assessment of address data accuracy, with descriptive results from the 2011 cross-sectional

analysis also provided. In addition, the Supplemental data include further regression model

output from the longitudinal analysis and 2001 and 2011 cross-sectional analyses. For

clarification, address and XUPRN are used interchangeably, with mismatch and match

referring to NILS members having an address recorded in the HCRS that was different or

the same, respectively, to that from which their census questionnaire was returned.

3.2.2. Explanatory Variables

Most of the person- and household-level explanatory variables used in the analysis were

obtained from the 2001 and 2011 censuses of NI. Their selection was informed by similar
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studies undertaken by Shuttleworth and Barr (2011), Barr and Shuttleworth (2012), and

Shuttleworth and Martin (2016), which point to similarities between the hard-to-

enumerate population from a census perspective and those with a greater likelihood of

having inaccurate address information recorded in administrative systems. Accordingly,

age and gender were included alongside marital status, level of education, socioeconomic

status, and health status. Country of birth was chosen to investigate if XUPRN mismatch

was prevalent among the immigrant population in NI. Migration, based on the ‘One year

ago, what was your usual address’ census question was considered very relevant as it

reflected residential moves, while housing tenure and household accommodation type and

composition were informative in the context of residential mobility. Transition variables

were derived for the longitudinal analysis based on the characteristics of NILS members

in both the 2001 and 2011 censuses, for example, single in 2001 and married in 2011.

The variables in question were marital status, limiting long-term illness (LLTI), National

Statistics Socio-economic Classification (NSSEC), migration, and housing tenure. In

addition, a derived variable capturing the frequency of record level address changes

reported in the HCRS at six-month intervals between 2001 and 2011 was included. For the

variables describing educational qualifications and religion, 2001 Census data were used

on account of their antecedent status.

To investigate the geography of XUPRN mismatch, a number of area-level variables

were included in the analysis. The 2005 NI Multiple Deprivation Measure (MDM) and

component Proximity to Services domain score at SOA level (NISRA 2005a) provided

a measure of spatial deprivation and the extent to which people had poor geographical

access to key services, respectively, close to the mid-point of the 2001 to 2011 period.

Based on the official statistical classification of settlements in NI (NISRA 2005b), the

SOA of the census-recorded address was assigned urban or rural status. A variable based

on whether the census-recorded address was in Fermanagh or elsewhere in NI was created

to assess the effect of the addressing problems associated with the former. Explanatory

variables that did not follow an approximate normal distribution were log transformed and

expressed as quartiles where necessary.

3.2.3. Analysis

An initial descriptive analysis provided the percentage distributions of selected variables

across the various XUPRN status categories for the 2011 cross-sectional analysis

initially and, subsequently, the longitudinal assessment of address data quality in the

HCRS. To further explore the multivariate relationships in the latter, multinomial

logistic regression analysis was conducted using NILS records in the 16 to 74 age group;

this restricted age category was relevant in the context of the education and

socioeconomic status explanatory variables. For the four-category dependent variable,

matching XUPRN in 2001 and 2011 was selected as the reference and the coefficients

were expressed as relative risk ratios. Regarding the individual explanatory variables, the

reference category was chosen on the basis of having the most records with a status of

XUPRN match in both years. Data analysis was undertaken at the secure research

environment of the NILS Research Support Unit, primarily using STATA version 14

(StataCorp 2016).
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4. Results

4.1. Cross-Sectional Analysis (2011): Descriptive Results

The following descriptive results apply to 485,185 NILS members with a 2011 Census

return. Regarding age, the XUPRN match rate between the census and HCRS fluctuated

slightly around 85% for the 16 and under and 50 plus age groups (Figure 2). The trough in

the XUPRN match rate for the 20 to 40 age group was reflected in the XUPRN mismatch

rate, which peaked at 26% for those in their late twenties. The proportions of those with an

unassigned XUPRN in the census, HCRS or both remained below ten per cent across all

ages; some data were unavailable for the very old on account of aggregation for disclosure

control purposes.

There was a reasonably large range in the XUPRN match and mismatch rates across

other selected variables (Table 1). Individuals with the following characteristics were

associated with a noticeably higher rate of XUPRN mismatch: male; marital status of

single; without an LLTI; migrated within NI during the previous twelve months; private

renter; living in a flat, apartment or communal establishment; living in a one person (under

65 age group), cohabiting couple or student household. In terms of area effect, the XUPRN

match rate of 76% for rural SOAs was around seven per cent lower compared to SOAs

classified as urban. Another finding of note was the relatively high proportion in the

‘XUPRN not assigned’ category of those who moved to NI from outside the country
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Fig. 2. Percentage distribution of Northern Ireland Longitudinal Study members by age according to XUPRN

status category, based on a comparison of XUPRN in the census and Health Card Registration System in 2011;

XUPRN is the anonymised Unique Property Reference Number.
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within the previous twelve months (15.7%) and residents of communal establishments

(21.8%). The minor inconsistencies in the variable totals were due to the ‘No code

required’ category in many of the census-based variables.

4.2. Longitudinal Analysis (2001 and 2011)

4.2.1. Descriptive Results

Descriptive results in Table 2 from the 2001- and 2011-based longitudinal analysis were

based on 334,670 NILS members with returns from both censuses. The distribution across

the four XUPRN status categories was: 246,506 individuals (73.7%) with a matching

XUPRN in the census and HCRS in 2001 and 2011; 28,661 (8.6%) with a matching

XUPRN in 2001 only; 41,338 (12.4%) with a matching XUPRN in 2011 only; and 18,165

(5.4%) with a mismatching XUPRN in 2001 and 2011. A matching XUPRN in both years

was more common among females and those born in the UK or Republic of Ireland (ROI).

Consistency over time in the following transition variables was associated with the highest

proportions in the category of XUPRN match in both years: being married; having an

LLTI; not having migrated in the twelve months prior to the census; and residing in

housing that was owned outright. For the category of XUPRN mismatch at both time

points, there were noticeably high proportions among individuals who migrated in the

twelve months before one or both of the censuses and those whose housing tenure changed

from rented in 2001 to owner-occupied in 2011. A large proportion of those who migrated

in 2001 only were in the category of XUPRN mismatch in 2001 only, as was the case with

reference to 2011. As with Table 1, the minor differences in the variable totals were due to

the ‘No code required’ category.

4.2.2. Multivariate Results

Results from the multinomial logistic regression model in Table 3 detail the multivariate

relationships with longitudinal XUPRN status for 243,088 NILS members in the 16 to 74

age group. Statistical significance of variables was widespread on account of the large

sample size so most attention is given to the size of effects. Address mismatch in the

HCRS was more prevalent among males, who were 2.2 times more likely to have a

mismatched XUPRN in 2001 and 2011 relative to matching XUPRN in both years. There

was a greater likelihood of address mismatch in both years for those aged 25 to 34 in 2001

compared to the 35 to 44 age group, with those aged 45 to 74 in 2001 less likely to have

a mismatched XUPRN between the HCRS and census. While the level of educational

qualifications and country of birth were not strongly associated with longitudinal XUPRN

status, Catholics had a greater likelihood of address mismatch in one or both years relative

to Protestants and other Christians. The variable capturing the frequency of address

changes in the HCRS between 2001 and 2011 was influential; compared to non-movers,

those who reported at least one address change were less likely to have a mismatched

XUPRN in 2011 only or both years relative to individuals with a matching XUPRN over

time. Furthermore, the category of XUPRN mismatch in 2001 only had extremely high

relative risk ratios, which is discussed further below.
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Clear patterns were evident for the transition variables. Those with an unchanged

marital status of single compared to individuals married at the two time points had a

greater propensity for XUPRN mismatch in one or both years relative to matching

XUPRN at both time points. Individuals with an LLTI in 2001 and/or 2011 and NILS

members in routine employment in 2001 and 2011 relative to professionals were less

likely to exhibit XUPRN mismatch in one or both years. There was a strong positive

association between migration and address mismatch, with those who made an address

change prior to each census at 14 times the risk of XUPRN mismatch in both 2001 and

2011. Housing tenure was influential, with renters and especially communal establishment

residents at both time points having a greater likelihood of XUPRN mismatch in both

years. Compared to the individual- and household-level factors, there was less variation in

the relative risk ratios for the area-level variables, with many close to the threshold value

of one. This indicates that from a longitudinal perspective, area characteristics were less

influential in terms of the determinants of address mismatch in the HCRS. There were

some noteworthy findings however, with rural relative to urban areas and having a census-

recorded address in Fermanagh in both years as opposed to elsewhere in NI generally

associated with a greater likelihood of XUPRN mismatch in 2001 and/or 2011.

The interaction of migration transition with age was investigated (see Supplemental

data, Table 1 found online at: http://dx.doi.org/10.1515/JOS-2018-0004). Compared to

older age groups, 16–24 and 25–34 year olds in 2001 who migrated in the year prior to

each census had a greater likelihood of consistent address mismatch relative to non-

movers. A further interaction of migration and housing tenure transitions indicated that

NILS members in rented accommodation who made pre-census residential moves were at

greater risk of XUPRN mismatch compared to those in owner-occupied housing.

The findings from the 2001 and 2011 cross-sectional logistic regression models of

XUPRN mismatch (see Supplemental data, Table 2 found online at: http://dx.doi.org/10.

1515/JOS-2018-0004) were similar to those from the longitudinal model of address

mismatch (Table 3). The former models revealed common characteristics associated with

address mismatch at each time point, namely males, young adults (aged 25–35) relative to

older age groups, single people compared to those who were married, pre-census migrants,

renters and communal establishment residents as opposed to those in owner-occupied

housing, and in terms of geography, living in Belfast or Fermanagh relative to elsewhere

in NI.

4.2.3. Residential Movement

The longitudinal analysis revealed 18,165 NILS members with an address mismatch in

the HCRS in 2001 and 2011. Of particular interest was whether this group made more

residential moves compared to those with a matching XUPRN in both census years. The

updates of address data from the HCRS every six months from 2001 to 2014 facilitated

analysis of the proportion in each of the four XUPRN status categories with a reported

address change at each time point. Figure 3 indicates little difference in the proportion

of individuals reporting an address change between 2001 to 2011 for the categories of

matching and mismatching XUPRN in both years, which suggests similar levels of

residential movement over the decade. The main explanation seems to be that individuals

who mismatched in 2001 and 2011 had happened to change address in the year before the
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respective census but not that they were more spatially mobile in general. The sharp peak

for those with a mismatched XUPRN in 2011 can be attributed in part to NILS members

who made a residential move prior to the 2011 Census, which was not reported to the

HCRS until after March 2011. However, this peak is somewhat inflated by a data cleaning

exercise undertaken by BSO during 2011 and 2012, which resulted in some non-genuine

address changes being recorded in the HCRS data provided to the NILS. Although the time

series begins in October 2001, the remnants of a similar peak associated with lagged

reporting of an address change to the HCRS is evident for those with a mismatched address

in 2001.

5. Discussion

This study provides a useful insight on an element of data quality in a key administrative

source and highlights the value of the NILS as a research resource. Of the individual-,

household-, and area-level factors associated with address mismatch in the HCRS, many

are intuitive and others less so. In general, the frequency of residential moves is highest

among young adults for reasons such as leaving home, pursuing higher education and

entering the labour market. In addition, this population group has a low level of

engagement with primary care services, thus increasing the likelihood of address changes

not being communicated to the associated administrative system. It is very likely that these

combined factors contributed to the high rates of address mismatch in the HCRS for the

20 to 34 years age group observed in the cross-sectional and longitudinal analyses. Those
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Fig. 3. Proportion of Northern Ireland Longitudinal Study (NILS) members reporting an address change by six-

monthly extract of the Health Card Registration System (HCRS) from 2001 to 2014, according to longitudinal

XUPRN status; XUPRN is the anonymised Unique Property Reference Number.
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with an LLTI can be expected to engage with their general practitioner to a greater extent

compared to individuals in good health, thereby increasing the likelihood of maintaining

an accurate address in the HCRS (Shuttleworth and Barr 2011; Barr and Shuttleworth

2012). The greater prevalence of XUPRN mismatch among Catholics may be explained in

part by their geographical distribution across NI; rural relative to urban SOAs had a lower

likelihood of address match between the HCRS and census and both the former and SOAs

with a majority Catholic resident population are prevalent in the west and south-west of

the country. The often unforeseen movement of individuals into care-homes, hospitals

or prisons along with the transience of many communal establishment populations is a

probable explanation for the poor quality address information in the HCRS displayed

by individuals residing in this accommodation type. Regarding area effects, the address

referencing problem in Fermanagh appeared to exacerbate XUPRN mismatch, which was

more prevalent in this part of NI. Although records with an address in this area amounted

to just 1.5% and 1.9% of all NILS records with an assigned XUPRN in 2001 and 2011,

respectively, the Fermanagh effect may represent a wider issue with address formats and

referencing in rural parts of NI that warrants further investigation.

The 2011 cross-sectional analysis provided evidence of higher incidence of address

mismatch in the HCRS for those in households that deviated from the traditional nuclear

family structure. This is important as increasingly diverse households have become a feature

of modern society. For example, in the UK in 2015, cohabiting couples were the fastest

growing family type, accounting for 17% of all families, while 29% of households consisted

of just one person (ONS 2015c). These household types are also becoming more common in

Canada (SC 2012), the United States (USCB 2013), and several European countries (Sanchez

Gassen and Perelli-Harris 2015). In addition, multi-family and multi-generational

households are becoming more numerous (ONS 2015c; Fry and Passel 2014). For

cohabiting couples without dependent children and single-person households in particular,

there is likely to be greater scope for residential movement and, consequently, their address

information to be out-dated in administrative systems. In the context of NSIs using

administrative sources to inform population statistics, the frequency of engagement by

particular population groups with the administrative system(s) in question is a key

consideration regarding address information accuracy. Indeed, the increasing complexity of

household structure presents a challenge to NSIs when conducting a census irrespective

of whether they continue with a traditional approach or adopt a method more reliant on

administrative sources. Households are a fundamental observation unit for population

statistics; therefore, the potential of administrative sources to provide an insight on household

structure should be explored so that NSIs can define households accurately and appropriately.

Student households were shown to be problematic in terms of their residents

maintaining accurate address information in the HCRS; a contributory factor is likely to be

the highly mobile nature of student populations (Duke-Williams 2009; Finney 2011).

Areas around higher education institutions are subject to considerable population turnover,

including inflows of new and continuing students in line with the academic year and

outflows of graduates pursuing employment or further education opportunities elsewhere.

This group present challenges for the production of high quality population statistics. For

example, there were specific questions included in the 2011 UK Census to determine the

appropriate address at which to classify a student as usually resident. Furthermore, the
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methodology underlying the estimation of annual internal migration flows in UK

constituent countries now incorporates higher education data to provide more accurate

student address information (NISRA 2016b; ONS 2016). Regarding health register data,

students are infrequent users of primary care services, which compounds the problem of

address inaccuracy. In using secondary data such as health registers to produce population

statistics, it is prudent for NSIs to incorporate supplementary sources that provide better

quality address data on highly mobile groups such as students. Furthermore, these findings

highlight the importance of addressing key areas of weakness in administrative sources

when used by NSIs to augment or replace a traditional census; a robust statistical system

drawing upon administrative sources should seek to improve the quality of the source data.

During the 2000s, international migration to NI experienced an unprecedented surge,

with around 122,000 immigrants estimated to have arrived in the country over the decade.

European and North-American studies have shown that the propensity to migrate

internally among immigrants is greatest for recent arrivals to the host country (Reher and

Silvestre 2009; King and Newbold 2011), which is relevant in the context of maintaining

accurate address information in administrative systems that immigrants interact with. In

general, this study did not find a greater prevalence of address mismatch in the HCRS for

NILS members born outside the UK or ROI compared to the native population. A possible

factor is that the vast majority of immigrants were from Poland and Lithuania (Krausova

and Vargas-Silva 2014); there is evidence of the former developing strong ties with their

place of residence after being most internally mobile in the initial stages of their

immigration to the UK (Trevena et al. 2013). As immigration to NI increased steadily from

2000 before peaking in 2007, it is likely that a large proportion of this population group

had settled in residential terms by 2011, thus providing greater scope for having accurate

address information recorded in the HCRS.

Many of the determinants of address mismatch in the HCRS indicated by this study

exhibit a strong relationship with residential mobility and, consequently, internal

migration. This is unsurprising since all of these phenomena are intertwined. Males, young

adults, individuals who are single, those in good health and professionals have been shown

to be more residentially mobile and migrate internally to a greater extent (Owen and Green

1992; Bailey and Livingston 2007; Champion et al. 1998; Finney and Simpson 2008);

these characteristics also exhibited a positive relationship with XUPRN mismatch in the

HCRS. A number of the aforementioned factors are also relevant in the context of census

under-enumeration. The issue of nonresponse when conducting a population census is

most pronounced among the likes of young adult males and residents of single occupant

and student households (Rahman and Goldring 2006; Martin 2010); likewise, these had a

higher likelihood of exhibiting XUPRN mismatch. For NSIs planning to supplement their

traditional census process with administrative data, it will be important to consider these

individual and household characteristics not just in terms of the hard-to-enumerate

population but also where address information in the administrative sources will be drawn

upon for specific purposes such as informing an address register or data linkage.

Having migrated in the year prior to each census was strongly associated with address

mismatch in the HCRS, based on the main effect and interactions with age and housing

tenure. As migration is a continual demographic process, a cohort with questionable

locational information persists, which needs to be accounted for when using address
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information in health register data in the population statistics production process. Another

interesting finding from the longitudinal analysis was the similar levels of residential

mobility between individuals with a mismatched XUPRN in 2001 and 2011 and those with

a matching XUPRN in both years. A reasonable initial hypothesis would have been more

residential movement by the former group. Along with the post-census peak in address

changes recorded in the HCRS for individuals with a mismatched XUPRN at census time, it

reaffirms the existence of a cohort who persistently lagged in reporting or failed to report an

address change to the health register, as observed by Barr and Shuttleworth (2012) and

Shuttleworth and Martin (2016). For mobile population groups such as young adult males

who are more prone to address inaccuracy in administrative systems, the longitudinal

structure of the NILS would facilitate investigation of the extent to which address

information at a point in time could be used to infer accurate address data at a previous

juncture.

The comparable findings from the longitudinal and cross-sectional models suggests that

it was the status at the time of census enumeration and not necessarily the 2001 to 2011

transitions that contributed to address inaccuracy in the HCRS. Therefore, the latter models

were sufficient to gain an understanding of the factors associated with this aspect of data

accuracy in the administrative source. Nonetheless, the longitudinal model was a novel

extension of the approach adopted by Shuttleworth and Martin (2016) in their 2001-based

study and was appropriate for the inclusion of the variable based on the frequency of

address changing in the HCRS over the 2001–2011 period, which proved to be an

influential factor. In this regard, the extremely high relative risk ratios for the category of

XUPRN mismatch in 2001 only warranted further investigation. From the raw data, 74%

and 15% of this cohort reported 1–2 and 3 or more address changes, respectively, to the

HCRS over the decade; the corresponding distribution for the XUPRN mismatch in 2011

only group was 35% and 7%, and 29% and 7% for those mismatching in both years. This

suggests a prevalence of address changing prior to March 2001 within the XUPRN

mismatch in 2001 only group that was not reported to the HCRS until after the 2001 Census.

The extent of address mismatch in the HCRS has implications for the statistical

application of this administrative source. National health registers elsewhere are likely

to experience similar data quality issues, so while the potential impacts are described

primarily in a UK context, they are relevant to other countries. The quality of internal

migration estimates, based largely on address changes in health register data, is affected by

address inaccuracy. Internal moves are missed or lagged where individuals fail to report a

change of address or a period of time elapses before doing so. As this component greatly

influences population size and composition at local level, inaccurate address information

in the health register underlying the estimates affects the quality of annual subnational

population estimates; this is important given the widespread use of these data, which

includes informing the allocation of funding from central government to local authorities,

councils and health bodies. For the next England and Wales census in 2021, there are

a number of broad uses of administrative data proposed. These include using activity

information to enhance the estimates of the size and location of the population (ONS

2015d); health registers are likely be a key source in this regard based on the successful

use of HCRS data for the 2011 Census under-enumeration project in NI (NISRA 2015).

Furthermore, in countries where the traditional census is discontinued, administrative
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sources such as the health register are likely to have a key role in the production of

population statistics. Record linkage between data sources will be a fundamental aspect

of this alternative approach, which typically uses address information along with name

and date of birth as linking variables. Address inaccuracies in health register data could

therefore adversely affect the matching quality achieved in record linkage processing.

An important aspect underlying this analysis is the increasing difficulty in referencing

individuals to a single address. Features of modern society such as second addresses for

holiday, work or study purposes and fragmented family structures causing shared custody

of children result in individuals residing at more than one address. This was acknowledged

in the 2011 Census of England and Wales, with ONS releasing statistics based on

alternative population bases, namely the out-of-term student population and usually

resident dependent children with a parental second address (ONS 2014b, 2014c).

Therefore, genuine address inconsistencies between census and administrative data

sources can exist. The extent to which this contributed to the XUPRN mismatch between

census and HCRS data observed in this study is unknown. However, it is one of many

challenges for NSIs that move away from a traditional census in favour of a methodology

based on linked administrative sources.

6. Conclusion

This study took a novel longitudinal approach, facilitated by the NILS, to investigate

the extent of address mismatch in a key administrative source and the associated factors.

Our findings provide evidence of the commonalities with internal migration, residential

mobility and hard-to-enumerate groups from a census perspective. Currently, health

registers are used by numerous NSIs to inform the ongoing production of population

statistics. In addition, given the apparent discontinuation of the traditional census in many

countries, these and other administrative sources are likely to be fundamental to the

generation of population and census statistics in the future. While national health registers

are a valuable statistical resource owing to their high population coverage, this and other

studies have shown the quality of their record-level address information to be impaired for

certain population groups. It is important to further improve understanding of quality

issues in this and other administrative sources that are likely to underpin official statistical

systems in the future. Many of the limitations of administrative data such as

undercoverage and lags in updating are acknowledged in the context of their application

for statistical purposes. Indeed, some NSIs incorporate additional administrative sources

to address specific shortcomings. However, it is prudent to build upon existing research

on administrative data quality; effective methodological improvements can then be

developed and implemented to ensure that official statistics generated from these sources

are fit for purpose and sufficiently accurate.
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Typology and Representation of Alterations
in Territorial Units: A Proposal

Francisco Goerlich1 and Francisco Ruiz2

This article proposes a typology of boundary changes in territorial units at two points
in time. The different types of changes are organized in a hierarchy and represented
homogeneously, independently of the number of territorial units involved and of the changes
to them. Each alteration is described precisely and unambiguously, and it is codified to allow
the information to be treated automatically. In addition to providing efficient storage of
the information about these changes, a canonical representation facilitates the automatic
detection of inconsistencies in the database. At the same time, the typology allows us to
define backward and forward equivalence rules, which helps in the task of generating
homogeneous time series about territorial unit characteristics, such as population or surface
area, or generating the full genealogy of a territorial unit over time. We also offer an
application of the proposal to inconsistencies and error detection in the database Alterations
to the Municipalities in the Population Censuses since 1842 from the Spanish National
Statistical Institute (INE).

Key words: Municipal boundary changes; population census; homogeneous series;
standardized representation; equivalence rules; inconsistency criteria; typology.

1. Introduction

Alterations to territorial unit boundaries occures relatively frequent, particularly in the

case of smaller units – municipalities or census tracts – or when a sufficiently long time

perspective is considered. Historical records of such alterations, however, tend to be literal

or descriptive, with no clear standardization, and therefore very difficult to deal with on

paper and practically impossible to handle in digital format. Modern advances in

Geographical Information Systems (GIS) have facilitated the generation of different

administrative boundary layers of territorial units – countries, regions, counties,

municipalities, and so on – with different reference dates; however they do not usually

provide information about the changes between two reference periods.
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Various studies have compiled historical boundaries in an attempt to provide a

systematic record of the alterations to them (Tir et al. 1998). More recently several authors

have worked on reconstructing these boundaries using GIS techniques, which require the

genealogy of current territories to be reset (Gregory 2005; Gregory and Ell 2007; Flora

et al. 2015), usually with the purpose of homogenizing specific characteristics over time

(Marti-Henneberg 2005; Gregory and Ell 2006).

In the process of harmonizing European regional statistics over time, considerable effort

has been devoted to modeling territorial changes in the regions (NUTS 2 and 3 in

European Union terms) in order to create homogenous databases on a regional scale

subject to temporal evolution of the territorial hierarchy (Ben Rebah et al. 2011; Milego

and Ramos 2011). Official organizations and National Statistical Institutes (NSIs) also

provide compilations of changes to administrative divisions at the various territorial scales

into which the state is organized. However, as far as we know, no methodological proposal

has attempted to harmonize, systematize, and computerize changes in territorial units

over time. The European INSPIRE directive (Directive 2007/2/EC), establishing an

infrastructure for spatial information in the European Union, would probably be the most

suitable framework for this harmonization process. However, the Technical Guidelines on

Data Specification on Statistical Units (INSPIRE 2013) only offer a very brief guide to the

temporal representation of administrative units at the object level, and tend to emphasize

the modeling, for all geographical objects, considering only a life cycle defined by the

attributes beginLifespanVersion and endLifespanVersion, rather than explicitly linking

the different temporal versions of the same spatial object. These simple rules are clearly

unsuitable for a complete characterization of a territorial hierarchy subject to spatial

changes over time that can be managed in a harmonized and systematized way, taking

advantage of computerization. Different NSIs have attempted to go beyond a simple

compilation of territorial alterations, trying to develop spatio-temporal information

systems allowing for the temporal evolution of administrative boundaries in a consistent

manner (Sindoni et al. 2002; Duque 2016).

This article aims to help bridge this gap by proposing a typology and representation of

alterations in administrative territorial units whose boundaries are determined by criteria

of political powers or state organization. The proposal has been developed from our

experience with the database of alterations to Spanish municipalities since they first

appeared as such in the population censuses in the mid-nineteenth century. The proposal

was therefore based on literal descriptions of changes, and our efforts have focused on

developing a system to codify the alterations that is consistent and could be automated.

But clearly the proposed typology and coding principles are much more general, and can

be used in tracking alterations in regions, cities or urban areas, as considered, for example,

in the Urban Audit pan-European project. These territories are not always consistent

with administrative divisions, and the efficient monitoring of changes in borders could be

very useful.

However, the principles we detail below can be applied more generally, not only at

other scales such as regions or census tracts, but also based on GIS layers at two moments

in time, since the geometric accuracy of the two layers will be the same in the two periods.

A simple “union” GIS operation between the two layers provides all the necessary

information to implement the typology proposed in this article. All that is required are the
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codes for the territorial units in the two periods, together with their surface areas, and the

surface area of each polygon generated by the “union” operation. Although our application

below is illustrated using historical municipalities, the typology proposed in this article has

been successfully applied to generate types of alterations between census tracts at two

moments in time using their GIS layers, without any other additional information on

alterations to them. This information is contained in the mapping itself.

The article is structured as follows. The next section presents the proposed typology in

detail and the criteria for it to be computerized. We then apply the alterations in Spanish

municipalities to the database going back to the first population censuses of the mid-

nineteenth century. This application allows us to examine how efficient our proposal is in

detecting inconsistencies. The final section offers a brief conclusion.

2. Typology of Territorial Changes: A Proposal

One initial question that must be clarified from the start is what do we understand by a

territorial unit, from the perspective of a typology? While this may appear to be a fairly

trivial question, from the point of view of a typology it must be stressed that for our

purposes, the only property by which a territorial unit can be unequivocally identified is a

code. A name is not usually valid information to generate a typology, since it might not be

the only name, two or more territorial units may have the same name, and a name may

change at any given moment. The typology can also reflect name changes, as we shall see,

even though they are not territorial changes. It is true, however, that other types of

geographical entities, such as census tracts, have no name and the only information of

consequence is their code. NSIs and international institutions are fully aware of this need

to identify territorial units using unique codes.

This clarification is important because if a territorial unit code changes, and this is the

only change made to it, from the perspective of our typology it will be treated as a

‘territorial’ alteration: one territorial unit disappears and another identical one is created.

Fortunately, the typology allows these cases to be clearly identified.

Based on the premise that each territorial unit has its own code, and drawing on our

experience of municipal alterations in a historical context, we propose a typology to

classify the categories of changes to territorial units that is complete in that it incorporates

all existing situations, but also open as new cases can be added to it. Because the typology

was created on the basis of a specific experience – historical alterations in Spanish

municipalities – certain unusual cases arise; however it is clear that the underlying

philosophy can easily be adapted to other similar situations. The typology includes a

codification that allows for efficient treatment of the information with computer systems,

and databases in particular. We start from a two-dimensional classification and aim to

establish a typology that meets the following characteristics:

i) It distinguishes the cause of the change, which may affect several territorial units at

the same time, from the alteration or effect that this change produces in each of the

territorial units.

ii) It considers all possible types of change. Notwithstanding, it can be extended to

incorporate new types of changes or situations.
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iii) It includes a textual definition for each type, as well as a precise specification that

indicates the ‘backward’ and ‘forward’ rules to generate a homogenous structure

of territorial units according to a given criterion, for example, homogeneous

population series according to the structure of a given year, or to derive the

genealogy of a territorial unit.

iv) It establishes a ‘canonical form’ of representing changes, namely, a common

format that enables all possible situations to be dealt with by creating a database

for consultation.

v) It establishes criteria to detect inconsistencies.

2.1. Double Perspective

When analyzing the possible types of change that can affect territorial units, and the best

way of representing them, it is important to distinguish two perspectives or dimensions:

a) The cause or the type of change itself: various units merged into one new unit, one

unit integrated into another, etc.

b) The alteration or specific effect that this type of change has on each of the affected

territorial units: elimination, creation, modification, etc.

For example, if unit A is integrated into unit B, from the first perspective we would refer

to it as an ‘integration’ change type, whereas from the second perspective we would say

two alterations had occurred: an elimination, territorial unit A disappears as it is integrated

into B, and a modification, since the territory of territorial unit B increases with the

integration of A. This idea of pairs of alterations associated to types of changes is crucial to

our proposal.

The following distinction must always be maintained: a change (of a certain type)

is reflected (manifested) in one or more alterations. The term ‘alteration’ and the term

‘change’ must always refer to these two related ideas or concepts. From the outset the

meaning of the terms used must be precisely understood so that there is no ambiguity in the

way they are applied.

2.2. Hierarchy of Basic Change Types

The first perspective provides the base for the following hierarchy of change types that, at

the first level, distinguishes between territorial and nonterritorial changes as by definition

the territory is the key element of all Territorial Units (TU).

TERRITORIAL:

. Territorial units are neither created nor eliminated:

+ Transfer (T): one TU transfers part of its territory to another TU or other TUs.

+ Exchange (P): two TUs exchange part of their territories.

. Territorial units are created and are not eliminated:

+ Segregation (S): one part of a TU is separated to create a new TU.

+ Partial merger (Fp): parts of two or more TUs are combined to form a new TU.

+ Unspecified appearance (O): a new TU emerges without any specific information.

Journal of Official Statistics86

Unauthenticated
Download Date | 3/1/18 10:36 AM



. Territorial units are eliminated and are not created:

+ Integration (I): a TU is fully incorporated into another TU or other TUs.

+ Distribution (R): a TU disappears when its territory is distributed among two or

more pre-existing TUs.

+ Unspecified disappearance (O): a TU disappears without any specific

information.

. Territorial units are created and eliminated:

+ Code change (C): a TU’s code is changed (in practice, the old TU is eliminated

and a new one is created).

+ Merger (F): two or more TUs are combined to form a new one.

+ Division (D): a TU is divided into two or more new TUs.

NONTERRITORIAL:

. Change of designation (G): a TU’s name or designation is changed.

. Annotation (Ax): other changes or information that do not affect the territory. A

different letter ‘x’ can be used for each situation we are interested in identifying, thus

allowing the typology to be extended.

It should be noted that the cases of Unspecified appearance and Unspecified

disappearance mentioned above are included because they appear in the historical lists

of alterations, but they are infrequent in the present period. In any case, these situations do

not arise in closed territorial systems and those with well-defined administrative divisions.

We believe the terminology is simple yet precise and each term is used unambiguously.

Hence, a distribution indicates that the territory of the territorial unit that disappears results

in an increase in the territory of other pre-existing territorial units, whereas a division

indicates the appearance of new territorial units. In both cases the original territorial unit

disappears, otherwise it would be considered as a territory transfer; but what happens to

the destination territorial units, of which there must be more than one otherwise we would

be dealing with an integration or a code change, depends on the specific term used.

2.3. Types of Alterations

Each type of change identified in the above hierarchy gives rise to a certain alteration or

effect in each territorial unit involved in that change. There are four types of alterations

and, as with the change types, we distinguish between those that have territorial effects and

those that do not:

. Creation (C): the TU appears.

. Elimination (E): the TU disappears.

. Modification (M): the TU’s territory changes.

. Others (O): a nonterritorial characteristic of the TU changes, such as its designation.

2.4. Codification: Canonical Representation

The alteration, and the type of change that causes it, is codified using a set of two or three

letters that form a descriptive key representing the specific situation of a given territorial

unit when the alteration occurs. The first letter represents the alteration in the municipality.
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The remaining part of the descriptive key represents the type of change that causes the

alteration. The full list of the keys used in the proposed typology is presented in Table 1,

and a detailed description of all possible categories of changes, including a graphical

representation, is provided in the Appendix. As can be seen from Table 1, usually two letters

are sufficient for the codification, but sometimes an additional letter is convenient to denote

partial splits or increasing/decreasing alterations by transfer of parts of other territoties.

We have looked for a way of representing the types of change, and their associated

alterations, that can be used to represent all possible situations, and therefore generate a

codification that can be represented and treated automatically. This way of structuring

information corresponds to the concept of ‘first normal form’ used in the field of databases.

In our case, this has two main consequences:

a) We represent all the changes by means of the list of the alterations they generate.

b) Each alteration is defined as a relation between two, and only two, territorial units.

Thus, the three central elements of the canonical representation are the two codes for the

territorial units involved, and the key that identifies the relation between them (Table 1).

The first territorial unit is the one that has the alteration, represented by the first letter of the

key, while the second is related to the first by the type of change.

As an illustration, let us suppose that territorial unit A disappears because it is

incorporated into territorial unit B. The ‘standardized’ representation of this ‘integration’

type change is formed by the following pair of alterations:

. (A, EI, B) ! A is eliminated (E) by integration (I) into B; and

. (B, MI, A) ! B is modified (M) because it integrates (I) A.

The keys that are related to the two territorial units involved are those given in Table 1,

and as noted above, they use the first letter to denote the type of alteration (Elimination, E;

or Modification, M), and the second and third letters to denote the type of change

(Integration, I). Moreover, each key in Table 1 –first column– has a paired key –last

column–, which denotes a reverse perspective, when we switch the codes of the territorial

units involved in the alteration.

Nonterritorial change types only involve one territorial unit (code). For this reason, they

are represented with a single alteration, in which the territorial unit code is repeated. For

example, the change of name of F is represented as:

. (F, OG, F): the TU F was called : : :

Territorial changes can affect more than two territorial units at the same time, which is a

fairly common case. For example, a division affects at least three territorial units: the one

that is divided, which disappears, and the two or more that emerge from the division,

which are created. The representation of this change must indicate all the pairs of

territorial units related by an alteration caused by the change. Thus, a division in which

territorial unit A disappears because it is divided into territorial units X, Y, and Z is

represented with the following alterations:

. (A, ED, X) ! A is eliminated (E) by division (D) into X, among others;

. (A, ED, Y) ! A is eliminated (E) by division (D) into Y, among others;
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. (A, ED, Z) ! A is eliminated (E) by division (D) into Z, among others;

. (X, CD, A) ! X is created (C) by division (D) of A;

. (Y, CD, A) ! Y is created (C) by division (D) of A;

. (Z, CD, A) ! Z is created (C) by division (D) of A.

This standardized representation is what we refer to as ‘canonical representation’,

which has the shortest possible label that can be used atemporally. However, when we

have a sequence of alterations over time, for example municipalities in various censuses,

the representation of each pair of territorial units related by an alteration must include

other informative elements as well as the territorial unit codes and keys, for example, a

temporal dimension of when the alteration took place, or the old and new names in the case

of name changes. These extensions can easily be accommodated.

2.5. Representation of Complex Change Types

As well as the changes corresponding to the basic types presented above, other complex

types of changes can occur where several basic types of change are combined. The

proposed typology covers all the basic types needed to create, through combinations, any

change, however complex it may be, by applying exactly the same ideas as for the basic

types. For example, let us suppose that the change shown in Figure 1, in which territorial

units X and Y are created as a result of the division of unit A, and unit B receives part of

territory A. The labels that fully describe the change will be:

. (A, ED, X) ! A is eliminated (E) by division (D) into X, among others;

. (X, CD, A) ! X is created (C) by division (D) of A;

. (A, ED, Y) ! A is eliminated (E) by division (D) into Y, among others;

. (Y, CD, A) ! Y is created (C) by division (D) of A;

. (A, ER, B) ! A is eliminated (E) because it is distributed (R) to B, among others;

. (B, MR, A) ! B is modified (M) because, among others, it receives a part of the

distribution (R) of A.

2.6. Detecting Inconsistencies

The ‘canonical representation’ has other advantages as well as allowing the homogeneous

representation of all types of situations in modifications to municipalities. One particularly

Before After

X

YA

B
B

Fig. 1. Example of a complex change.
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relevant advantage is that it automatically detects inconsistencies in the changes recorded.

To do this, it takes advantage of the fact that alterations referring to territorial changes,

those that link two or more units, must always be in pairs. Hence, in the examples given in

the previous sections we can see that all type ‘CD’ alterations between units A and B are

paired with another ‘ED’ type alteration between B and A. This property is due, simply, to

the fact that the ‘paired’ alterations refer to the same information, but one is expressed

actively and the other, passively. For example,

. (A, CD, B) ! A is created (C) by division (D) of B;

. (B, ED, A) ! B is eliminated (E) by the division (D) into A, among others.

In general, we can express a territorial alteration that affects a pair of territorial units A

and B actively in terms of A (and passively in terms of B) or, conversely, actively in terms

of B (and passively in terms of A). The pair of each type of alteration is shown in the last

column of Table 1.

This property is very useful for detecting inconsistencies in changes to territorial units

in the databases. One only has to check that the corresponding pairings match. Any

unexpected pairing between two types of alterations will indicate an inconsistency in the

base information that represents the changes. We apply this technique in Section 3.

2.7. Rules of Homogenization and Generating Genealogies

Another very useful application of the ‘canonical representation’ is the generation of

homogenous series from the territorial unit structure existing at a given moment.

Similarly, this allows us to generate the genealogy of changes in a territorial unit over

time.

To do this we have identified backward and forward equivalence rules for each type of

change presented in Table 1. These rules allow us to automate the knowledge we have

about the different parts that a territorial unit, existing in a given moment, has in the

territorial units at other moments in time, whether past or future, and regardless of

whether or not these territorial units exist in the reference period. Thus, we establish a

systematic way of creating homogeneous series for groups of territories, subject to

territorial changes over time, based on applying a type of equivalence rule between the

territorial units existing before the change and those existing afterwards. Hence, for each

territorial unit A existing before a change, the forward rules allow us to establish the

unit, units and/or parts of territorial units that are ‘equivalent’ to A after the change.

Similarly, for each territorial unit B existing after the change, the backward rules allow

us to establish the unit, units and/or parts of territorial units that are ‘equivalent’ to B

before the change.

For example, let us suppose a change took place in year T that caused territorial unit A to

disappear because it was divided into two new ones, B and C, as illustrated in Figure 2.

Before year T only A existed, whereas after year T, B, and C exist, but A does not. The only

forward rule will be A ! B þ C. Its application to the case of the population will imply,

for example, that we must compare the population of A before year T with the sum of the

populations of B and C after year T. There are two backward rules for the same example,

one for each territorial unit existing after year T: B ! A(b) and C ! A(c), where A(x)

Goerlich and Ruiz: Representation of Alterations in Territorial Units 91

Unauthenticated
Download Date | 3/1/18 10:36 AM



represents the part of territorial unit A that was transferred to territorial unit X. If we are

interested in populations, applying these rules will mean that the population of B after year

T should be compared with the population of a certain part of territorial unit A before year

T; and the same for territorial unit C.

As a real example of the above rules, we may consider the case of Santurce (A in

Figure 2), a municipality that disappeared at the beginning of the twentieth century by

splitting its territory into two new municipalities, Santurce Antiguo and Santurce Ortuella

(B and C in Figure 2). Application of the forward rule is very simple, because it entails

comparing the particular characteristic of Santurce, that is population or surface, with the

sum of the characteristic of the two new municipalities created by division, Santurce

Antiguo and Santurce Ortuella. The application of the backward rules is not so

straightforward, since it entails knowing the characteristic of the part of Santurce assigned

to each of the new municipalities. For example, if we are interested in the homogeneous

population of Santurce Ortuella, we must know or estimate the part of the population of

Santurce that is in the actual territory of Santurce Ortuella. These backward and forward

equivalence rules for each type of change included in Table 1 are fully described in

the Appendix.

To automatically apply the equivalence rules it must be kept in mind that each change is

represented in the form of one or various alterations. For this reason an algorithm has also

been designed that allows the equivalence rules to be applied for a set of territorial units

subject to a set of alterations. The algorithm is based on applying the substitutions shown

in Table 2, where each row displays what substitutes a territorial unit X affected by an

alteration (X, ,key., Y ) by making a forward or backward homogenization. With this

algorithm we can generate complete genealogies for a given territorial unit. Naturally, the

rules are only applied to territorial type changes as they are not necessary for nonterritorial

type changes. Some NSIs have been interested in keeping track of these forward and

Before
Year 
T

After

B

A → B + C

A (part) ← B

A (part) ← C

A
C

Equivalence

Fig. 2. Example of equivalence rules.
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backward changes for developing spatio-temporal information systems (Sindoni et al.

2002; Duque 2016). Our typology, and the derived homogeneous rules, provides a

complete and neat solution to this problem. An application of this technique to generate

homogeneous population series at the municipal level for all the twentieth century

censuses based on the municipality structure in the 2011 Census can be found in Goerlich

et al. (2015).

3. Application to Detect Inconsistencies in the INE Database Alterations to the

Municipalities in the Population Censuses Since 1842

This section provides an illustration of how the above typology was used to refine

inconsistencies in the database of alterations to Spanish municipalities since their first

appearance in censuses in the mid-nineteenth century (INE 2005).

The first attempts to compile the alterations to Spanish municipalities were made by the

INE during the work carried out for the 1981 population census (INE 1981a, 1981b). The

Table 2. Substitutions for the automatic application of the equivalence rules.

X is substituted by

Key Relation (X, ,key., Y ) Forward Backward

CC is created by code change of none Y
CD is created by division of none Y
CF is created by merger of, among others, none Y(part)
CFp is created by merger of a part of,

among others,
none Y(part)

CO is created from territories not
registered as municipalities

none none

CS is created by segregation of none Y
EC is eliminated by code change of Y none
ED is eliminated by division into,

among others,
Y(part) none

EF is eliminated by merger into Y none
EI is eliminated by integration into Y none
EO is eliminated without additional

information about the circumstances
none none

ER is eliminated because it is distributed
to, among others,

Y(part) none

MFp is modified because one part is merged
with others to form

X(part) þ Y(part) X

MI is modified because it integrates X X(part) þ Y(part)
MP is modified because it exchanges

territories with
X(part) þ Y(part) X(part) þ Y(part)

MR is modified because, among others,
it receives part of the distribution of

X X(part) þ Y(part)

MS is modified because it is segregated X(part) þ Y(part) X
MTc is modified, increasing, because

it receives a transfer of a part of
X X(part) þ Y(part)

MTd is modified, decreasing, because
it transfers a part to

X(part) þ Y(part) X
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aim was to discover which municipalities had disappeared since 1900, without offering

any type of systematization, and to find out which municipalities had absorbed them and

detect any name changes. Following these initial endeavors, various authors have studied

alterations to municipalities, essentially with the aim of constructing homogeneous

population series according to the structure of a given census (Garcı́a 1985, 1994; Goerlich

et al. 2006).

Eventually, INE released a database of the original population censuses at municipal

level with literal descriptions of all inter-census changes: “Alterations to the

Municipalities in the Population Censuses since 1842” (INE 2005). The current

municipal codification system at a national level dates from the 1970 Census and

comprises five digits in the form PPNNN, where PP is the provincial code and NNN a

serial number for the municipality within each province. The INE, aware of the

importance of a codification system that would allow municipalities to be accurately

traced over time, extended the current codification to the municipalities that had

disappeared before the 1970 Census. In addition, this process involved tracing the

names of municipalities through the censuses, and creating a gazetteer of names, which

is the database we use.

After the INE made its database public, the Ministry of Public Administrations

prepared a database of municipal alterations since 1842 in which, first, the type of

alteration was identified: creation (C), extinction (E), or modification (M) of the

municipality in question; and second, the cause of the alteration was identified

according to a series of keys (MAP 2008). Unfortunately this database does not have

codes, which means it is practically unworkable for our purposes, and it focuses on

name changes; however, it is this idea of double entry –alteration versus cause – that

underlies our typology proposal.

3.1. Detecting Inconsistencies

The first step was to annotate the literal descriptors in the INE (2005) database with the

classification keys in Table 1. This preliminary stage was peformed using standard

Microsoft tools for extracting, loading, and transforming data – Access and Excel-Power

Query – and required a fairly large amount of work, which shows again the benefits of

a systematic treatment of the information. Once all the alterations are expressed in the

‘canonical form’, we apply the technique to detect inconsistencies based on the pairing

of alterations presented in Subsection 2.6. The typology defined establishes that the

alterations corresponding to territorial changes must always appear in pairs. This

information is displayed in Table 3, generated from Table 1.

This information is used directly to detect inconsistencies in the alterations. It consists

of identifying the situations in which for an alteration (row or entry in the table) between

the territorial units A and B of type P in year T, (A, P, B, T ), there is no paired alteration (B,

Q, A, T ), where Q is the pair key that corresponds to P according to Table 3. The result was

that of the 13,424 alterations included in the table in the canonical form with the original

INE data, 175 errors or inaccuracies were found, affecting a total of 334 alterations.

Once an inconsistency has been discovered the typology considerably reduces the effort

involved in finding the problem, as the origin of the error can be pinpointed to within a few
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lines, from more than one hundred thousand in the original data. All the inconsistencies

detected were investigated and corrected, resulting in a table of 13,415 alterations, of

which 8,935 correspond to territorial changes. These figures are reported in Table 4, and

the pairing rules are now satisfied in all cases.

It is worth mentioning that the statistics for territorial changes after the corrections

displayed in Table 4 does not include all the errors found in the INE database (2005), but

only those detected automatically by means of the pairing technique. Goerlich et al. (2015,

Sec. 2.2 and 3.3) provide all the errors detected, together with the final statistics for the

database of alterations to Spanish municipalities once it had been refined.

The full list of errors and inaccuracies can be consulted in Ruiz and Goerlich (2014).

The corrections involved modifications to:

- The type of alteration (263 occasions).

- The census year (27 occasions).

Table 3. Pairing of types of alterations for each type of territorial change.

Type of change Key 1 Key 2

Code change CC EC
Division CD ED
Merger CF EF
Partial merger CFp MFp
Integration MI EI
Exchange MP MP
Distribution MR ER
Segregation CS MS
Transfer MTc MTd

Table 4. Statistics of territorial changes after the corrections.

Change Alteration 1 Alteration 2 No. cases

Code change CC EC 60
Division CD ED 32
Merger CF EF 446
Partial merger CFp MFp 3
Segregation CS MS 452
Integration EI MI 3,380
Distribution ER MR 61
Exchange* MP MP 1
Transfer MTc MTd 16

Total pairs 4,451
Creation from others CO – 9
Unspecified disappearance EO – 24

Total 8,935

*Each exchange also involves two alterations, both MP type, but with the pair of municipalities the opposite way

round.

Note: 4,451 pairs ¼ 8,902 alterations.
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- The code of the second municipality (22 occasions).

- Eliminating the alteration (14 occasions).

- Adding a new alteration (5 occasions).

- The type of alteration, together with the code of the second municipality (2

occasions).

- The type of alteration, together with the census year (1 occasion).

A comparative review of these errors, their corrections and the content of the entries

on the INE website uncovered the reasons that most probably caused these errors in the

original INE data. The following are highlighted:

a) Errata or isolated errors, such as a mistake in writing down the code for a

municipality in an entry (for example, 1717007 instead of 17007) or in a date (for

example, 1960 instead of 1860). Another frequent case involved a municipality

being assigned the code that came either before or after it alphabetically in the

province list. This seems to suggest that the entries recorded on the INE website

were introduced manually one by one and, therefore, without any effective

possibility of checking for consistency.

b) Inaccurate use of terms. The same verb was used for different situations, that is,

different types of changes (for example, the verbs ‘to group’ for mergers or partial

mergers, and ‘to integrate’ for distributions, segregations or divisions). It is very

difficult to discover these situations through a manual review of the entries;

however, they are quickly identified by applying the classification, codification and

pairing techniques presented here.

c) Contradictory situations noted in two or more municipalities associated with the

same change type. This usually occurs in municipalities where various types of

alterations coincided (for example, a municipality grows in size because it

incorporates others, and at the same time, because other municipalities transfer part

of their territory to it). The system of representation used in our study was an

essential tool to avoid these problems as it allowed us to ‘visualize’ the whole

picture of all the alterations associated with each change.

3.2. Detecting Codification Errors

The pairing technique allowed us to uncover situations where the entries on the INE

website were inconsistent. However, this does not rule out the possibility of other errors

that are not reflected in inconsistencies. For example, if there is a mistake in the code for a

municipality in the province of Madrid, 28979 instead of the correct one, 28079, and this

mistake appears in every reference to this municipality, there is no way of knowing that

this is the wrong code without comparing it with another external data source. To ensure

that the codes the INE assigned in its alterations database are the correct ones, we checked

that for each code, the municipality corresponds to that indicated in the official 1970

Census, which is when the municipal codes were first established, based on the

alphabetical order generated in that census.

This verification revealed that the INE had wrongly assigned codes in the four

municipalities reported in Table 5, all of which belong to the province of Teruel. On
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observing their names and the connection between the wrong codes and the correct codes,

it seems that the four mistakes were due to the same human error on entering the data for

the INE website, which arose because the alphabetical order created by computers differs

from the traditional Spanish alphabetical order, which considered ‘LL’ as a separate letter

following all other entries beginning with ‘L’.

4. Conclusions

In this article we have presented a proposal for a typology that defines and classifies

different types of change that may occur in different territorial units between two moments

in time. The types of change were classified into two categories: territorial and

nonterritorial. The first category includes various groups, depending on whether they

create, eliminate or modify territorial units. The second group includes types of change

that do not involve territorial modifications or appearances or disappearances in the list of

territorial units, such as for example, name changes.

Each type of change is represented in what we term ‘canonical form’, which consists of

expressing its effect (alterations) between pairs of territorial units. This allows every

possible situation to be represented, however complex it may be, in a common format.

Additionally, in this type of representation territorial alterations are presented in pairs,

such that each type P alteration, between territories A and B, corresponds to another type Q

alteration between B and A. In this way, errors due to inconsistencies in the original data

sources can be detected automatically. This technique was applied to the data on municipal

alterations available on the INE website (2005), which covers all alterations occurring

between the censuses of 1842 and 2001. As a result of this procedure, 175 inconsistencies

and inaccuracies in the database, as well as four wrongly assigned codes, were detected

and corrected.

Table 5. Errors in assigning codes in the INE alterations.

Code in the INE
alterations website Municipality Correct code

44138 Luco de Bordón 44139
44139 Luco de Jiloca 44140
44140 Lledó 44141
44141 Loscos 44138
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Appendix

Detailed Description of Basic Types of Change

This Appendix describes in detail the types of changes listed in the hierarchy presented

in the study. A schema is used for each type of change that provides the specific name

of each change type, a textual description, a graphical illustration of the state before

and after the change, canonical representation – the list of alterations involved, using

the keys from Table 1, forward and backward equivalence rules to generate

homogeneous constructions over time, and an example taken from the INE database

Alterations to the Municipalities in the Population Censuses since 1842. For this

reason, territorial unit is equivalent to municipality in the annex. Additional comments

are provided in some cases.

1. Territorial, without creation or elimination of municipalities

This includes types of changes that involve a territorial change, but neither the creation of

new municipalities nor the elimination of pre-existing ones.
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2. Territorial, where municipalities are created but not eliminated

This includes types of territorial changes in which a municipality is created but no

municipality is eliminated.
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3. Territorial, where municipalities are eliminated but not created

This includes types of territorial changes involving the elimination of a pre-existing

municipality without the creation of any new municipalities.
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4. Territorial, where municipalities are created and eliminated

This includes the types of territorial changes involving both the creation of a new

municipality and the elimination of a pre-existing municipality.
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5. Nonterritorial

This includes the types of change that involve no alterations to the municipalities’ territory

or to the list of existing municipalities.

“Almagro”.
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Calibration Weighting for Nonresponse with Proxy
Frame Variables (So that Unit Nonresponse

Can Be Not Missing at Random)

Phillip S. Kott1 and Dan Liao1

When adjusting for unit nonresponse in a survey, it is common to assume that the
response/nonresponse mechanism is a function of variables known either for the entire sample
before unit response or at the aggregate level for the frame or population. Often, however,
some of the variables governing the response/nonresponse mechanism can only be proxied
by variables on the frame while they are measured (more) accurately on the survey itself. For
example, an address-based sampling frame may contain area-level estimates for the median
annual income and the fraction home ownership in a Census block group, while a household’s
annual income category and ownership status are reported on the survey itself for the housing
units responding to the survey. A relatively new calibration-weighting technique allows
a statistician to calibrate the sample using proxy variables while assuming the response/
nonresponse mechanism is a function of the analogous survey variables. We will demonstrate
how this can be done with data from the Residential Energy Consumption Survey National
Pilot, a nationally representative web-and-mail survey of American households sponsored by
the U.S. Energy Information Administration.

Key words: Model variable; calibration variable; weight-adjustment function; selection bias.

1. Introduction

Calibration weighting is a useful tool for treating unit nonresponse in a survey. It can

implicitly estimate the probability of response given a known form of the response model.

Moreover, the resulting weights tend to more efficient than the weights produced using

maximum-likelihood methods to estimate the response model (Kim and Riddles 2012).

Deville (2000) has shown how calibration weighting can be used to treat unit (element-

level) nonresponse that can be either missing at random (MAR) or not missing at random

(NMAR). The former means that nonresponse is a function entirely of variables with either

known population totals or known values for the entire sample, while the latter allows

nonresponse to be at least partially a function of variables known only for responding

sampled elements. The calibration-weighting framework in Särndal and Lundström (2005)

also allows nonresponse to be not missing at random.

Unfortunately, there is no statistical way to determine whether or not nonrespondents

are missing at random. Molenberghs et al. (2008) show that any data set fit by a model
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assuming nonrespondents are not missing at random could also be fit by a model assuming

nonrespondents are missing at random. As a result, many have argued that techniques like

Deville’s are best suited for sensitivity analyses. National Research Council (2010; 48, 59)

discusses the limitations of what it calls the “inverse probability weighting” method for

handling not-at-random missingness.

There are some situations, however, where unit nonresponse can logically be inferred

to be not missing at random. In a survey of housing units (HUs), for example, unit

nonresponse may be a function of whether or not the HU is owned by the household

residing in it and by the annual income of that household. This information can be

collected on the survey itself (assuming no item nonresponse), but can only be proxied for

the sample as a whole. Such proxies are useful because Deville’s method requires that

there be variables on which to calibrate the respondent sample so that the weighted sum of

those variables among respondents equal a known population total or a weighted total

computed from the full sample (including nonrespondents). A potential source for proxy

variables in the United States is the American Community Survey, which makes available

estimates at the Census-block-group level of the average median annual income and the

fraction of owned HUs.

Using data from the 2015 national pilot of the (United States) Residential Energy

Consumption Survey (RECS) which was conducted by mail and web, we demonstrate how

one can compare results of calibration weighting assuming nonresponse is missing at

random using proxy variables available on the frame as response model variables with

results of calibration weighting where survey variables, more logically related to response

than their proxies, replace the proxy variables in the response model, showing in the

process how to choose which survey variables to include in the response model.

Section 2 will review the underlying theory of calibration weighting assuming (for

simplicity) a logistic response function. Section 3 will describe the RECS National Pilot

and how it is being weighted to compensate for nonresponse assuming that unit

respondents are missing at random. Section 4 compare some estimates and their estimated

standard errors using the National-Pilot method and their alternatives that assume

nonresponse is not missing at random. Section 5 offers some concluding remarks.

2. An Overview of Calibration Weighting Assuming a Logistic Response Function

To simplify matters, let us assume that there is only one type of unit nonresponse, and it

takes place at the element level, denoted by the subscript k. Moreover, there is no coverage

problems with the sampling frame nor is there any item nonresponse among element

respondents.

In this article, we follow the quasi-randomization approach in Chang and Kott (2008)

and treat unit response as an additional phase of probability sampling, where the response

probabilities need to be estimated from the data. Although Kott and Chang (2010) showed

that the methods they had proposed have good prediction-model properties, we will not

discuss those here.

Suppose the unit (element) response mechanism can be represented by an independent

logistic function that depends on a vector of values for each element. Letting rk be the

probability that element k responds, and xk the vector of (response) model variables
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governing that probability, which includes unity or the equivalent (i.e., a linear

combination of the components of xk is 1), we have

rk ¼ r xT
k g

� �
¼ 1= 1þ exp xT

k g
� �� �

; ð1Þ

for some unknown vector g.

Calibration weighting begins with the calibration equation:

X

R

dk 1þ exp xT
k g

� �� �
zk ¼ Tz ð2Þ

where R denotes the respondent sample, dk the design (initial sampling) weight of element

k, zk a vector of calibration variables, each having either a known population total or a total

that can be estimated in the full sample (including the unit nonrespondents), Tz the vector

of (estimated) totals for the components of zk. Finally, g is a consistent estimator for

g under mild conditions, determined by solving for it in calibration equation (2) using

Newton’s method (repeated linearizations).

In practice, a g exists when one can be found satisfying (2). Moreover, that g is

consistent for survey designs under which the expansion estimator for Tz in the absense of

nonresponse is consistent. The appendices in Chang and Kott (2008) lay out the theoretical

conditions for g to exist and be consistent. A more lucid account of the theory

underpinning this section can be found in Kott (2014).

The calibration weight for element k resulting from the solution of Equation (2) is

wk ¼ dka xT
k g

� �
¼ dk 1þ exp xT

k g
� �� �

:

The expression a xT
k g

� �
is called the weight-adjustment function because it converts the

design weight dk into the nonresponse-adjusted or calibration weight wk. The estimated

total of a survey variable y using calibration weights is ty ¼
P

R wkyk.

In most applications, the components of calibration vector zk are assumed to coincide

with the components of the model vector xk. This means unit nonrespondents are assumed

to be missing at random. When that is the case, the calibration equation (2) will almost

always have a solution so long as unit nonresponse is truly a logistic function of the

components of xk. When the components of zk and xk do not coincide, the calibration

equation may not have a solution, especially if a component of xk is linearly independent

of all the components of zk.

Chang and Kott (2008) generalized the notion of calibration weighting to allow more

calibration variables than model variables, but Kott and Liao (2017) maintained that a

prudent approach would be to include in zk all the components of xk for which population

totals or full-sample estimates are known. The rest they called shadow variables, which

they suggested should be proxies for the model-only variables in xk that could not

themselves be calibration variables in zk.

Some variables in the RECS National Pilot sample, such as an indicator of whether (or

not) an HU k is in an urban area, can be in both the model vector and the calibration vector,

while other variables, such as home ownership (yes or no), are model-only variables in xk.

At the same time, a reasonable proxy for each model-only variable, like the fraction of

homes owned in its Census block group, can be a shadow variable in zk.
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When the calibration equation has a solution, it is not hard to show that an

asymptotically unbiased estimator for the variance of g under mild conditions is

Vg ¼ F var
X

R

dk 1þ exp xT
k g

� �� �
zkjTz

( )

FT ; ð3Þ

where F ¼
P

R dkexp xT
k g

� �� �
zkxT

k �
21, and var{qjTz} is an estimator of the variance-

covariance matrix for q when q is viewed as an estimator for Tz. To compute it, one treats

pk ¼ 1= 1þ exp xT
k g

� �� �
as if it equaled rk in Equation (1).

An asymptotically unbiased estimator for the quasi-probability variance of ty ¼P
R wkyk (again under mild conditions) is

vy ¼ v
X

S

dk zT
k bþ a xT

k g
� �

ek

� �
( )

ð4Þ

where ek 5 yk 2 zT
k b, b ¼

P
R dja

0 xT
j g

� �
xjz

T
j

h i21P
R dja

0 xT
j g

� �
xjyj, and a xT

k g
� �

¼

1þ exp xT
k g

� �� �
when k [ R and 0 otherwise is treated as a constant within the

probability-sampling variance estimator v{.}. For the variance of my ¼
P

R wkyk=
P

R wk,

replace yk by ð yk 2 myÞ=
P

R wj.

It is easy to see that due to calibration
P

R wkyk 2
P

S dkyk ¼
P

R wkek (which also

provides a heuristic justification for Equation (4)). We thus have the following estimate for

the increase in quasi-probability variance due to nonresponse and nonresponse adjustment:

var
X

R

dk 1þ exp xT
k g

� �� �
ykj
X

S

dkyk

( )

¼
X

R

d2
k 1=p2

k

� �
ð1 2 pkÞe

2
k

¼
X

R

d2
k 1þ exp xT

k g
� �� �

exp xT
k g

� �
e2

k ; ð5Þ

The estimate assumes the probabilities of element response are independent of each other.

Again, the reader can consult Kott (2014) for proofs and details.

3. The RECS National Pilot

The RECS National Pilot was an attempt to convert what historically has been an in-

person interview survey into one conducted by web and mail. More information on it can

be found elsewhere (Berry and O’Brien 2016). For our purposes, the RECS National Pilot

(hereafter the “National Pilot”) used four randomly-assigned protocols and two randomly-

assigned incentive levels in data collection from a stratified, two-stage sample of 9,650

dwelling units drawn using an address-based sampling frame with mail invitation and up

to six mailings. The protocols were, 1, web only, 2, choice of web or mail, 3, choice of web

or mail but with an added USD 10 incentive to respond via web, and, 4, web in the first

mailing followed by a choice in subsequent mailings. The two incentive levels both

provided the sampled HU USD 5 initially. One provided an extra USD 10 upon

completion while the other provided an extra USD 20. There was a shortened mail follow-

up survey (NRFU) for nonrespondents, but that does not concern us here – except in a
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design-weight adjustment to be described shortly – nor does the poststratification

designed to capture HUs not on the address-based sampling frame.

Two issues with the enumerations of the National Pilot do have an impact on our

analysis. Not all HUs in the sampling frame were occupied, and some were occupied but

not primary residents. Only data from primary residents were to be used in making

National-Pilot estimates.

A latent-variable model (Biemer et al. 2016) has been used to estimate the probability

that a sampled HU was occupied based on frame characteristics, the disposition of the first

three mailings, and whether they responded to the survey. Those estimates have been

incorporated into the design weights (the dk in Equation (2)). Also incorporated into the

design weights are the inverse of an estimated probability of a non-vacant HU being a

primary residence. All responding primary residences had an estimated probability of 1,

and all HU determined not to be primary residences a probability of 0. The rest have been

assigned a probability of being a primary residence based on a logistic regression

conducted among partially or fully responding HUs to either the National Pilot or its

NRFU survey for which primary residence status could be determined.

Roughly 40% of eligible HUs responded to the RECS National Pilot. After investigating

a longer list of candidate variables, the logistic model used to fit a response model in the

National Pilot contains indicators for 17 geographic area (groups of states), indicators

for the four protocols, indicators for the two incentive levels, an urbanicity indicator, an

indicator of whether the HU is a single-family dwelling units from the frame, the fraction

of HUs owned in the Census block group (CBG) containing the HU, and the fraction of

HUs in its CBG with annual incomes less than USD 60,000. The latter two are estimated

from the 2010 American Community Survey.

The WTADJUST procedure in SUDAANw (Research Triangle Institute 2012) has been

used to compute the calibration weights for the National Pilot. The procedure removes the

extraneous calibration variables that would cause a singularity in matrix inversion (e.g.,

because the four protocol levels and two incentive levels cannot all define non-singular

calibration variables).

WTADJUST has also been used to choose the variables for the National Pilot’s missing-

at-random logistic response model, which assumed the components of xk in Equations (1)

and (2) were the same as those in zk. WTADJUST fits a logistic model very much like

SUDAAN’s pseudo-maximum-likelihood logistic regression procedure (RLOGIST) but

with a different estimating equation (WTADJUST solves for g in Equation (2) rather than

in
P

R dkzk ¼
P

S dk= 1þ exp 2zT
k g

� �� �� 	
zk). The logistic functional form is, in fact, only

a special case of the weight-adjustment functions fit by WTADJUST, but we restrict our

attention to that form here until the concluding section.

4. Converting Proxy Variables into Model-Only Variables

The response model fit for the National Pilot contains three model variables that logic

suggests would be more reasonably replaced by survey variables: the frame indicator for

a single-family dwelling unit, the CBG fraction of owned HUs, and the CBG fraction of

HUs with annual income less than USD 60,000.
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Using the model variables described in the previous section as the calibration variables

in fitting a missing-at-random (MAR) logistic response model, Table 1 shows the adjusted

F values and their associated p-values produced by the WTADJUST (which uses Equation

(3) to estimate variances by setting DESIGN ¼WR ADJUST ¼ NONRESPONSE and

NEST _ONE_). All the model variables are significant at the .15 level and have an F value

greater than 2.5.

Table 2 show what happens when the three survey variables discussed above replace

their proxy frame values in the model vector but not in the calibration vector. This is

denoted as NMAR1 and fitted using WTADJX. Only annual income less than USD 60,000

remains significant at the .15 level, while the F values of the other two fall below 1. This

is partly due to collinearity among them. In Table 3, NMAR2 removes whether the HU

is a single-family dwelling unit from the model vector. All the remaining variables are

significant at the .1 level. It should be noted that estimation treats mobile homes and

attached single-family units as single-family dwelling units. Removing one of both does

not meaningfully change the results however.

A fourth fit, NMAR3, containing the same model variables as NMAR2 with similar

results is not shown. It replaces the two shadow calibration variables in NMAR2, the CBG

fraction of owned HUs and the CBG fraction of HUs with annual incomes less than USD

60,000, with ordinary-least-squares (OLS) predictions of the probability of HU ownership

and the probability of having an annual income less than USD 60,000, as suggested in Kott

and Liao (2017). The regressors in those OLS predictions are the two CBG fractions and

the frame indicator of the HU being a single-family dwelling unit.

Table 4 displays a number of estimated means and (quasi-probability) standard errors

computed (with SUDAAN and NEST _ONE_ replaced by NEST STRATUM PSU to

capture stratification and clustering effects on the estimated means) first assuming

missingness is completely at random (MCAR; i.e., unit response does not depend on any

frame or survey variables and both model and calibration vectors only have an intercept),

then missing at random as in Table 1, and after that missing not at random under the NMAR

assumption and using the three NMAR methods described above. All five methods treat the

original sample as a stratified two-stage sample, with the original design’s 19 strata

collapsed into 17 variance strata to avoid variance strata containing only a single primary

sampling unit (PSU). The PSUs in the RECS National Pilot design are 2010 US Census

Public Use Microdata Areas (PUMAs, http://www.census.gov/geo/reference/puma.html).

Table 1. MAR: Model variable and calibration variables are the same.

Variable Adjusted Wald F p-value

GEOGRAPHICAL AREA 4.63 0.0000
INCENTIVE 17.63 0.0000
PROTOCOL 8.76 0.0000
URBANICITY INDICATOR 3.19 0.0741
CBG ANNUAL INCOME # $60K? 8.44 0.0037
FRACTION OWNED IN CBG 2.52 0.1128
SINGLE-FAMILY UNIT(FRAME 6.95 0.0000

CBG – Census Block Group.
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The adjustments for the vacancies and non-primary residences are treated in variance

estimation here as part of the design weights. Although this is a simplification, it is the same

simplification for all five nonresponse-adjustment methods.

The results in Table 4 are summarized in Tables 5 and 6 and extended to three domain

estimates: one for owned HUs (a model-only variable in the NMAR models), one for

detached standing HUs, and one for HUs built before 1970. The measure log(X) 2 log(Y) ¼

Log(X/Y) used in those tables is close to the percent difference between X and Y when that

difference is less than 40% (Log(X/Y) < (X 2 Y)/Y). Unlike percent differences, however,

it is a symmetric measure (i.e., Log(X/Y) ¼ 2 Log(Y/X)).

In Table 5, we see that the estimates from using the three NMAR methods always fall

within 0.5% of each other. Assuming that these models more reasonably reflect reality

than the MAR model, which in turn is more reasonable than the MCAR model, it appears

that adjusting for nonresponse using an MAR model removes more than half of the bias

relative to not adjusting at all (i.e., assuming unit nonresponse is completely at random).

The sizes of the relative biases vary, with those associated with the two model-only

variables (the fractions of HU owned and with annual income less than USD 60K) being

the largest. Observe that the relative biases tend to be smaller for a domain related, or

correlated to, the model-only variables (e.g., having a detached HU is correlated with both

ownership and HU annual income).

In Table 6, we see that the estimated standard errors are, on average, lowest when the

MAR is used, except for the domain of owned HUs. Using NMAR1 has, on average, the

highest estimated standard errors while using NMAR3 has, on average, the lowest among

the three NMAR methods but still higher estimated standard errors than when the MAR is

used. The results appear to vary by variable, however.

Table 2. NMAR1: three model-only variables and three shadow proxies.

Variable Adjusted Wald F p-value

GEOGRAPHICAL AREA 4.51 0.0000
INCENTIVE 14.43 0.0001
PROTOCOL 7.37 0.0001
URBANICITY INDICATOR 2.71 0.0996
ANNUAL INCOME # $60K? 3.30 0.0695
HU OWNED 0.28 0.5938
SINGLE-FAMILY UNIT(SURVEY 0.00 0.9548

HU – Housing Unit.

Table 3. NMAR2: NMAR1 with an insignificant model-only variable removed.

Variable Adjusted Wald F p-value

GEOGRAPHICAL AREA 4.53 0.0000
INCENTIVE 14.89 0.0001
PROTOCOL 7.98 0.0000
URBANICITY INDICATOR 2.89 0.0894
ANNUAL INCOME # 60K? 5.60 0.0179
HU OWNED 4.73 0.0297

HU – Housing Unit.
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Table 7 tries to get a cleaner picture of the impact of unit nonresponse and the

alternative methods of adjusting for it when estimating means for all occupied residences.

It computes the square root of the estimated added variance due to nonresponse adjustment

computed using Equation (5) (which could not be done in SUDAAN). This measure

ignores the impact of any correlation, whether real or random, between the sampling and

nonresponse errors. Similarly, it ignores the impact of any within PSU correlations across

HUs. The conclusions from Table 6 are amplified. The additional estimated variance from

using MAR is always less than that from using any NMAR method. The additional

estimated variance from using MAR is also less than that from doing nothing (i.e., MCAR)

at least 75% of the time (since the third quartile is negative), contrary to popular belief, a

possibility pointed out by Little and Vartivarian (2005). Similarly, the added estimated

variances drop in over 75% of the cases (in fact, all but one case) when NMAR2 replaces

NMAR1 and NMAR3 replaces NMAR2.

5. Concluding Remarks

The primary purpose of this article was to show how the theoretical and simulation results

from Kott and Liao (2017) could be applied to a real survey suffering from a relatively

large fraction of unit nonresponse (roughly 60%). In creating calibration weights to

compensate for units nonresponse to RECS National Pilot survey, element response was at

first modeled as a function of variables with known values for the entire sample, where

Table 5. Summarizing the relative percent differences of the estimated means using alternative models of

nonresponse adjustment across 26 variables.

Mean Median 3rd Q Max

All
jlog(MAR) 2 log(MCAR)j £ 100 2.56 2.15 2.96 9.48
jlog(NMAR1) 2 log(MAR)j £ 100 2.09 1.24 2.58 11.38
jlog(NMAR2) 2 log(NMAR1)j £ 100 0.04 0.02 0.04 0.26
jlog(NMAR3) 2 log(NMAR2)j £ 100 0.02 0.02 0.03 0.10

Owned housing unit
jlog(MAR) 2 log(MCAR)j £ 100 0.86 0.66 0.95 5.58
jlog(NMAR1) 2 log(MAR)j £ 100 1.42 0.73 1.17 12.80
jlog(NMAR2) 2 log(NMAR1)j £ 100 0.05 0.03 0.06 0.22
jlog(NMAR3) 2 log(NMAR2)j £ 100 0.02 0.01 0.02 0.11

Detached housing unit (excludes mobile homes)
jlog(MAR) 2 log(MCAR)j £ 100 0.72 0.47 0.80 5.13
jlog(NMAR1) 2 log(MAR)j £ 100 1.76 1.09 2.11 14.09
jlog(NMAR2) 2 log(NMAR1)j £ 100 0.04 0.02 0.04 0.24
jlog(NMAR3) 2 log(NMAR2)j £ 100 0.01 0.00 0.01 0.08

Built before 1970
jlog(MAR) 2 log(MCAR)j £ 100 2.61 2.25 3.27 8.21
jlog(NMAR1) 2 log(MAR)j £ 100 1.77 0.97 1.50 9.68
jlog(NMAR2) 2 log(NMAR1)j £ 100 0.05 0.03 0.06 0.32
jlog(NMAR3) 2 log(NMAR2)j £ 100 0.03 0.02 0.04 0.11
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some were of those obvious proxies for variables with known values only for respondents.

When those proxies were replaced by their model-only analogues in a calibration-

weighting equation, one was found no longer to be a contributor of response. Still,

following Kott and Liao (2017), this type of variables was shown to have value in creating

shadow variables for model-only values using OLS. As Kott and Liao demonstrated,

the resulting calibration-weighted estimator retains its near quasi-probability-sampling

unbiasedness despite the somewhat ad-hoc use of OLS.

With this data, there appeared to be gains in bias reduction from assuming reasonably

that nonresponse was a logistic function of survey variables rather than their frame proxies

(which were several years old when based on the ACS). With the largest bias reductions

in those survey variables added to the response model. There was, however, a marked

tendency for the standard errors to increase when NMAR modeling replaced MAR

modeling. The reader should keep in mind that the results from the RECS National Pilot

may not generalize to other surveys.

It is a simple matter to extend the methodology used here to other element response

functions. In SUDAAN, the weight adjustment function in Equation (2) can be replaced by:

a xT
k g

� �
¼ Lþ exp xT

k g
� �� �

= 1þ U 21exp xT
k g

� �� �
;

the inverse of which is a truncated logistic response model where the probabilities of

element response are bound between 1/U $ 0 and 1/L # 1. Other smooth monotonic

functions can also be used a(.), but the user may have to do his/her own programming for

that. Choosing an appropriate form for the response function and the penalty for failing to

do so is an area for future research.

Finally, the reader should be aware that there are packages in R that can implement

calibration weighting similar to the routine in SUDAAN. One such is ‘Sampling’ (Tille

and Matei 2013).
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Optimal Stratification and Allocation for the June
Agricultural Survey

Jonathan Lisic1, Hejian Sang2, Zhengyuan Zhu2, and Stephanie Zimmer2

A computational approach to optimal multivariate designs with respect to stratification and
allocation is investigated under the assumptions of fixed total allocation, known number of
strata, and the availability of administrative data correlated with thevariables of interest under
coefficient-of-variation constraints. This approach uses a penalized objective function that is
optimized by simulated annealing through exchanging sampling units and sample allocations
among strata. Computational speed is improved through the use of a computationally efficient
machine learning method such as K-means to create an initial stratification close to the
optimal stratification. The numeric stability of the algorithm has been investigated and
parallel processing has been employed where appropriate. Results are presented for both
simulated data and USDA’s June Agricultural Survey. An R package has also been made
available for evaluation.

Key words: Area survey; optimal allocation; optimal stratification; multivariate design;
simulated annealing.

1. Introduction

An attribute of many federal surveys is the use of a stratified design. Stratified designs

allow the inclusion of knowledge about the Primary Sampling Units (PSU)s in a

population through administrative variables that are well correlated with the desired

estimators. Many federal surveys have the additional requirements of agency-mandated

quality constraints. These constraints are typically based on the Coefficient-of-Variation

(CV) or other functions of variance placed on either administrative variables or the survey

estimates. Besides quality constraints, financial constraints are also imposed on federal

surveys. This brings forth the question, “How can a federal survey practitioner optimally

stratify and allocate a survey to meet imposed quality constraints without spending any

more money?” In this article, a solution to this question is presented for the case of CV

quality constraints and a fixed sample size.

An important aspect of this question is the concept of an optimal stratified design, where

an optimal stratified design implies the joint optimization of stratification and allocation

with respect to a predeterminated objective function. If an optimal design can be found,

then it is optimal over all possible pairings of stratifications and allocations under the

design constraints. Joint optimization differs from optimal stratification with an a priori
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allocation or optimal allocation conditioned on a prior fixed stratification. Here a priori

allocation is defined as designs where the allocations are predeterminated functions of the

strata population sizes, such as proportional, uniform or other allocation methods that do

not admit administrative data. Both the a priori and conditional allocation place additional

constraints on the objective function. In the case of conditional allocation, the objective

function used for stratification lacks information about the optimal allocation, making it

necessary to optimize an alternative objective function. If an optimal allocation is

performed with the desired objective function, then the allocation is restricted by the prior

stratification. This restriction can lead to a nonoptimal design. In the case of a priori

allocation, only a subset of pairings of all possible stratifications and allocations are

considered; this subset is unlikely to contain the optimal allocation for a given objective

function due to ignoring administrative data. The importance and improvements provided

by assuming neither a priori allocation nor using conditional allocation are discussed and

displayed through empirical results in Benedetti et al. (2008), Day (2009), Baillargeon and

Rivest (2009), and Ballin and Barcaroli (2013). A comparison of a priori allocated designs

for multivariate surveys can be found in Kozak (2006b); further discussion can be found in

Gonzalez and Eltinge (2010).

One major advantage that a priori and conditional allocation designs have over optimal

stratified designs is that they are easy to obtain. Optimal stratified designs require an

exploration of a combinatorial space to find an optimal design. This is a nontrivial problem

for even small population and sample sizes. A solution to the problem of finding a

univariate optimal stratified design subject to a CV constraint using Neyman allocation

for a fixed sample size was proposed by Dalenius and Hodges (1959). This method is

commonly known as the cum
ffiffiffi

f
p

method (Särndal et al. 1991, Section 3.7) (Horgan 2006).

Lavallée and Hidiroglou (1988) and the multivariate extensions in Benedetti et al. (2010)

and Benedetti and Piersimoni (2012) provide optimal designs under CV constraints, but

restrict the strata to either two or three stratum. These stratum in Benedetti and Piersimoni

(2012) include a census (take-all) and sampled (take-some) strata and do not restrict the

sample size. Benedetti et al. (2010) included a third (take-none) stratum for the purposes

of cut-off sampling. These approaches are designed for highly skewed populations,

exploiting the similarity of the underlying population to a geometric progression (Gunning

et al. 2004). Benedetti and Piersimoni (2012) introduced a method for stratification which

uses multiple administrative variables. This method, which is motivated by the Lavallée

and Hidiroglou method, partitions the population into two strata, one which is sampled

and one, which is a take-all stratum. The partitioning is determined such that the sample

size is minimized for a target coefficient of variation of a response variable. In addition to

allocations with goals of increasing precision, allocations also consider data collection

costs and other practical constraints such as the method proposed by Valliant et al. (2014)

to allocate sample in household surveys using Address-Based Sampling Frames and

available commercial data.

Other multivariate approaches to optimal stratified designs can be found in Ballin and

Barcaroli (2013) and Benedetti et al. (2008). Both of these methods are designed to work

on a set of categorical administrative variables. These administrative variables work as a

means of data reduction by assigning each PSU to an initial stratum, called an atomic

stratum, defined by a unique combination of administrative values. To admit optimization
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under variance or CV constraints, each atom is assigned a variance estimate. Simultaneous

allocation in both cases is performed through optimal allocation as defined in Bethel

(1986), where strata allocations are round up to the nearest integer. The major difference

between these algorithms is how they explore the combinatorial space of the atomic strata.

A divisive tree-based approach is used in Benedetti et al. (2008). In this approach, at each

layer of the tree, a stratum is split by the administrative variable that results in the greatest

reduction of total sample size according to optimal allocation in Bethel (1986). This is

continued until a set of CV quality constraints are met. In Ballin and Barcaroli (2013), a

Genetic Algorithm (GA) is used to explore the space of strata formed by merging atomic

strata. At each iteration (generation) of the GA, a large collection of possible stratifications

are generated and evaluated through minimum sample size under CV constraints. A set of

sufficiently well-performing stratifications and allocations and a small number of less

optimal stratifications and allocations are retained to contribute to future generations.

The less optimal stratifications and allocations are retained to provide genetic diversity.

These stratifications and allocations, along with combinations and mutations of these

stratifications are then used as the next generation. Combinations of strata are formed by

exchanging atomic strata assignments between two stratifications, and mutations are

formed by randomly assigning an existing atomic stratum to another stratum. Iteration is

continued until changes in the objective function plateau. Both of these approaches

consider a variable number of strata with means to specify a maximum number of strata to

avoid an unstable stratified design.

A separate but important issue not directly addressed by the previously mentioned

works involves the relationship between the administrative variables being optimized and

the desired estimators. Even when the administrative variables and the desired estimators

are highly correlated, the optimal stratification and allocation under the administrative

variables may not be optimal for the desired estimators. In particular, an assumption that

meeting quality constraints for the administrative variables may not imply meeting

assumed quality constraints for the desired estimators. A discussion of this issue and

proposed solution for univariate stratified designs using anticipated moments can be found

in Baillargeon and Rivest (2009). Anticipated moments are moments of a random variable

calculated under the sample design and the super population model (Isaki and Fuller

1982). When the super population model, referred to as the model in this article, is

correctly specified or a sufficiently robust model is used, it is possible to construct strata

that on average meet the quality constraints for the desired estimators.

The prior literature on the subject of optimal stratified designs does not address three

important use cases; (1) multivariate optimal allocation with continuous administrative

variables with more than two strata, (2) multivariate optimal allocation using anticipated

moments to attain CV constraints for desired estimators, (3) application to fixed sample

sizes with CV constraints. In this article, a method to construct optimal multivariate

stratified designs for an arbitrary, but fixed, number of self-representing strata from

continuous valued administrative data is presented. This method admits a combination of

hard and soft constraints, where soft constraints are handled by a penalized objective

function and hard constraints are handled through traditional nonlinear programming

constraints. Anticipated moments can be used within the objective function to account for

the relationship between administrative variables and desired response. Accounting for
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this relationship allows for optimization with CV constraints on the desired estimators.

Optimization of this objective function is performed by simulated annealing, by moving

individual PSUs between strata. The use of soft constraints allows a survey practitioner to

find potential solutions by relaxing less important constraints. Unlike prior multivariate

methods, this choice of simulated annealing for optimization provides the theoretical

result of guaranteed convergence to the global optima, and good performance

characteristics. Simultaneous stratification and allocation is provided by also considering

changes in the allocation as part of the simulated annealing algorithm.

The problem of targeting multiple responses that are not-necessarily correlated with

each other is a characteristic of area surveys in agriculture. Agricultural production of

crops such as corn excludes using the land for another purpose such as growing soybeans.

The agricultural area survey examined in this article is the United States Department of

Agriculture (USDA) National Agricultural Statistics Service’s (NASS) June Agricultural

Survey (JAS). In particular, a proposed redesign of JAS using a permanent and fixed area

frame is examined. Prior work on optimizing the existing JAS design using simulated

annealing procedures has been proposed by Gentle and Perry (2000). This work focused

on creating strata that are homogeneous with respect to remote sensing imagery. Given the

quality of remotely sensed imagery at the time of publication, this approach provided

remarkable improvements in efficiency. However, the approach did not consider optimal

allocation, CV constraints, sampling unit dependent costs, or agricultural practices such as

crop rotations. The application of the proposed method does consider all four topics and

can be consider a modern revisit of the topic with the benefit of higher quality remote

sensing data and faster computing resources.

This article is broken into the following sections. In Section 2, details on the proposed

method, including the algorithm and objective function, are presented. In Section 3,

simulated data are used to illustrate the proposed method and the result is compared to

those from other stratification and allocation methods. In Section 4, the JAS is introduced

and the results of applying the proposed method to the JAS are compared to those from the

current univariate allocation method. The article concludes with a discussion and future

extensions to the proposed method that would account for measurement error and improve

computational efficiency.

2. Optimal Stratified Design Algorithm

The method proposed here uses a sequence of exchanges of PSUs between a set of initial

strata to improve an objective function. The objective function is a weighted vector norm

applied to the vector of administrative variable or modeled CVs attained by the current

stratification and allocation. A penalty function is added to this objective function, where

the penalty function is the sum of the element-wise products of penalty weights and

penalty values. The penalty weights serve as importance weights, as in Kozak (2006b)

with the exception that the weights can be set to zero once the constraint is met. The

penalty values are the difference between the attained CVs and the target CVs for each

administrative or modeled variable. This approach can be considered a weighted or

approximate constraint satisfaction problem in operations research (Freuder and Wallace

1992). Traditional hard constraints can be considered by setting the penalty weight to
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infinity. By allowing a combination of hard and soft constraints, survey managers and

stakeholders have flexibility in identifying essential CV constraints and nonessential,

but desirable, CV constraints. By defining these constraints separately, infeasibility of

the constrained design by fixed sample sizes can potentially be avoided. If the nonessential

constraints are violated, a design that minimizes the departure from the nonessential

CV constraints can be found, and the constraints can be prioritized through the choice of

penalty values.

The objective function optimizes the stratification and allocation through functions of

moments; in particular, the population total and variance. The population total and

variance are calculated from values assigned to individual PSUs. Therefore, either

administrative data highly correlated with the desired response or a modeled response is

required to find optimal stratification and allocation for a set of desired estimators. In the

case of administrative data, it is assumed that the data is complete and available for each

PSU. In the case of modeled response, it is similarly assumed that a model can be

constructed for each PSU; variances based on this model can be incorporated within the

objective function through anticipated moments. The later case will be discussed in

Section 3.

The strata formed by PSU exchanges are self-representing. Self-representing strata are

defined by PSU assignments, as opposed to any bounds on the administrative variables.

Since the self-representing strata are not defined by a set of hyper-planes from admini-

strative data bounds, they allow for strata that have nonlinear partitions and possibly

disjoint subsets of the space of the administrative data.

Self-representing strata are also found in Benedetti et al. (2010) and Benedetti and

Piersimoni (2012), however the approach presented can exceed three strata and is not

restricted to highly asymmetric populations. Instead, it relies on the observation that, given

an initial allocation and stratification, then a sequence of exchanges can be taken along

primarily stratum boundaries to attain a more optimal design. Optimal allocation is

performed simultaneously by potentially changing the sample size at each iteration.

Optimization of this problem is performed by a stochastic optimization method known as

simulated annealing (Metropolis et al. 1953). This optimization method is also used in

Benedetti et al. (2010) and Benedetti and Piersimoni (2012). This stochastic optimization

method is a metaheuristic that uses a Monte Carlo method to obtain an optimal solution by

generating a sequence of possible solutions that slowly converge to an optimal solution.

Simulated annealing has the useful property of being able to explore nonoptimal PSU

exchanges and sample size changes, allowing for a more exhaustive search of the feasible

region than deterministic optimization methods. This property allows for simulated

annealing to guarantee convergence of the sequence to an optimal solution given sufficient

run-time and precision.

Computational speed of the algorithm can be accelerated by starting with an initial

stratification and allocation close to the optimal stratification and allocation. Such a

stratification can be obtained through machine-learning methods such as K-means, and

optimal allocation can be provided though the popular multivariate optimal allocation

approach of Bethel (1986) with minor adjustments to ensure integer allocation and sample

size constraints. It should be noted that, given hard constraints, the initial starting point

must be in the feasible region; otherwise, single PSU exchanges are unlikely to result in a
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finite objective function. Furthermore, the proposed method can also be used for optimal

allocation, by running with only allocation changes. Additional hard and soft constraints

may also be added to the objective function. Such constraints include costs for PSU

collection, bounds on maximum stratum size, or spatial penalty functions.

An implementation of the proposed method has been written in the R Language (R Core

Team 2015), as an R package (Lisic 2016). This package supports second order moments

through per-PSU additive components and scaling. These second-order moment adjust-

ments allow for the adoption of linear or linearized relationships between administrative

variables and survey response. Furthermore, the additive per-PSU component can be used

to impose fixed per-PSU costs.

In this section the objective function is presented using administrative data with

weighting. Anticipated moments are introduced, followed by a discussion of the simulated

annealing algorithm.

2.1. Objective Function

Multivariate objective functions are vector valued functions that map from R J ! R,

where J is the length of the vector input. If the objective function is bounded over the

domain of the problem, then both a maximum and a minimum exist. Constrained objective

functions carve out a subset of the unbounded region known as the feasible region. In

methods to find optimal designs, the goal is to either minimize or to maximize an objective

function over this feasible region. Since all maximization problems can be written as

minimization problems by multiplying the objective function by negative one, only

minimization problems will be considered in this article.

For constrained objective functions, the feasible region may be empty, implying a

solution does not exist. This can be trivially seen when unrealistically small CV

constraints are imposed with fixed sample sizes. A way to avoid this issue is through

replacing hard constraints with soft constraints. Soft constraints can be violated without

reducing the feasible region, but at the expense of increasing the objective function. A

standard way of implementing soft objective functions is through the use of a penalty

function. Penalty functions impose a positive-valued penalty for violating a constraint.

The unpenalized objective function is a p-norm of the vector of CVs for a stratified survey

design with simple random sampling (SRS), SRS with replacement is shown for brevity,

k f ðXjI;hÞkp ¼ k f ðX�;1jI;hÞ; : : : ; f ðX�; jjI;hÞ; : : : ; f ðX�; JjI;hÞ
� �

kp; ð1Þ

where

xi ¼ the vector valued administrative variable of length J available for all PSUs,

identified with row i from matrix X;

kxikp ¼ a p-norm of vector xi equal to
PJ

j¼1 x
p
i;j

� �1=p

;

I ¼ a vector of strata assignment parameters;

h ¼ a vector of sample sizes for each stratum;

f ðX�;jjI ;hÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PH

h
h21

h
N2

h
S2

h;j

q

Tj
the CV for the j th characteristic, Tj ¼

PN
i¼1 xi;j and

S2
h;j ¼ var

PN
i¼1 xi;jII i¼hN21

h

� �

with h [ {1; : : : ;H} strata.
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It is assumed that the number of strata is known a priori, the goal is to estimate the

Horvitz-Thompson estimators for population totals, each element of X is nonnegative, and

there is at least one positive valued xi,j for each j. To avoid issues with dividing by zero, it

is also assumed that all strata have a minimum sample and population size of two. An

extension to probability proportional to size sampling has been developed, but only SRS

will be covered in this article.

If a set of quality constraints c are set through target CVs for J * # J administrative

variables with a fixed total sample size, then for a given set of strata the problem can be

written as

argminz;IkFf ðXjI;hÞkp ð2Þ

subject to

1. cj $ T21
j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PH
h zhN2

hS2
h;j

q

; j [ {1; : : : ; J *};

2.
PH

h z21
h ¼ n;

3. z21
h is an integer;

4. each 0 , zh # 1=2.

where F is a square matrix of dimension J £ J with a diagonal equal to a vector of positive

valued penalty weights. The diagonal of penalty weights from F is identified as the vector

f; elements of f help prioritize reduction of the CVs, regardless of the target CVs being

met or not.

Soft constraints can be added to the objective function through the dot product of the

penalty weights l and penalty value vector gðXjc; I;hÞ:

argminz;IkFf ðXjI;hÞkp þ
j[ J **

X

ljg X�; jjI;h
� �

ð3Þ

where J ** is the set of administrative variables with soft constraints subject to the same

population and sample constraints in (2).

Each element of the penalty value vector gðXjI;hÞ is equal to the maximum of 0 or

f ðX�; jjI;hÞ2 cj. By this objective function, if all constraints are met, the problem is

simply minimizing the norm of the vector formed by the product of F and the vector of

CVs. It is possible to simplify (3) by removing the hard constraints and replacing them

with soft constraints using infinite valued penalty weights.

The choice of penalty weight vector l can be motivated by targeting specific variables

over others, or as a method to relate the administrative variables to the targeted response

variables Y. In the latter case, there are two potential solutions. The first would be to

consider weights proportional to the absolute value of the correlation between the

administrative variable and the response. This would favor a reduction in target CVs for

variables with stronger relationships between xj and yj over weaker relationships for

j [ {1; : : : ; J}. The second approach is the use of anticipated moments to explicitly model

the response in the objective function. For brevity, only the second approach is covered.

Categorical administrative variables can be used through binning or grouping PSUs into

disjoint sets identified by unique categorical values. This allows for the accommodation of

industry by occupational groupings in establishment surveys or census blocks in area

surveys.
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2.2. Anticipated Moments

In practice, we are interested in estimating the Horvitz-Thompson estimators of unknown

population characteristics that are correlated with an administrative variable. In Subsection

2.1, CV constraints placed on administrative variables serve as proxies for quality

constraints on the estimators for the unknown population characteristics. A more direct

approach is to place the CV constraints on the unknown population characteristic Y by an

assumed model. This is accomplished by substituting the moments of X in (3), namely Tj

and S2
h;j, of the objective function with the complimentary anticipated moments of Y.

This is the multivariate generalization of the univariate approach by Baillargeon and

Rivest (2009).

The exact form of the objective function is dependent on the choice of model for Y

given X. For many establishment surveys where yi is a scalar, the model

yi ¼ xibþ x
g
i e i; ð4Þ

E½e i� ¼ E½e i; e i 0 � ¼ 0 where (i – i0Þ, and E½e2
i � ¼ s2 can provide a reasonable model

(Kott et al. 2000). In the multivariate case considered, a generalization of this model for

vectored value yi is

yi ¼ xiBþ Viei; ð5Þ

E½ei� ¼ E½eT
i ei 0 � ¼ 0 where (i – i0), E½eT

i ei� ¼ S, and Vi is a symmetric matrix of

heteroscedastic weights for S.

To integrate the modeled response into the objective function, Anticipated Variance

(AV) is used. Anticipated variance is simply the expectation both using the model (Em) and

design, (Ed),

AVðT̂jÞ ¼ EmEd

h

T̂j 2 EmEd½T̂j�
i2

: ð6Þ

In the multivariate simple linear regression case with heteroscedastic variance, AV takes

the form

AVðT̂jÞ ¼
X

H

h¼1

1 2
nh

Nh

� �

N2
h

nh i[Uh

X

v2
i;js

2 þ
i[Uh

X

ðxiBj 2 �xhBjÞ
2

0

@

1

A: ð7Þ

Likewise, the Horvitz-Thompson estimator of the population total is,

EmEd½T̂j� ¼
X

N

i¼1

¼ xiBj ð8Þ

and the anticipated coefficient of variation (ACV) can be estimated as

dACVACVðT̂jÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

AVðT̂jÞ

q

XN

i¼1
xiBj

ð9Þ

Although not explored in this article, other models could be used in this framework.
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2.3. Simulated Annealing

To minimize the objective function (3), we only make changes to h and I. Since I is

binary, this optimization is a combinatorial optimization problem, where simulated

annealing is applicable. Simulated annealing is a stochastic optimization process that

minimizes an objective function (possibly with constraints), and avoids the pitfalls of

ending up in a local minima by admitting nonoptimal states. The general form of an

algorithm to perform this stochastic process on the objective function m optimized over

parameters u in the finite dimensional parameter space Q is detailed in Figure 1. Line five

is the key component of the simulated annealing algorithm, where nonoptimal states can

be accepted with nonzero probability r. This probability decreases as the number of

iterations increases, allowing for both early exploration and eventual convergence of the

simulated annealing sequence. The sequence t(l ) is called the cooling schedule and is a

nonincreasing function that governs how quickly the probability of accepting a nonoptimal

state decreases. Examples of t(l ) include (l þ 1)21 and (log(l þ 1))21. The algorithm

continues until either a fixed number of iterations L or threshold d are met.

An advantage that simulated annealing has over other searches of binary spaces as seen in

Benedetti et al. (2008) and Ballin and Barcaroli (2013) is the guaranteed theoretical

convergence to a global minima by the simple condition that there is a non-zero transition

probability between all possible states (Hajek 1988). This is not the case in Benedetti et al.

(2008) where strata splits are chosen not by global optimality but local optimality. Similarly,

genetic algorithms do not guarantee convergence to a global optimal solution in general.

One disadvantage of simulated annealing is its computational speed. Simulated

annealing can be quite slow relative to other methods such as tree based methods that can

partition a large number of sampling units at once. Similarly, genetic algorithms easily

admit parallel implementations as opposed to simulated annealing which has serial

dependence between each iteration (Henderson et al. 2003).

Simulated annealing applied to strata formation and allocation is straightforward and

detailed in Figure 2. Each new candidate state consists of a PSU exchange and a change in

allocation. The PSU exchange is generated by selecting a single PSU and a stratum to

move it to. The change in allocation is generated by increasing the sample allocation for a

randomly selected stratum by one, and decreasing the stratum allocation for another

stratum by one. The new stratum can be the same stratum in which the PSU resides,

Fig. 1. Pseudocode for the simulated annealing algorithm.
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likewise there may be no change in allocation. To help improve the chance of retaining

optimal allocation, multiple allocation exchanges are allowed per PSU change. In this

case, subsequent assignment changes are only accepted if they improve the proposed

objective function. In practice, the number of assignment changes required to maintain

near-optimal allocation in each iteration is small for nonhighly skewed populations. This is

due to a change in allocation dominating objective function changes when the sampling

fraction is small.

In this application only linear cooling functions will be used, tðl Þ ¼ aðlþ 1Þ21 where

a is a tunable parameter. Hard constraints on the objective function are handled by

generating states that satisfy the imposed constraints.

Although Benedetti et al. (2010) and Benedetti and Piersimoni (2012) also uses

simulated annealing, these methods differ in PSU selection. In the prior two papers, each

PSU is iteratively selected ensuring each member of the population is offered a chance to

move strata in a finite time-frame. The random search approach does not make this

guarantee. Instead, it is assumed that for a sufficient number of iterations all PSUs are

likely to be visited at least once. Furthermore, the introduction of nonuniform weighting in

PSU selection for random searches could greatly improve performance of the proposed

method by considering more likely PSU exchanges near stratum boundaries more

frequently than more-extreme valued PSUs.

The allocation approach is similar to the random search of Kozak (2006a), divergence

between the two methods occurs in both the use of penalized objective functions and the use

of simulated annealing to achieve a final allocation. Instead, Kozak (2006a) considers only a

sequence of allocations that are monotone increasing in objective function value. However,

both Kozak (2006b) and the proposed method do produce integer based allocations, unlike

Ballin and Barcaroli (2013) and Benedetti et al. (2008) that use Bethel (1986) allocation.

Where the final allocation from Bethel (1986) is rounded up to the nearest integer. This

rounding is generally nonoptimal, particularly when stratum sample sizes are small.

The performance of simulated annealing is governed by three primary factors

(Henderson et al. 2003): choice of cooling schedule, the shape of the objective function

surface, and the application or domain. The shape of the cooling schedule governs the

Fig. 2. Pseudocode for the simulated annealing algorithm applied to joint stratification and allocation.
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speed of convergence and the rate of accepting nonoptimal states. The literature on the

choice of cooling schedule is largely based on heuristics balancing run-time and

acceptable conditions (Romeo and Sangiovanni-Vincentelli 1991). Strenski and

Kirkpatrick (1991) provide some theoretical results for extremely small populations

with respect to optimal cooling schedules. The results of this analysis suggest that the

linear, used here, or geometric cooling schedules tend to out perform more complex

methods. Beyond the choice of cooling function, the only other controllable aspect of the

optimization is the objective function. Objective functions that have shallow local minima

tend to yield shorter run-times and better results due to the ease of escaping from

nonoptimal states. In the application to optimal stratification and allocation, the depth of

the local minima is a function of the shape of the function. Successful exchanges of PSUs

with large values relative to the other PSUs, such as large operations in highly skewed

populations, may cause changes in allocation. This can create local minima that are

difficult to escape, causing nonoptimal solutions (Hajek 1988).

Implementation of a high-dimensional simulated annealing algorithm for nontrivial

cases, however, is not so straightforward. The primary issues are:

. The computational cost of calculating the objective function;

. The likelihood of selecting a move that would reduce the objective function

(improving convergence speed).

Calculating the objective function directly is computationally challenging. An alternative

is to retain the S2
h;j component and to update a temporary candidate for S

2;*
h;j . Updates are

performed through the numerically stable online sample variance calculation algorithm

given by (Knuth 1997, 232), where online methods provide an iterative method to update

the variance as opposed to recalculation of the variance. Periodic recalculation of the

variances is provided to preserve numeric precision over a large number of updates, this

recalculation occurs every 1,000,000 accepted exchanges. The numeric stability of the

online algorithm was tested on simulated data using 1,000,000 iterations of the algorithm.

This result was compared against S2
h;j calculated directly from the current stratification.

The difference between these methods was less than e212. This error rate should be

acceptable for most applications. However, care should be taken for exceptionally large

populations. The application of a stable online method is also used by Benedetti et al.

(2008) and Ballin and Barcaroli (2013) without periodic recalculation of variances.

3. Simulated Examples

The effectiveness of the multivariate joint stratification and allocation method using

Simulated Annealing (SA) proposed in this article is compared to other methods in the

literature through two examples: A univariate example comparing SA to the univariate

joint stratification and allocation method of Lavallee-Hidiroglou (LH) using the R package

stratification (Baillargeon and Rivest 2011), and a multivariate example comparing SA to

the multivariate joint allocation and stratification using a genetic algorithm (GA) provided

in theR package SamplingStrata (Barcaroli et al. 2014). The tree based method in

Benedetti et al. (2008) was not considered due to lack of an available software package.

Each of the two examples model PSU response through one of two linear models.
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A homoscedastic linear model, and a heteroscedastic linear model where the variance is

proportional to administrative data.

The univariate comparison between SA and LH has four goals: (1) Provide a diagnostic

to ensure that SA has similar performance to known univariate optimal methods, as in

Barcaroli et al. (2014). (2) Provide empirical results with respect to penalty weight

selection. (3) Compare results using design variance and anticipated variance. (4) Show

improvements that can be obtained over univariate methods with the presence of

correlation. Similarly, the multivariate comparison between SA an GA has a two goals:

(1) Compare SA and GA with respect to statistical efficiency. (2) As in the univariate

example, to illustrate the advantage of using anticipated variance as a criterion for

optimization.

In both examples, a population of 5,000 PSUs is simulated from two sets of linear

models, a homoscedastic model and a heteroscedastic model. The homoscedastic model

provides a simple case where the variance of the response is independent of the

administrative data; the heteroscedastic model provides a more complex case where the

variance of the response is proportional to the administrative data. This later case is

common in many establishment surveys. In each set of linear models, each PSU, indexed

by i has a vector valued response yi ¼ {yi;1; yi;2; yi;3; yi;4; yi;5}, and each element of the

PSU is correlated with a vector zi ¼ {zi;1; zi;2} by a varying amount. Both elements of z1

and z2 are generated from a Chi-squared distribution with three degrees of freedom and

scaled by 50 to produce values largely in the range of 0 to 1,000. This distribution is

chosen to mimic the response of skewed populations common in establishment surveys.

The relationship between a response yi and zi is determined by a linear model. The linear

component of these models xi ¼ zibj j [ {1; : : : ; 5} will be used as an administrative

variable for both examples and models, where bj is assumed to be known. Examples and

model will instead vary on the objective functions used for SA and comparisons to

alternative methods.

In the homoscedastic linear model, the response vector for the i th observation, yi, is

generated from linear models of the form,

. yi;1 ¼ zib1 þ e i;1�z
g
1 with E½e2

i;1� ¼ s2
1,

. yi;p ¼ zibp þ e i;pkð�z1; �z2Þjj
g
2 with E½e2

i;p� ¼ s2
p for p [ {2; 3; 4}, and

. yi;5 ¼ zib5 þ e i;5�z5g with E½e2
i;5� ¼ s2

5.

Each model error e i ¼ {e i;1; e i;2; e i;3; e i;4; e i;5} is distributed N ð0;SÞ where S is a

diagonal matrix, and �zj is the mean of the variable zj over all PSUs. To avoid cases where

the response is less than zero, all negative values are truncated to zero. To provide similar

magnitude of the variances in the heteroscedastic model the variance is scaled by the mean

of norm of means from the vectors in Z raised to g ¼ 0:75.

The heteroscedastic model is similar in form and follows from the generalization of the

linear model found in Brewer (1963). Specifically,

. yi;1 ¼ zib1 þ e i;1z
g
i;1 with E½e2

i;1� ¼ s2
1,

. yi;p ¼ zibp þ e i;pkzijj
g
2 with E½e2

i;p� ¼ s2
p for p [ {2; 3; 4}, and

. yi;5 ¼ zib5 þ e5z
g
i;2 with E½e2

i;5� ¼ s2
5.
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Each model error e i is distributed N ð0;SÞ where S is the identity matrix and g is also set

to 0.75. This value of g was described by Kott et al. (2000) to be appropriate for many

establishment surveys.

In both the homoscedastic and heteroscedastic models b is set to allow for different

levels of correlation: b1 and b5 are fixed to the vectors ð1; 0Þ and ð0; 1Þ respectfully, and bp

is set at three different levels ð0:75; 0:25Þ, ð0:5; 0:5Þ, and ð0:25; 0:75Þ respectfully for

p [ {2; 3; 4}. ACV constraints for y in both models are set at 0:04 for all variables. All

calculations for SA use f set to one for all variables, 50,000 PSU exchanges with ten

iterations of optimal allocation per exchange, and cooling schedule ðlþ 1Þ21 where l is the

current iteration. For simplicity, only soft constraints are used and are specified in each

example. Details on the objective functions used in GA and SA, as well as their associated

administrative functions are provided in Table 1.

3.1. Univariate Example

In this example, we consider a univariate approach to multivariate response using the LH

joint allocation and stratification method, as described in Baillargeon and Rivest (2009),

and compare it to the multivariate approach of SA. In this example, LH will be used as a

diagnostic measure to ensure that SA can obtain an optimal result in a simple setting,

identify performance characteristics using targeted penalty weights and no penalty

weights, identify the importance of using anticipated variance, and finally to see if SA can

further improve the results of the univariate allocation by finding an allocation that meets

the univariate CV target while simultaneously improving the CVs of nontargeted

administrative variables. Results of this example can be found in Tables 2 and 3.

Before examining the results of this comparison it is useful to consider some properties of

LH relative to SA. LH can use either design variances or anticipated variance to determine

the partitioning of the population into a fixed number of strata either with CV constraints

without a fixed sample size, or with a fixed sample size and without CV constraints. In this

example, we will be using the former case to set an initial sample size for SA.

To form the strata with fixed CV targets, LH uses an iterative algorithm. Since LH only

works on univariate administrative data, strata can be identified as a set of disjoint

intervals of the real line. Two approaches to find the boundaries of these intervals are

found in Baillargeon and Rivest (2011): a model based approach used in the original

Lavallée and Hidiroglou (1988) paper, and a random search method proposed in Kozak

(2004). Due to the excellent performance characteristics without model assumptions, the

random search method was chosen for this example.

Table 1. Objective functions used in the univariate and multivariate examples.

Method Second moment Objective function Administrative data

LH Em S2
h;1

h i

Neyman x ¼ Zb1

GA S2
h; j Bethel X ¼ Zb

SA S2
h; j Equation (3) X ¼ Zb

SA (ACV) Em S2
h; j

h i

Equation (3) X ¼ Zb
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The random search approach starts with a set of initial intervals. Given these intervals,

interval boundaries are perturbed at each iteration. This perturbation is performed by

sorting the PSUs by administrative variable values and either moving the boundary

forward or backward a random number of places in this sorted order. If the perturbed set of

strata is more-optimal than the prior set per an objective function, then the perturbed set of

strata is taken; otherwise, the perturbed set is discarded. The algorithm terminates when

there is no change in stratification.

The objective function used in LH is simply Neyman allocation with a CV constraint:

nh ¼ n

ffiffiffiffiffiffiffiffiffiffi

N2
hS2

h

q

XH

k¼1

ffiffiffiffiffiffiffiffiffiffi

N2
kS2

k

q s:t: f XjI;h
� �

# c ð10Þ

In this example, c ¼ c1 is the univariate target, S2
h ¼ S2

h;1, and f xjI;h
� �

¼ is the coefficient

of variance of the administrative data x ¼ z1b1. S2
h can be substituted with the expected

value of S2
h with an assumed model to provide an approximation to optimization with the

anticipated variance

Em S2
h

	 


¼
1

Nh 2 1 i[Uh

X

v2
i s

2 þ
i[Uh

X

ðzi;1b1 2 �z1;hb1Þ
2

0

@

1

A ð11Þ

where vi ¼ �z1 in the homoscedastic case and zi in the heteroscedastic case. All calculations

are performed using the R package stratification (see Baillargeon and Rivest 2011).

Results for SA are calculated with four possible combinations of objective functions and

penalty weighting. The two configurations of the objective function are identified in

Tables 2 and 3 as “SA” and “SA (ACV)” with objective function specification identified

in Table 1. The first configuration “SA” uses design variance in the objective function

(3) with the administrative variables X ¼ Zb. The second configuration “SA (ACV)”

uses anticipated variance in the objective function (3) using the homoscedastic or

heteroscedastic model. Targeted penalty weighting towards y1 is used to provide a

comparable result to LH, while the nontargeted weighting is used to compare the changes

in attained ACV due to targeting a specific variable.

Results in ACV for the homoscedastic and heteroscedastic models are respectively

provided in Tables 2 and 3. In both cases, LH chose six total strata and total sample size

n ¼ 23 in the homoscedastic case and n ¼ 65 in the heteroscedastic case. All results are

provided in anticipated coefficients of variation.

In addressing the goals of this example, SA (ACV) provides similar results to LH in that

both methods attain the desired target CV for the same sample size in both homoscedastic

and heteroscedastic cases. However, LH was able to reduce the ACV of y1 further below

the target of SA (ACV). The benefit of this further reduction is debatable, particularly if

there is a benefit from reducing the ACV of other characteristics of interest in a survey.

When there are other characteristics of interest, as in y2 through y5, SA (ACV) clearly

outperforms LH.

With respect to penalty weight selection, the targeted weighting clearly had an effect on

the result. This effect can be seen through the reduction of SA (ACV) and SA in the

Journal of Official Statistics134

Unauthenticated
Download Date | 3/1/18 10:38 AM



T
a
b
le

2
.

A
n
ti

ci
p
a
te

d
C

V
s

fo
r

si
m

u
la

te
d

p
o
p
u
la

ti
o
n

g
en

er
a
te

d
fr

o
m

a
h
o
m

o
sc

ed
a
st

ic
li

n
ea

r
m

o
d
el

(u
n
iv

a
ri

a
te

ex
a
m

p
le

).

M
et

h
o

d
l

1
l

2
l

3
l

4
l

5
A

C
V
ð
y 1
Þ

A
C

V
ð
y 2
Þ

A
C

V
ð
y 3
Þ

A
C

V
ð
y 4
Þ

A
C

V
ð
y 5
Þ

k
A

C
V
ð
yÞ
k

2

T
ar

g
et

0
.0

4
0

.0
4

0
.0

4
0

.0
4

0
.0

4

T
ar

g
et

ed
w

ei
g

h
ti

n
g

o
n

y 1

L
H

0
.0

3
9

1
0

.0
5

4
0

0
.0

9
5

8
0

.1
4

0
6

0
.1

8
5

6
0

.2
6

0
4

S
A

1
0

0
0

0
0

0
0

.0
4

1
1

0
.0

4
8

7
0

.0
8

7
3

0
.1

3
1

0
0

.1
7

5
4

0
.2

4
4

2
S

A
(A

C
V

)
1

0
0

0
0

0
0

0
.0

4
0

0
0

.0
4

9
2

0
.0

8
6

5
0

.1
2

8
5

0
.1

7
1

3
0

.2
3

9
5

N
o

ta
rg

et
ed

w
ei

g
h

ti
n

g

S
A

0
0

0
0

0
0

.0
8

2
0

0
.0

5
7

9
0

.0
4

5
1

0
.0

5
0

7
0

.0
6

9
8

0
.1

3
9

9
S

A
(A

C
V

)
0

0
0

0
0

0
.0

6
9

3
0

.0
4

9
1

0
.0

4
4

6
0

.0
5

8
0

0
.0

8
0

2
0

.1
3

7
8

Lisic et al: Optimal Stratification and Allocation for JAS 135

Unauthenticated
Download Date | 3/1/18 10:38 AM



T
a

b
le

3
.

A
n

ti
ci

p
a

te
d

C
V

s
fo

r
si

m
u
la

te
d

p
o

p
u
la

ti
o

n
g

en
er

a
te

d
fr

o
m

a
h

et
er

o
sc

ed
a

st
ic

li
n

ea
r

m
o

d
el

(u
n

iv
a

ri
a
te

ex
a
m

p
le

).

M
et

h
o

d
l

1
l

2
l

3
l

4
l

5
A

C
V
ð
y 1
Þ

A
C

V
ð
y 2
Þ

A
C

V
ð
y 3
Þ

A
C

V
ð
y 4
Þ

A
C

V
ð
y 5
Þ

k
A

C
V
ð
yÞ
k

2

T
ar

g
et

0
.0

4
0

.0
4

0
.0

4
0

.0
4

0
.0

4

T
ar

g
et

ed
w

ei
g

h
ti

n
g

o
n

y 1

L
H

0
.0

3
9

7
0

.0
6

4
7

0
.0

8
2

0
0

.1
0

5
0

0
.1

2
7

3
0

.1
9

9
3

S
A

1
0

0
0

0
0

0
0

.0
5

4
2

0
.0

5
7

6
0

.0
5

6
4

0
.0

6
0

5
0

.0
6

0
9

0
.1

2
9

7
S

A
(A

C
V

)
1

0
0

0
0

0
0

0
.0

4
0

0
0

.0
6

1
9

0
.0

7
7

8
0

.0
9

9
6

0
.1

2
0

4
0

.1
8

9
5

N
o

ta
rg

et
ed

w
ei

g
h

ti
n

g

S
A

0
0

0
0

0
0

.0
5

5
3

0
.0

5
7

7
0

.0
5

5
9

0
.0

5
9

4
0

.0
5

9
3

0
.1

2
8

8
S

A
(A

C
V

)
0

0
0

0
0

0
.0

5
5

3
0

.0
5

7
4

0
.0

5
5

5
0

.0
5

9
1

0
.0

5
9

4
0

.1
2

8
4

Journal of Official Statistics136

Unauthenticated
Download Date | 3/1/18 10:38 AM



direction of y1. The no target weighting case shows the degree of change that occurs by

targeting a particular variable. As would be assumed, the amount of change in attained

ACVs is associated with the degree of correlation with the targeted variable. Variables

with high positive correlation with y1 have ACVs that increase the least when y1 is targeted

(e.g., y2); variables such as y5 tend to have their ACVs increase the most.

The heteroscedastic case is important, in that strata containing larger values of the

administrative variable will have higher model variance. Therefore, the impact of ignoring

the model variance is more extreme than only using the design variance. This can clearly

be seen in the results of SA compared to those of LH and SA (ACV). The later two results

that use anticipated variance tend to consistently meet targets in both cases, while SA

using just the design variance almost hits the target using the homoscedastic model, but

considerably misses the target in the heteroscedastic case.

3.2. Multivariate Example

In the multivariate example, we reuse the prior population in the univariate example but

apply the joint optimal allocation and stratification methods GA and SA. The goal of this

example is to compare the statistical efficiency of the resulting survey designs using GA

and SA, as well as revisit the topic of using ACVs in optimization.

Because GA as presented in Ballin and Barcaroli (2013) does not support targeting

ACVs, the algorithm uses X ¼ Zb as known administrative data. As in the univariate

example, the results identified as SA are also fit in the same manner; SA (ACV) uses

anticipated variance in the objective function. Results are found in Tables 4 and 5. To

illustrate the importance of specifying a design using ACVs, the stratifications attained for

GA and SA are presented both using attained CVs from the administrative data and ACVs.

It is important to note that optimization using design variances are identical in the

homogenous and heterogenous case, as they ignore the model variance. Therefore attained

CVs are only listed in Table 4.

To provide comparable results between GA and SA the optimal sample size and number

of strata from GA are used for the SA based optimizations. In this example, the optimal

sample size using GA is 193 and the total number of strata is five.

Individual PSUs are used for atomic strata for GA, and minor performance tuning was

performed. Tuning proved problematic due to the long run-time of GA, averaging two

hours and 35 minutes per run. Run-times of SA, on the other hand, averaged 25 seconds for

both the CV and ACV optimizations.

In both the homoscedastic and heteroscedastic cases, GA was less efficient than SA

when only considering CV targets, but produced more robust stratifications. This

robustness appears to be a result of attaining a local minima, instead of a feature of the GA

algorithm. As in the univariate example, SA (ACV) provided uniformly better results with

respect to attained ACV than SA and GA. GA did do reasonably well in the homoscedastic

case, meeting all CV targets. With ACV evaluation criteria, GA met one ACV target for

both the homoscedastic and heteroscedastic cases, but did not suffer from larger departures

from the target as in the case of SA.

The result for SA demonstrate the importance of using ACVs in an objective function.

In this result, there was considerable reduction in CV. However, this reduction in CV was
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done at the expense of ACV in both the homoscedastic and heteroscedastic cases, where

the attained ACV was over double the attained CV. This is an over fitting and model

misspecification problem, where assuming the control data as the response yielded a

nondesirable outcome. In practice, care should be taken to test multiple potential response

models on a potential stratification.

4. June Agricultural Survey

Application of the simulated annealing based multivariate optimal stratification and

allocation method is examined in the proposed redesign of the United States Department

of Agriculture (USDA) National Agricultural Statistics Service’s (NASS) June Agri-

cultural Survey (JAS). In this section, JAS and the proposed redesign are introduced along

with a discussion of administrative variables and implementation details. A proxy of JAS

provides a comparable design using the same administrative data and PSUs. This proxy is

then compared to the simulated annealing based stratification and allocation method in this

article, followed by a discussion of the results.

JAS is a two-stage annual area survey of the continental United States, producing

estimates of acreage devoted to various agricultural land uses and other spatially

associated estimates (Davies 2009). JAS is administered by NASS, with data collected by

The National Association of State Departments of Agriculture (NASDA) employees. The

first stage of JAS is a stratified simple random sample design with replacement, where

strata are formed by grouping PSUs based on the percentage of cultivated acres within

each PSU. When needed, specialty strata are used to target rare commodities or

demographic groups. Each PSU in the first stage is a contiguous one-to-eight square mile

region of land manually delineated along permanent geographic features such as roads.

Cultivated acreage for each PSU is calculated using NASS’s Cropland Data Layer (CDL),

a remotely-sensed administrative data set of land-cover and land-use (Boryan et al. 2011).

PSUs are sampled using systematic sampling of a spatial index, allowing for a spatially

well distributed sample. In the second stage, selected PSUs are partitioned into smaller

areas of land known as segments, serving as Secondary Sampling Units (SSU)s. Segments

are manually formed by the delineation of PSUs into approximately one-square-mile

contiguous regions of high agricultural production; larger segments can be drawn in areas

with no-to-low agricultural activity. A single segment is selected randomly from each

PSU, and all land within the selected segment is fully enumerated. Nonresponse is handled

through observation, remote sensing, or subject matter experts. Allocation in JAS is

performed by Bethel (1986) using historic data with equal cost per PSU.

To lower design costs and to allow for estimation of year-to-year change JAS is

replicated. A set of replicates are created every five years and all of these replicates are

Table 5. ACVs for simulated population using the heteroscedastic model.

Method l1 l2 l3 l4 l5 ACVð y1Þ ACVð y2Þ ACVð y3Þ ACVð y4Þ ACVð y5Þ kACVð yÞk2

GA 0.0451 0.0423 0.0397 0.0422 0.0451 0.0960
SA 0 0 0 0 0 0.0673 0.0590 0.0544 0.0584 0.0660 0.1369
SA (ACV) 0 0 0 0 0 0.0344 0.0346 0.0328 0.0344 0.0342 0.0762
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rotated into the sample one year at a time. Each replicate is collected for approximately

five years, and then rotated out of the sample.

National level target CVs are chosen by NASS to ensure quality estimates. The CV targets

are predictive in nature, as they are set for the estimates, not the administrative data. Target

CVs are considered satisfied if on-average the attained CVs are less than the target CVs.

This comparison occurs at the level of precision of the target CV. Target CVs are typically

met each year, but occasionally some targets cannot be attained for a given sample size.

Iowa State in cooperation with NASS, considered an update of the current JAS design

(Zimmer et al. 2013). In this proposed redesign, the two-stage design is replaced by a

single-stage design with optimal stratification based on areal units of one-square-mile in

size. These PSUs, known as sections, are part of a permanent area frame based on the

Public Land Survey System (PLSS). This permanent frame greatly reduces survey cost, as

the current JAS requires the labor intensive manual delineation of PSUs and SSUs.

Stratification of the proposed redesign’s area frame is based on the optimal joint allocation

and stratification algorithm described in this article. Like JAS, this design is calculated

using equal PSU costs. Spatial balance is attained by using the local pivotal method in

Grafström et al. (2012) and implemented using the BalancedSampling R package

(Grafström and Lisic 2016). Unfortunately, the current implementation of the simulated

annealing procedure only supports the Sen-Yates-Grundy variance estimates (Sen 1953),

over estimating the variance when using locally balanced sampling; instead, simple

random sampling with replacement is used as an upper bound for the variance with an

assumptions of spatial clustering (Grafström et al. 2012).

As in the current JAS design, remotely sensed CDL data is used as administrative data.

The CDL has accuracy above 90% for corn and soybeans as well as above 80% for winter

and spring wheat for all years used in this research (2008–2015). This makes the CDL a

fairly useful tool in evaluating surveys, unfortunately, linear models of section acreage are

not particularly good at predicting future land use. This is due to the agricultural practice

of crop rotations, where individual fields within a section tend to follow crop specific

sequences to maximize yield, mitigate pests, and reduce erosion. Instead of directly

modeling these crop sequences, an assumption is made that sequences observed within a

period of time are likely to re-occur within a future window of time. Using this

assumption, we use the prior four years to predict the next four years. This is similar to the

current JAS practice where a single stratification is used for multiple years.

Due to lack of correlation between nonacreage based estimators, such as number of

farms and livestock, with available administrative data, the joint optimal allocation and

stratification method is only used for acreage based estimates. To ensure that quality

constraints are met for nonacreage estimators, prior JAS response is used to calculate

historical variances. These historical variances are used to ensure that the total sample size

is of sufficient size to meet the imposed quality constraints. To check for any potential

deleterious effects caused by unforeseen relationships with the nonacreage responses and

the optimal stratification and allocation, quality constraints are checked by post stratifying

geo-referenced, but not complete, historical data by the new design.

In this article, multivariate stratification and allocation are only performed on the PSUs

of the redesign (sections). The original JAS design is proxied by a set of univariate bounds

based on cultivated acres (Table 6). A proxy is used, instead of the original JAS design,
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due to the intractability of modeling the manual segmentation of secondary segmentation

units. For the purpose of evaluation, only results for South Dakota were considered with

the acreages of interest including corn, soybeans, winter wheat, spring wheat, and

cultivated acres. South Dakota provides a reasonable use case for multivariate allocation

with a large number of crop types and large frame of close to 80,000 sections.

National level target CVs from JAS cannot be applied to a single state; therefore,

historical JAS CVs (2008–2011) for South Dakota are used as CV targets. Multiple years

of land use are used to form strata to account for year-to-year land cover variability. In this

example 2008–2011 are used to form the stratification, and 2012–2015 are used to

evaluate future land use. The CDL variables used for stratification are cultivated, corn,

soybeans, winter wheat, and spring wheat acreages. These variables were used for all

segments in the population, and optimization was applied to each variable and year

combination from 2008–2011 simultaneously treating each combination as a separate

variable. The algorithm is run for 5,000,000 iterations with five sample size optimization

steps per allocation. Initial stratification is performed by K-means to accelerate

convergence. The penalty weights w and l were set to 1 and 1,000 respectively for each

combination of year and land cover. The total run-time using this parameterization using

the proposed method is 30 minutes. In both the univariate and the multivariate cases all

80,000 segments were assigned to five strata. Allocation for the JAS strata is performed by

the multivariate allocation method described in (Bethel 1986). The total sample size from

this allocation is used for the simulated annealing based approach. The highly correlated

administrative data is used as a proxy for the true response. The resulting CVs from both

methods provided in Table 8 for the multivariate method and Table 7 for the method

approximating the current JAS.

Table 6. Approximation of JAS stratification.

Stratum Definition

11 75% or more cultivated land
20 50–74% cultivated land
30 15–49% cultivated land
40 1–14% cultivated land
50 0% cultivated land

Table 7. CVs for specified variables based on an approximate JAS stratification and allocation of South Dakota.

Cultivated Corn Soybeans Winter wheat Spring wheat

Target 0.01 0.05 0.05 0.19 0.16

2008 0.0162 0.0470 0.0524 0.1078 0.1129
2009 0.0153 0.0453 0.0510 0.1148 0.1153
2010 0.0168 0.0455 0.0484 0.1239 0.1151
2011 0.0137 0.0410 0.0483 0.1139 0.1275

2012 0.0147 0.0395 0.0477 0.1378 0.1389
2013 0.0158 0.0409 0.0500 0.1546 0.1404
2014 0.0167 0.0428 0.0481 0.1514 0.1327
2015 0.0168 0.0457 0.0488 0.1606 0.1310
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The results of this empirical example showed a general improvement in the CVs for the

multivariate method relative to the univariate method in areas where the CV targets were

difficult to attain. Considering JAS rounding rules, this improvement allows the

multivariate method to meet the target CVs of all crops both on average (2012–2015) and

per-year. The rounded CV targets in the univariate case are generally met, with the

exception of total cultivated acreage that was only met in 2012. However, the rounding

rule tends to favor the multivariate method over stating its performance relative to the

univariate method.

For both methods, the most difficult to attain target CV is total cultivated acreage, where

the multivariate method averaged a 213.78% decrease in CV relative to the univariate

method in the evaluation years (2012–2015). The univariate method has lower CVs for

other crops within the evaluation years, but most of these CVs for other crops are well

below the target CVs for both methods. Other results included indications of model

misspecification in the multivariate method through the general increase in attained CVs

for the predicted years.

5. Discussion

In this article, a method to construct optimal multivariate stratified designs for an arbitrary,

but fixed, number of self-representing strata was presented. This method admits a

combination of hard and soft constraints, where soft constraints are handled using a

penalized objective function and hard constraints are handled through traditional nonlinear

programming constraints. Optimization of the objective function is performed using

simulated annealing, by moving individual PSUs between strata. Simultaneous allocation

is provided by also considering changes in the allocation as part of the simulated annealing

algorithm. Penalized weighting in the objective function allowed for flexibility in design

specification, allowing for penalty weights to target specific commodities based on

preference or correlation with administrative variables. The use of anticipated variance in

the objective function was shown to account for uncertainty in the relationship between

administrative data and targeted estimates, and opens the door to modeling nonsampling

error. Applications to both a simulated population and the proposed redesign of JAS were

provided. Important issues with the proposed method, beyond the scope of this research,

include investigations of nonsampling error, handling poor quality administrative data,

model misspecification when using a model-assisted objective function, and improve-

ments to computational speed. Future application specific research with respect to the JAS

redesign, and potentially other spatial surveys, includes improvements to the objective

function to reflect better the variance using spatially balanced sampling methods and the

development of better prediction models for agricultural land use for individual PSUs.

In application, the proposed method was shown to be computationally tractable for

reasonably large populations and more flexible than existing methods through the use of

soft constraints and the use of anticipated variance in the objective function. The two

examples are chosen to show utility of the method in existing establishment and area

surveys. Application to more complex designs has not been considered in this research, but

the model-assisted objective function could be extended to account for subsampling and

other traits of complex designs. Application to more complicated designs requiring
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optimization of multiple samples may also be possible for paneled or split-questionnaire

designs as in Ioannidis et al. (2016).

In a univariate example, both homoscedastic and heteroscedastic populations are

investigated to describe establishment surveys with different dispersion patterns. In both

the anticipated moments-based approach, SA performed better than the existing

anticipated moments-based LH approach. Provided that the relationship between the

administrative variables and the target variables are reasonably well known, the proposed

method should provide improvements over LH in multivariate scenarios.

In the multivariate example, the proposed method greatly out-performs the genetic

algorithm approach in optimization. Improvements to the genetic algorithm-based

approach, such as the adoption of anticipated moments in the objective function and finer

tuning of parameters, may provide parity between the results. Furthermore, model

misspecification, and prospective use of related goodness-of-fit diagnostics should be

explored for both methods. However, the proposed method may be more applicable for

larger populations due to the long run-time of the genetic algorithm relative to the

proposed method.

In the JAS redesign, the proposed method met or exceeded the attained CVs of the JAS

approximation under JAS rounding rules, and in general had lower target CVs for hard-to-

attain targets, providing a strong argument for the use of multivariate designs onthis

survey. This method was also shown to be computationally feasible for population sizes of

80,000 with a run-time of thirty minutes: computation for larger populations should be

possible at the expense of longer run-times. The computational speed and stability of the

proposed method improves on existing methods through the use of online-variance

calculation with periodic recalculation of variances. The use of prior information, as in the

case of JAS may not be possible for other area surveys, nor advisable if the underlying

stochastic process changes over time.

The applicability to other area surveys is largely dependent on the variance estimation

method employed, number of PSUs, availability of administrative data, and the ability to

model individual PSUs. The current objective function only considers SRS with or without

replacement, not accounting for increases in efficiency that could be attained using more

advanced sampling methods. The application of the proposed method to a population of

280,000 PSUs has been explored by Lisic et al. (2015), but general applicability to surveys

with considerably larger populations has not been explored. Modeling individual PSUs is

not needed to apply the proposed method to a survey using administrative data based

quality constraints. However, if quality constraints are placed on the estimates either

correlation-based weights or a model should be introduced. The correlation-based weights

may be useful under linear relationships. However, their use for more complicated

relationships is uncertain. The applicability in the case of a model would depend on how

well the model describes the uncertainty in the relationship between the administrative

data and the response.

Although not explored in this research, this anticipated moment approach allows

incorporation of estimates of nonsampling errors such as assumed nonresponse in the

response variable. This feature can already be found in (Baillargeon and Rivest 2014) for

univariate optimal allocation and stratification. Correlation-based penalty weighting can

also incorporate nonsampling error within the correlation function. However, this

Journal of Official Statistics144

Unauthenticated
Download Date | 3/1/18 10:38 AM



approach may be limited to cases when the relationships between the administrative

variables and the survey response is fairly linear.

A similar problem addressed within the context of the JAS redesign, but not in general is

the handling of poor quality administrative variables. This can occur when only a subset of

the frame has complete records, such as using prior survey data or incomplete databases.

Provided that an accurate measure of uncertainty can be obtained for each observation, the

anticipated variance framework can provide an optimal allocation and stratification.

However, this question is beyond the scope of this research in this article.

Another interesting, but unexplored, area of research within this article is the

importance of model specification for the anticipated moment approach. In the simulated

populations, it is assumed that the model is known. In application, this is an unlikely case.

Therefore, future analysis of the effect of model misspecification, and prospective use of

related goodness-of-fit diagnostics should be explored more thoroughly.

Further acceleration of the proposed method may extend the applicability to larger

populations. Two ways to improve the computational speed of the presented method for

larger populations is through selecting PSUs near stratum boundaries with greater

probability and exchanging multiple PSUs. These PSUs are more likely to be accepted

during exchanges, allowing for faster convergence of the algorithm. The current

implementation already supports the use of static weights to increase the probability that a

particular PSU is selected. However, finding the ideal properties of these weights has not

been considered yet. For these large population sizes moving individual PSUs between

strata may result in infeasible run-time. One solution to this problem is by exchanging

clusters of PSUs or partitioning strata by identifying useful hyperplanes in the space of

administrative variables.
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Components of Gini, Bonferroni, and Zenga Inequality
Indexes for EU Income Data

Leo Pasquazzi1 and Michele Zenga1

In this work we apply a new approach to assess contributions from factor components to
income inequality. The new approach is based on the insight that most (synthetic) inequality
indexes may be viewed as (weighted) averages of point inequality measures, which measure
inequality between population subgroups identified by income. Assessing contributions of
factor components to point inequality measures is usually an easy task, and based on these
contributions it is straightforward to define contributions to the corresponding (synthetic)
overall inequality indexes as well. As we shall show through an analysis of income data from
Eurostat’s European Community Household Panel Survey (ECHP), the approach based on
point inequality measures gives rise to readily interpretable results, which, we believe, is an
advantage over other methods that have been proposed in literature.

Key words: Inequality decomposition; factor components; point inequality measures;
synthetic inequality index.

1. Introduction

A great deal of literature about income inequality is concerned with evaluation of

contributions to inequality from factor components. A common approach to this problem

is to express some given (synthetic) inequality index as sum of terms, with one term

corresponding to each factor component, which are then interpreted as contributions to

inequality. The interpretations are justified by showing that the terms representing the

contributions are functions of some descriptive statistics for the joint distribution of the

factor components and total income. In connection with the well-known Gini index, this

approach has, for example, been applied by Rao (1969); Lerman and Yitzhaki (1984,

1985), and Radaelli and Zenga (2005).

Shorrocks (1982), on the other hand, explores an axiomatic approach. He considers a

broad class of inequality indexes, but is faced with the problem that under a fairly general

set of restrictions there exists an infinite number of potential decomposition rules for every

given inequality index. To solve this nonuniqueness problem, he adds two further

restrictions which imply that the relative contributions (or “proportional contributions” in

his language) from the components are the same for all inequality indexes and are equal to

those corresponding to what he calls the “natural decomposition rule” for the variance. In a
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later paper (Shorrocks 1983) Shorrocks acknowledges that not everyone might agree

on the restrictions imposed to derive the “unique” decomposition rule, but he still defends

that rule by showing that in applications to some empirical datasets it gives rise to

reasonable results.

In the present article we illustrate, through an application to income data from the

European Community Household Panel (ECHP), a new approach to factor component

decomposition. This approach has been recently suggested by Zenga et al. (2012), and was

originally developed for the inequality index I (Zenga 2007a). In a later paper it has been

extended to the Gini and Bonferroni indexes as well (Zenga 2013). The new approach

is based on the fact that these three inequality indexes are, by their original definitions,

(weighted) averages of point inequality measures which measure inequality between

population subgroups identified by income. Defining factor component contributions to

the point inequality measures is, as we shall show below, an easy and straightforward task,

and taking appropriate averages of these contributions yields decomposition rules for the

(synthetic) inequality indexes as well.

The rest of this article is organized as follows. In Section 2 we recall the definitions of

the Gini, Bonferroni, and Zenga indexes in terms of point inequality measures. In Section 3

we show how the decomposition rules based on the point inequality indexes are derived

and in Section 4 we highlight some interesting relations between factor component

contributions to inequality and shares on total population income. Since income

distributions are usually available in the form of survey data with weights associated to

each sample unit, we devoted Section 5 to estimation from survey data. Finally, in

Section 6 we provide an application to data from the 2001 wave of the ECHP in order to

give some insight into the range of possible outcomes. To help the reader to recall the

meaning of certain symbols which we shall introduce in the course of this article, we added

a list of notations at the end of the article.

2. The Gini, Bonferroni, and Zenga Indexes as Averages of

Point Inequality Indexes

Let

y1 # y2 # · · · # yN ð1Þ

denote total income Y of individuals or families belonging to a given population, and let

pi :¼
i

N
; i ¼ 1; 2; : : : ;N; ð2Þ

and

qi :¼

Xi

n¼1
yn

XN

n¼1
yn
; i ¼ 1; 2; : : : ;N; ð3Þ

denote the cumulative population and income shares, respectively. When Gini (1914) first

proposed what later became the virtually most widely used inequality index, he set out

from the fact that the cumulative income shares qi can never exceed their corresponding
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cumulative population shares pi. Thus, he proposed

Ri :¼
pi 2 qi

pi

; i ¼ 1; 2; : : : ;N; ð4Þ

as basic point inequality measures from which he derived the definition of his well-known

synthetic inequality index

R :¼

XN21

i¼1
Ri pi

XN21

i¼1
pi

¼

XN21

i¼1
ð pi 2 qiÞ

XN21

i¼1
pi

: ð5Þ

Thereafter he showed that R is linked to the graph with the Lorenz curve (Lorenz 1905) in

the sense that R is equal to the ratio between the “concentration area” and the area of the

triangle with vertices in (0, 0), ((N 2 1)/N, 0) and (1, 1) (sometimes called the “maximum

concentration area”).

Starting from the observation that the mean income

M2
i ðYÞ :¼

1

i

Xi

n¼1

yn; i ¼ 1; 2; : : : ;N; ð6Þ

of the i “poorest” population members cannot exceed the mean income

MðYÞ :¼ M2
N ðYÞ ¼

1

N

XN

n¼1

yn ð7Þ

of the whole population, Bonferroni (1930) proposed the inequality index

B :¼
1

N 2 1

XN21

i¼1

MðYÞ2 M2
i ðYÞ

MðYÞ
: ð8Þ

As pointed out by DeVergottini (1940), B can also be viewed as unweighted average of the

point inequality measures Ri proposed by Gini (1914). In fact,

MðYÞ2 M2
i ðYÞ

MðYÞ
¼

XN

n¼1
yn

N
2

Xi

n¼1
yn

iXN

n¼1
yn

N

¼
pi 2 qi

pi

¼: Ri:

More recently, Zenga (1984, 2007a) introduced two new types of point inequality

measures and put forward corresponding synthetic inequality indexes. In the present

article we shall consider only the latter proposal. It is based on the point inequality

measures given by

Ii :¼
Mþi ðYÞ2 M2

i ðYÞ

Mþi ðYÞ
; i ¼ N1;N2; : : : ;Nk; ð9Þ
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where

Mþi ðYÞ :¼

1

N 2 i

XN

n¼ iþ1
yi if i ¼ 1; 2; : : : ;N 2 1

yN if i ¼ N

8
><

>:
ð10Þ

and where N1 , N2 , · · · , Nk ¼ N are the cumulative frequencies corresponding to the

k different values taken on by total income Y. Using the point inequality measures Ii, Zenga

(2007a) defined the synthetic inequality index

I :¼
1

N

Xk

s¼1

INs
ns ð11Þ

where n1; n2; : : : ; nk denote the absolute frequencies of the k different values observed for

total income Y.

Notice that as opposed to the indexes proposed by Gini and Bonferroni, Zenga’s

synthetic inequality index I involves only the point inequality measures at

i ¼ N1;N2; : : : ;Nk, which, as will be seen in the next section, makes it easier to apply

the approach to factor component decomposition based on point inequality measures.

Before moving on to factor component decomposition, we provide a brief list of

references regarding the synthetic Zenga index I. Applications to real distributions may be

found in Zenga (2007b), Zenga (2008), and Greselin et al. (2013). Polisicchio (2008),

Polisicchio and Porro (2009), Porro (2008), and Porro (2011) deal with properties of the

curve defined by the point inequality measures Ii and its relation with the Lorenz curve.

Inferential problems related to the I index have been analyzed in Greselin and Pasquazzi

(2009), Greselin et al. (2010), Langel and Tillé (2012), Antal et al. (2011), and Greselin

et al. (2014). As for decomposition rules, Radaelli (2008a) proposed a subgroups

decomposition for the point inequality indexes Ii and the synthetic I index that has been

applied to income data in Radaelli (2007), Radaelli (2008b), and Greselin et al. (2009) and

that has been compared with a subgroups decomposition rule for Gini’s index in Radaelli

(2010). Finally, as already mentioned above, the decomposition rule considered in the

present work has been originally proposed in Zenga et al. (2012) and has been extended to

the Gini and Bonferroni indexes in Zenga (2013).

3. Factor Component Contributions to Inequality

Assume

yi :¼ xi;1 þ xi;2 þ · · ·þ xi;c; i ¼ 1; 2; : : : ;N; ð12Þ

where xi,j denotes the income from factor component Xj of the ith individual or household.

Obviously,

Xi

n¼1

yn ¼
Xi

n¼1

xn;1 þ
Xi

n¼1

xn;2 þ · · ·þ
Xi

n¼1

xn;c
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so that

MðYÞ ¼ MðX1Þ þMðX2Þ þ · · ·þMðXcÞ; i ¼ 1; 2; : : : ;N; ð13Þ

M2
i ðYÞ ¼ M2

i ðX1Þ þM2
i ðX2Þ þ · · ·þM2

i ðXcÞ; i ¼ 1; 2; : : : ;N; ð14Þ

and

Mþi ðYÞ ¼ Mþi ðX1Þ þMþi ðX2Þ þ · · ·þMþi ðXcÞ; i ¼ 1; 2; : : : ;N; ð15Þ

where MðXjÞ, M2
i ðXjÞ and Mþi ðXjÞ are defined as MðYÞ, M2

i ðYÞ and Mþi ðYÞ, respectively,

with xi,j in place of yi. It is important to note that while M2
i ðYÞ is the mean of the i smallest

values observed for total income Y, this is usually not the case for M2
i ðXjÞ. In fact, M2

i ðXjÞ

is the mean of the i smallest values observed for factor component Xj only if Y and Xj are

perfectly rank correlated (the situation is analogous for Mþi ðYÞ and Mþi ðXjÞ).

Using relations (13), (14), and (15) yields simple decomposition rules for the point

inequality indexes Ri and Ii. In fact, it is easily seen that

Ri :¼
MðYÞ2 M2

i ðYÞ

MðYÞ
¼
Xc

j¼1

MðXjÞ2 M2
i ðXjÞ

MðYÞ
; i ¼ 1; 2; : : : ;N;

and

Ii :¼
Mþi ðYÞ2 M2

i ðYÞ

MðYÞ
¼
Xc

j¼1

MþðXjÞ2 M2
i ðXjÞ

MðYÞ
; i ¼ 1; 2; : : : ;N;

so that

R iðXjÞ :¼
MðXjÞ2 M2

i ðXjÞ

MðYÞ
; j ¼ 1; 2; : : : ; c ð16Þ

and

IiðXjÞ :¼
Mþi ðXjÞ2 M2

i ðXjÞ

Mþi ðYÞ
; j ¼ 1; 2; : : : ; c ð17Þ

can be interpreted as contributions from the factor components Xj to Ri and Ii, respectively.

The corresponding relative contributions have a very neat interpretation:

riðXjÞ :¼
R iðXjÞ

Ri

¼
MðXjÞ2 M2

i ðXjÞ

MðYÞ2 M2
i ðYÞ

; i ¼ 1; 2; : : : ;N 2 1; ð18Þ

and

ziðXjÞ :¼
IiðXjÞ

Ii

¼
Mþi ðXjÞ2 M2

i ðXjÞ

Mþi ðYÞ2 M2
i ðYÞ

; i ¼ 1; 2; : : : ;N; ð19Þ

are simply the contributions from factor component Xj to MðYÞ2 M2
i ðYÞ and to

Mþi ðYÞ2 M2
i ðYÞ, respectively (observe that rN is not defined because RN ¼ 0). The

interpretations of riðXjÞ and ziðXjÞ can actually be interchanged since for i ¼

1; 2; : : : ;N 2 1 these relative contributions are always the same. This perhaps
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unexpected result follows immediately from the fact that

N 2 i

N
Mþi ð�Þ2 M2

i ð�Þ
� �

¼ Mð�Þ2 M2
i ð�Þ; i ¼ 1; 2; : : : ;N 2 1: ð20Þ

Based on the contributions RiðXjÞ and IiðXjÞ, it is straightforward to define

contributions to the corresponding synthetic inequality indexes as well. In fact,

R :¼

XN21

i¼1
Ri pi

XN21

i¼1
pi

¼

XN21

i¼1

Xc

j¼1
R iðXjÞ pi

XN21

i¼1
pi

¼
Xc

j¼1

XN21

i¼1
R iðXjÞ pi

XN21

i¼1
pi

;

B :¼
1

N 2 1

XN21

i¼1

Ri ¼
1

N 2 1

XN21

i¼1

Xc

j¼1

R iðXjÞ ¼
Xc

j¼1

1

N 2 1

XN21

i¼1

R iðXjÞ

and

I :¼
1

N

Xk

s¼1

INs
ns ¼

1

N

Xk

s¼1

Xc

j¼1

INs
ðXjÞ ns ¼

Xc

j¼1

1

N

Xk

s¼1

INs
ðXjÞ ns;

and the expressions on the far right suggest to consider

RðXjÞ :¼

XN21

i¼1
R iðXjÞ pi

XN21

i¼1
pi

; j ¼ 1; 2; : : : ; c; ð21Þ

BðXjÞ :¼
1

N 2 1

XN21

i¼1

R iðXjÞ; j ¼ 1; 2; : : : ; c; ð22Þ

and

I ðXjÞ :¼
1

N

Xk

s¼1

INs
ðXjÞ ns; j ¼ 1; 2; : : : ; c; ð23Þ

as contributions to the synthetic inequality indexes R, B, and I, respectively. The

corresponding relative contributions are then given by

r ðXjÞ :¼
RðXjÞ

R
¼

XN21

i¼1
R iðXjÞ pi

XN21

i¼1
Ri pi

¼

XN21

i¼1
riðXjÞRi pi

XN21

i¼1
Ri pi

ð24Þ

bðXjÞ :¼
BðXjÞ

B
¼

XN21

i¼1
R iðXjÞ

XN21

i¼1
Ri

¼

XN21

i¼1
riðXjÞRi

XN21

i¼1
Ri

ð25Þ
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zðXjÞ :¼
I ðXjÞ

I
¼

Xk

s¼1
I Ns
ðXjÞ ns

Xk

s¼1
INs

ns

¼

XN21

i¼1
zNs
ðXjÞ INs

ns
XN21

i¼1
INs

ns

; ð26Þ

and are thus nothing else than weighted averages, with different sets of weights, of

essentially the same relative contributions (recall riðXjÞ ¼ ziðXjÞ for i ¼ 1; 2; : : : ;N 2 1

and for j ¼ 1; 2; : : : ; c). rðXjÞ, bðXjÞ and zðXjÞ can thus be interpreted as average values of

the contributions of the factor components Xj to the N differences MðYÞ2 M2
i ðYÞ or

Mþi ðYÞ2 M2
i ðYÞ.

However, there might be a nonuniqueness problem in the definitions of the

contributions. The problem occurs if there are several population members with the same

total income Y and with different incomes from two or more factor components Xj. In this

case, the values of M2
i ðXjÞ and Mþi ðXjÞ for i – N1;N2; : : : ;Nk depend on the i index

assigned to the population members with same total income Y, and thus the corresponding

contributions R iðXjÞ and I iðXjÞ depend on this assignment as well. It follows that RðXjÞ

andBðXjÞ depend on the way in which the i indexes are assigned, while for I (Xj) this is not

the case, because I (Xj) depends only on the contributions I i(Xj) for i ¼ N1;N2; : : : ;Nk.

Even though in large populations with few repeated values for total income Y this

dependence has little impact on the results, we propose an easy way to neutralize it: instead

of the original definitions, one might consider modified versions of the Gini and

Bonferroni indexes that are weighted averages of the point inequality measures Ri and Bi

just for i ¼ N1;N2; : : : ;Nk. A convenient modified version of the Gini index is for

example given by

R 0 :¼

Xk

s¼1
RNs

rs

Xk

s¼1
rs

ð27Þ

where

rs :¼
Ns ðns þ nsþ1Þ if 1 # s , k

N nk s ¼ k

(
ð28Þ

while for the Bonferroni index we suggest

B 0 :¼
1

N

Xk

s¼1

RNs
ns: ð29Þ

A few comments are due regarding the definitions of R0 and B0. In first place we observe

that in large populations with few repeated values R0 and B0 are close to R and B,

respectively. Second, it is worth noting that the definitions of R0 and B0, as opposed to those

of R and B, include the point inequality measure RN even though RN ¼ 0 for every income

distribution: we made this choice for ease of comparison with the Zenga index which

depends on k point inequality measures as well. Finally, regarding the definition of R0, it is

not difficult to show that it coincides with the ratio between the “concentration area” and

the area of triangle with vertices in (0, 0), (1, 0), and (1, 1) (see the proof in the Appendix).
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The factor component contributions to R0 and B0 are obviously defined as

R0ðXjÞ :¼

Xk

s¼1
RNs
ðXjÞ rs

Xk

s¼1
rs

; j ¼ 1; 2; : : : ; c; ð30Þ

and

B0ðXjÞ :¼
1

N

Xk

s¼1

RNs
ðXjÞ ns; j ¼ 1; 2; : : : ; c; ð31Þ

and the corresponding relative contributions are then given by

r 0ðXjÞ :¼
R0ðXjÞ

R 0
¼

Xk

s¼1
RNs
ðXjÞrs

Xk

s¼1
RNs

rs

¼

Xk

s¼1
rNs
ðXjÞRNs

rs

Xk

s¼1
RNs

rs

ð32Þ

and

b 0ðXjÞ :¼
B0ðXjÞ

B 0
¼

Xk

s¼1
RNs
ðXjÞ ns

Xk

s¼1
RNs

ns

¼

Xk

s¼1
rNs
ðXjÞRNs

ns

Xk

s¼1
RNs

ns

: ð33Þ

4. Contributions to Inequality and Shares on Population Income

As suggested by Zenga et al. (2012), it is instructive to compare the relative contributions

riðXjÞ and ziðXjÞ and their weighted averages rðXjÞ, bðXjÞ, and zðXjÞ (as well as r 0ðXjÞ and

b 0ðXjÞ) with the share

g ðXjÞ :¼

XN

i¼1
xi;j

XN

i¼1
yi

ð34Þ

of their corresponding factor component Xj on total population income. In fact, in the

hypothetical case, the so-called scale transformation hypothesis, where

x i; j ¼ g ðXjÞ yi for every i ¼ 1; 2; : : : ;N;

one would have

M2
i ðXjÞ ¼ g ðXjÞM

2
i ðYÞ and Mþi ðXjÞ ¼ g ðXjÞM

þ
i ðYÞ

for all i ¼ 1; 2; : : : ;N, so that

riðXjÞ ¼ ziðXjÞ ¼ g ðXjÞ for i ¼ 1; 2; : : : ;N 2 1 and zN ¼ g ðXjÞ:

In this case it follows that

r ðXjÞ ¼ bðXjÞ ¼ zðXjÞ ¼ g ðXjÞ:

In real income distributions one should obviously expect that

xi; j – g ðXjÞ yi

Journal of Official Statistics156

Unauthenticated
Download Date | 3/1/18 10:38 AM



for most population members i, but since the deviations xi; j 2 g ðXjÞ yi must sum (over i )

to zero, the scale transformation hypothesis provides a useful benchmark against which to

compare the actual distribution of the factor components. For illustrative purposes we shall

next describe two types of deviations from the scale transformation hypothesis that are

helpful for the interpretation of the relative contributions:

. First, consider the case where

xi; j , g ðXjÞ yi for i ¼ 1; 2; : : : ; i* , N

and

xi; j $ g ðXjÞ yi for i ¼ i * þ 1; i* þ 2; : : : ;N:

Since yi is nondecreasing in i, we can describe this as a situation where all population

members with total income Y below a given threshold value yi * have less income

from factor component Xj than they would have under the scale transformation

hypothesis, while all other (more fortunate) population members have at least as

much income from Xj as they would have under the scale transformation hypothesis.

It is not difficult to show that in this case

M2
i ðXjÞ , g ðXjÞM

2
i ðYÞ and Mþi ðXjÞ . g ðXjÞM

þ
i ðYÞ ð35Þ

for all i ¼ 1; 2; : : : ;N, so that

riðXjÞ ¼ ziðXjÞ . g ðXjÞ for i ¼ 1; 2; : : : ;N 2 1 and zN . g ðXjÞ:

From these inequalities it follows that

rðXjÞ . g ðXjÞ; b ðXjÞ . g ðXjÞ and zðXjÞ . g ðXjÞ: ð36Þ

The first two inequalities hold also with r 0ðXjÞ and b 0ðXjÞ in place of r (Xj) and b(Xj),

respectively.

. The second case is opposite to the first one. It occurs when

xi; j . g ðXjÞ yi for i ¼ 1; 2; : : : ; i* , N

and

xi; j # g ðXjÞ yi for i ¼ i* þ 1; i* þ 2; : : : ;N:

In this case,

M2
i ðXjÞ . g ðXjÞM

2
i ðYÞ and Mþi ðXjÞ , g ðXjÞM

þ
i ðYÞ ð37Þ

for all i ¼ 1; 2; : : : ;N, so that

riðXjÞ ¼ ziðXjÞ , g ðXjÞ for i ¼ 1; 2; : : : ;N 2 1 and zN , g ðXjÞ:

Therefore it follows that

rðXjÞ , g ðXjÞ; bðXjÞ , g ðXjÞ and zðXjÞ , g ðXjÞ: ð38Þ

Also here, the first two inequalities hold also with r0ðXjÞ and b 0ðXjÞ in place of r (Xj)

and b(Xj), respectively.
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The two cases described above are somewhat artificial in that they require that all

population members with total income below (above) a certain threshold value have

smaller (larger) income from factor component Xj than they would have under the scale

transformation hypothesis. Nevertheless, we can regard the inequalities in (36) (and in

(38)) as symptomatic for situations where income from a given factor component Xj tends

to be more concentrated among population members with large (small) total income Y than

total income Y itself. In fact, if g (Xj) is positive (which is usually the case), the inequalities

in (35) imply that

Xi

n¼1
xn; j

XN

n¼1
xn; j

,

Xi

n¼1
yn

XN

n¼1
yn

and

XN

n¼iþ1
xn; j

XN

n¼1
xn; j

.

XN

n¼iþ1
yn

XN

n¼1
yn

for 1 # i # N 2 1, while those in (37) imply that

Xi

n¼1
xn; j

XN

n¼1
xn; j

.

Xi

n¼1
yn

XN

n¼1
yn

and

XN

n¼iþ1
xn; j

XN

n¼1
xn; j

,

XN

n¼iþ1
yn

XN

n¼1
yn

for 1 # i # N 2 1.

5. Estimation from Survey Data

The definitions of the Gini, Bonferroni, and Zenga indexes and the decomposition rules

outlined in Section 3 can be directly applied to population data. In this section we propose

estimators which can be applied to survey data and which should be reasonably well-

behaved for a broad class of sample designs. So let

S ¼ {i1; i2; : : : ; id} ð39Þ

denote a set of indexes corresponding to a sample of d units drawn from the population

U ¼ {1; 2; : : : ;N} and let

wi1 ;wi2 ; : : : ;wid ð40Þ

denote survey weights corresponding to the d sample units in S . In what follows we shall

assume that the survey weights wi are strictly positive and that they are scaled so that

i[S

X
wi ¼ N: ð41Þ
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The estimators we shall propose below do not actually depend on how the survey weights

are scaled. Assumption (41) is only needed to make the estimators look more similar to

their corresponding population quantities.

Now, suppose there are k̂ # d different values for total income Y among the d observed

values in the sample, and denote these values by

~y1 , ~y2 , · · · , ~yk̂
: ð42Þ

For s ¼ 1; 2; : : : ; k̂, let

n̂s :¼
i[S:yi¼~ys

X
wi ð43Þ

denote the sum of the survey weights wi corresponding to the sample units with total

income Y equal to ~ys. Moreover, let

N̂s :¼
Xs

n¼1

n̂n; s ¼ 1; 2; : : : ; k̂; ð44Þ

denote the corresponding cumulative weights. Obviously, N̂
k̂
¼ N. Based on the

cumulative weights define

s ð pÞ :¼ min{s : N̂ŝ $ N p}; p [ ½0; 1�: ð45Þ

Then, use s ð pÞ to define

M̂
2

p ðYÞ :¼

Xs ð pÞ

s¼1
~ys n̂s

Xs ð pÞ

s¼1
n̂s

; ð46Þ

M̂
þ

p ðYÞ :¼

Xk̂

s¼s ð pÞþ1
~ys n̂s

Xk̂

s¼s ð pÞþ1
n̂s

if s ð pÞ , k̂;

~yk̂
if s ð pÞ ¼ k̂;

8
>>>>><

>>>>>:

ð47Þ

and observe that M̂
2

p ðYÞ and M̂
þ

p ðYÞ at p ¼ i/N can be taken as estimators for M2
i ðYÞ and

Mþi ðYÞ, respectively. Note, however, that the estimators M̂
2

p ðYÞ and M̂
þ

p ðYÞ are defined

for every p [ ½0; 1� and that they give rise to right continuous step functions with

discontinuities at p ¼ N̂s=N for s ¼ 1; 2; : : : ; k̂. Obviously, M̂
2

p ðYÞ at p ¼ 1 is equal to the

weighted sample mean

M̂ðYÞ :¼

Xk̂

s¼1
~ys n̂s

Xk̂

s¼1
n̂s

: ð48Þ

On the other hand, M̂
þ

p ðYÞ at p ¼ 0 is larger than the weighted sample mean M̂ðYÞ, unless

there are no different values for total income Y in the sample in which case M̂
þ

p ðYÞ would

not be defined for any p [ ½0; 1�. The latter case is obviously not of interest in

applications.
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To estimate the point inequality measures, let

R̂p :¼
M̂

2

p ðYÞ2 M̂ðYÞ

M̂ðYÞ
ð49Þ

and

Îp :¼
M̂
þ

p ðYÞ2 M̂
2

p ðYÞ

M̂;þp ðYÞ
; ð50Þ

and, as before, put p ¼ i=N to get estimators for Ri and Ii, respectively.

Next, consider the synthetic inequality indexes. To define an estimator for R 0, let

r̂s :¼
N̂s ðn̂s þ n̂sþ1Þ if 1 # s , k̂

N̂
k̂

n̂k if s ¼ k̂

8
<

: ð51Þ

and use r̂s in place of the weights rs and R̂p at p ¼ N̂s=N in place of RNs
in the definition of

R 0. The resulting estimator is then given by

R̂ 0 :¼

Xk̂

s¼1
R̂N̂s=N r̂s

Xk̂

s¼1
r̂s

ð52Þ

and, under suitable conditions, it can be used to estimate R as well. Similar reasoning

suggests that B 0 and B can be estimated by

B̂ 0 :¼
1

N̂
k̂

Xk̂

s¼1

R̂N̂s=N n̂s ð53Þ

and that

Î :¼
1

N̂
k̂

Xk̂

s¼1

ÎN̂s=N n̂s: ð54Þ

can be used to estimate I.

Now, consider the population quantities involving the factor components Xj. For their

estimation we shall employ the weighted averages given by

~xs; j :¼

X
i[S:yi¼~ys

xi; j wi
X

i[S:yi¼~ys

wi

¼
1

n̂s i[S:yi¼~ys

X
xi; j wi; ð55Þ

for s ¼ 1; 2; : : : ; k̂ and j ¼ 1; 2; : : : ; c. Note that ~xs; j is the weighted average of income

from factor component Xj among the sample units with total income equal to ~ys. Using

M̂
2

p ðXjÞ and M̂
þ

p ðXjÞ to indicate M̂
2

p ðYÞ and M̂
þ

p ðYÞ with ~xs; j in place of ~ys, we define the
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step functions

R̂pðXjÞ :¼
M̂

2

p ðXjÞ2 M̂ðXjÞ

M̂ðYÞ
ð56Þ

and

Î pðXjÞ :¼
M̂
þ

p ðXjÞ2 M̂
2

p ðXjÞ

M̂
þ

p ðYÞ
; ð57Þ

which, at p ¼ i/N, provide estimates for the contributions R i(Xj) and I i(Xj). Based on the

step functions R̂pðXjÞ and Î pðXjÞ we further construct estimators for the contributions

R 0ðXjÞ, B 0ðXjÞ and I ðXjÞ. These are given by

R̂ 0 ðXjÞ :¼

Xk̂

s¼1
R̂ N̂s=NðXjÞ r̂s

Xk̂

s¼1
r̂s

; ð58Þ

B̂ 0ðXjÞ :¼
1

N̂
k̂

Xk̂

s¼1

R̂ N̂s=NðXjÞ n̂s ð59Þ

and

Î ðXjÞ :¼
1

N̂k̂

Xk

s¼1

Î N̂s=NðXjÞ n̂s ð60Þ

Also here, under suitable conditions, we can regard R̂ 0ðXjÞ and B̂ 0ðXjÞ as well as

estimators of RðXjÞ and BðXjÞ, respectively.

Since

Xc

j¼1

M̂
2

p ðXjÞ ¼ M̂
2

p ðYÞ and
Xc

j¼1

M̂
þ

p ðXjÞ ¼ M̂
þ

p ðYÞ

for every p [ ½0; 1� (as for the corresponding population quantities), it follows that the

relations

Xc

j¼1

R̂pðXjÞ ¼ R̂p;
Xc

j¼1

R̂ 0ðXjÞ ¼ R̂ 0;
Xc

j¼1

B̂ 0ðXjÞ ¼ B̂ 0

and

Xc

j¼1

Î pðXjÞ ¼ Îp;
Xc

j¼1

Î ðXjÞ ¼ Î:

hold true for the estimators as well.
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To estimate the relative contributions to the point inequality measures we can use the

values taken on by the step functions

r̂pðXjÞ :¼
R̂pðXjÞ

R̂p

¼
M̂

2

p ðXjÞ2 M̂ðXjÞ

M̂
2

p ðYÞ2 M̂ðYÞ
ð61Þ

and

ẑpðXjÞ :¼
Î pðXjÞ

Îp

¼
M̂
þ

p ðXjÞ2 M̂
2

p ðXjÞ

M̂
þ

p ðYÞ2 M̂
2

p ðYÞ
ð62Þ

at p ¼ i/N for i ¼ 1, 2, : : : , N. Note that, as for the corresponding population quantities,

r̂pðXjÞ is not defined for p [ ðN̂
k̂21

=N; 1�, and that for p [ ½0; N̂
k̂21

=N �

r̂pðXjÞ ¼ ẑpðXjÞ; j ¼ 1; 2; : : : ; c;

since an obvious generalization of relation (20) holds for weighted means as well. Taking

appropriate averages finally yields

r̂0ðXjÞ :¼
R̂ 0ðXjÞ

R̂ 0
¼

Xk̂

s¼1
r̂N̂s=NðXjÞ R̂N̂s=N r̂s

Xk̂

s¼1
R̂N̂s=N r̂s

; ð63Þ

b̂ 0ðXjÞ :¼
B̂ 0ðXjÞ

B̂
¼

Xk̂

s¼1
r̂N̂s=NðXjÞ R̂N̂s=N n̂s

Xk̂

s¼1
R̂N̂s=N n̂s

ð64Þ

and

ẑðXjÞ :¼
R̂ðXjÞ

R̂
¼

Xk̂

s¼1
r̂N̂s=NðXjÞ R̂N̂s=N n̂s

Xk̂

s¼1
R̂N̂s=N n̂s

ð65Þ

as estimators of r0ðXjÞ, b
0ðXjÞ and zðXjÞ. Again, under suitable conditions, the former two

estimators can be used to estimate r ðXjÞ and bðXjÞ as well.

Finally, to estimate the shares g ðXjÞ, one can simply use

ĝ ðXjÞ :¼

X
i[S

xi; j wiX
i[S

wi

¼

Xk̂

s¼1
~xs; j n̂s

Xk̂

s¼1
n̂s

; j ¼ 1; 2; : : : ; c: ð66Þ

It is not difficult to check that the relations between the relative contributions and the

shares outlined in Section 4 hold for the estimates obtained from the estimators defined in

the present section as well.
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6. Application to ECHP Income Data

The European Community Household Panel (ECHP) is a multi-purpose annual longitudinal

survey covering the time span between 1994 and 2001. Its aim is to provide comparable

information from EU countries. It is centrally designed and coordinated by Eurostat and

covers topics such as demographics, labor force behavior, income, health, education and

training, housing, migration, and so on. The objective of the ECHP is to represent the

population of the EU at individual and household level. More information about this survey

may be found in the accompanying documentation (see Eurostat 1996; Eurostat 2003a;

Eurostat 2003b; Eurostat 2002; Eurostat 2003c; Eurostat 2003d; Eurostat 2003e).

In the present work we analyze data about household income from the Users’ Database

(UDB) referring to the 2001 wave of the ECHP. Information on income is collected very

detailed in the ECHP questionnaire. Some of the income components are collected at

household level, while others are collected for each individual in sample households. In

order to have complete information at both household and individual level, household

income components are shared among its members aged over 16, and personal income

components are aggregated for the whole household. To be specific, income components

collected at household level are: property and rental income, social assistance and housing

allowances. All other income components are collected individually among persons aged

over 16 who reside in sample households. As for taxes, some of the income components

are collected net and others gross of taxes. To allow for the computation of comparable net

values, the survey provides net/gross ratios for each household (variable HI020 in the

Household-file of the UDB; except for the country-specific informations provided in

Table 2, all other variables listed in this work are included in the Household-file).

Below we shall apply the estimators of Section 5 to evaluate the contributions from

several income components to inequality in the distribution of total net household income

(variable HI100). To avoid excessive scattering of the contributions among a large number

of income components, we shall aggregate the latter into four main components:

. Wage and salary income (X1 :¼ variable HI111). This income component includes

wages and salary payments and any other form of pay for work as an employee or

apprentice.

. Self-employment income (X2 :¼ variable HI112). This includes any income from

self-employment such as own business, professional practice or farm, working as

free-lance or subcontractor, providing services or selling goods on own account.

. Other income components (X3 :¼ the sum of variables HI121, HI122, HI123 and

HI140). This includes capital income (variable HI121), income from property and

rents (variable HI122), private transfers (variable HI123) and adjustments for within

household non-response (variable HI140).

. Social transfers (X4 :¼ variable HI130). This includes unemployment related

benefits, pension or benefit relating to old-age or retirement, survivor’s pension or

benefits for widows or orphans, family related benefits, benefits relating to sickness or

invalidity, education related allowances and any other social benefits.

Except for the samples from France and Finland, the variables HIxxx in the UDB contain

amounts of income net of taxes. For households where these variables are filled (the
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variables referring to the income components are always filled if the net household income

variable HI100 is filled; however, for all countries, except Luxembourg, there are a few

households where the value of the net household income variable is missing), the reported

net values are consistent in the sense that

net household income ðY :¼ HI100Þ :¼

:¼ wage and salary income ðX1 :¼ HI111Þþ

þ self employment income ðX2 :¼ HI112Þ þ

þ other income components

ðX3 :¼ HI121þ HI122þ HI123þ HI140Þ þ

þ social transfers income ðX4 :¼ HI130Þ:

For households belonging to the samples from France and Finland, the variables HI111,

HI112, HI130, HI121, HI122, and HI123 report gross values, which must be converted

into net values through multiplication by variable HI020 (the household net/gross ratio),

while all other variables HIxxx still contain net values. Thus, for the households included

in the samples from France and Finland,

net household income ðY :¼ HI100Þ :¼

:¼ wage and salary income ðX1 :¼ HI111Þ þ

þ self employment income ðX2 :¼ HI020 £ HI112Þ þ

þ other income components

ðX3 :¼ HI020 £ ðHI121þ HI122þ HI123Þ þ HI140Þ

þ social transfers income ðX4 :¼ HI020 £ HI130Þ:

Finally, as for the sample weights wi, we shall follow a suggestion given in Eurostat

(2003a) and use the cross-sectional household weights provided in the Household-file

of the UDB (variable HG004). In fact, in the ECHP each household with completed

household interview has its own nonnegative cross-sectional household weight HG004,

and these weights are scaled to make sure that their sum over all interviewed households

in each country equals the number d * of interviewed households within the country.

However, since for all countries except Luxembourg there are some sample households for

which the net household income variable Y :¼HI100 is not filled, the final samples S we

shall use for estimation comprise d # d * households. Table 1 reports the values of d *, d

and the relative weight u of the sample households for which the total net household

income HI100 is missing (i.e., u is the ratio between the sum of the cross-sectional

household weights for sample households where the total net income variable HI100 is

missing and d *). Note that there is no country for which u exceeds two percent.

Now, consider Table 2. For each of the 15 countries included in the ECHP, Table 2

reports the population size, the number of households and the average household size as

from the Country-file included in the UDB provided by Eurostat. Besides this general

informations, Table 2 reports also the final sample sizes d used for estimation and some

estimates regarding the distribution of net household income Y. The estimates for the
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median were obtained from the estimator

dMedianMedianðYÞ :¼ ~ys * ;

where, in the notation of Section 5, s* is the smallest integer s, 1 # s # k̂, such that

N̂s *=N $ 0:5. Observe that the countries in Table 2 are ordered according to the estimates

R̂ 0 of the Gini index.

Next, consider the contributions in Table 3:

. Wage and salary income, with shares ĝ ðX1Þ between 0.482 in Greece and 0.680 in

Denmark, accounts for the largest share on total population income Y in all 15

countries. To understand how this factor component affects inequality, we first

observe that the contributions r̂ 0ðX1Þ, b̂
0ðX1Þ and ẑðX1Þ are clearly larger than ĝ ðX1Þ

which suggests that wage and salary income tends to be more concentrated among

high income households than total income Y itself.

To assess the impact on inequality at different levels p of the income distribution,

we shall next examine the relative contributions r̂pðX1Þ: we find that r̂pðX1Þ . ĝ ðX1Þ

for all countries for all values of p reported in Table 3, and that the trend of r̂pðX1Þ is

quite similar in all countries: r̂pðX1Þ tends to increase for 0 , p # 0.25 and to

decrease for p . 0.75. For the interpretation of the relative contributions, recall that

r̂pðX1Þ is the ratio between Mþp ðX1Þ2 M2
p ðX1Þ and Mþp ðYÞ2 M2

p ðYÞ. In Italy, for

example, r̂0:50ðX1Þ ¼ 0:661 indicates that the difference between the means of wage

and salary income among the households belonging to the upper half of the income

distribution an those belonging to the lower half is equal to 0.661 times the difference

between the corresponding means of total income Y.

Table 1. Sample sizes in the 2001 wave of the ECHP.

Country d * d (d * 2 d )/d * u

Ireland 1,760 1,757 0.002 0.001
Denmark 2,283 2,279 0.002 0.001
Belgium 2,362 2,342 0.008 0.010
Luxembourg 2,428 2,428 0.000 0.000
Austria 2,544 2,535 0.004 0.002
Finland 3,115 3,106 0.003 0.002
Greece 3,916 3,895 0.005 0.006
Portugal 4,614 4,588 0.006 0.005
UK 4,819 4,779 0.008 0.009
Netherlands 4,851 4,824 0.006 0.005
Spain 4,966 4,950 0.003 0.003
Sweden 5,680 5,085 0.105 0.020
France 5,345 5,247 0.018 0.015
Italy 5,606 5,525 0.014 0.012
Germany 5,563 5,559 0.001 0.003

Legend: d * is the number of interviewed households which coincides with the sum of the cross-sectional

household weights HG004; d is the number of households used for estimation of the inequality indexes and the

contributions to inequality from the four factor components, that is, number of households for which the net

household income variable Y :¼HI100 is filled; u is the ratio between the sum of the cross-sectional household

weights for which Y is not filled and d *.
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ĝ
ð�
Þ

r̂
0
:0

5
ð�
Þ

r̂
0
:1

0
ð�
Þ

r̂
0
:2

5
ð�
Þ

r̂
0
:5

0
ð�
Þ

r̂
0
:7

5
ð�
Þ

r̂
0
:9

0
ð�
Þ

r̂
0
:9

5
ð�
Þ

r̂
0 ð
�
Þ

b̂
0 ð
�
Þ

zð
�
Þ

X
1

0
.6

8
0

0
.7

6
2

0
.8

2
2

0
.9

2
8

1
.0

1
8

0
.9

6
1

0
.7

7
3

0
.6

7
5

0
.9

4
5

0
.9

0
8

0
.8

9
0

X
2

0
.0

5
1

0
.0

6
1

0
.0

6
6

0
.0

7
9

0
.0

9
5

0
.1

1
0

0
.1

7
5

0
.2

1
7

0
.1

0
2

0
.0

8
6

0
.1

0
8

X
3

0
.0

4
3

0
.0

3
9

0
.0

3
8

0
.0

4
0

0
.0

3
6

0
.0

3
8

0
.0

6
7

0
.0

6
4

0
.0

3
9

0
.0

3
8

0
.0

4
2

X
4

0
.2

2
6

0
.1

3
8

0
.0

7
3

2
0

.0
4

7
2

0
.1

4
9

2
0

.1
0

9
2

0
.0

1
4

0
.0

4
4

2
0

.0
8

6
2

0
.0

3
2

2
0

.0
4

0

p
¼

0
.0

5
p
¼

0
.1

0
p
¼

0
.2

5
p
¼

0
.5

0
p
¼

0
.7

5
p
¼

0
.9

0
p
¼

0
.9

5
R̂
0

B̂
0

Î
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ĝ
ð�
Þ

r̂
0
:0

5
ð�
Þ

r̂
0
:1

0
ð�
Þ

r̂
0
:2

5
ð�
Þ

r̂
0
:5

0
ð�
Þ

r̂
0
:7

5
ð�
Þ

r̂
0
:9

0
ð�
Þ

r̂
0
:9

5
ð�
Þ

r̂
0 ð
�
Þ

b̂
0 ð
�
Þ

zð
�
Þ

X
1

0
.6

1
2

0
.6

7
6

0
.7

2
5

0
.8

0
8

0
.8

1
4

0
.8

0
9

0
.7

0
7

0
.6

0
8

0
.7

9
1

0
.7

7
2

0
.7

5
8

X
2

0
.0

7
0

0
.0

7
8

0
.0

8
4

0
.0

9
4

0
.1

1
0

0
.1

3
7

0
.1

7
2

0
.2

1
1

0
.1

1
9

0
.1

0
3

0
.1

1
7

X
3

0
.0

5
3

0
.0

5
3

0
.0

6
0

0
.0

6
5

0
.0

7
5

0
.0

9
9

0
.1

6
1

0
.2

3
1

0
.0

9
0

0
.0

7
5

0
.0

9
8

X
4

0
.2

6
6

0
.1

9
3

0
.1

3
2

0
.0

3
4

0
.0

0
0

2
0

.0
4

5
2

0
.0

4
0

2
0

.0
5

1
0

.0
0

1
0

.0
5

0
0

.0
2

7

p
¼

0
.0

5
p
¼

0
.1

0
p
¼

0
.2

5
p
¼

0
.5

0
p
¼

0
.7

5
p
¼

0
.9

0
p
¼

0
.9

5
R̂
0

B̂
0

Î
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ĝ
ð�
Þ

r̂
0
:0

5
ð�
Þ

r̂
0
:1

0
ð�
Þ

r̂
0
:2

5
ð�
Þ

r̂
0
:5

0
ð�
Þ

r̂
0
:7

5
ð�
Þ

r̂
0
:9

0
ð�
Þ

r̂
0
:9

5
ð�
Þ

r̂
0 ð
�
Þ

b̂
0 ð
�
Þ

zð
�
Þ

X
1

0
.6

3
5

0
.7

3
3

0
.7

7
1

0
.8

5
9

0
.8

8
2

0
.8

4
7

0
.7

3
7

0
.6

7
4

0
.8

4
3

0
.8

2
5

0
.8

1
2

X
2

0
.0

4
2

0
.0

5
4

0
.0

6
0

0
.0

6
5

0
.0

7
8

0
.1

1
5

0
.1

4
3

0
.1

5
5

0
.0

9
2

0
.0

7
7

0
.0

9
1

X
3

0
.0

5
0

0
.0

6
3

0
.0

6
2

0
.0

6
4

0
.0

7
1

0
.0

8
5

0
.1

2
5

0
.1

6
9

0
.0

7
9

0
.0

7
1

0
.0

8
5

X
4

0
.2

7
3

0
.1

5
1

0
.1

0
7

0
.0

1
2

2
0

.0
3

2
2

0
.0

4
7

2
0

.0
0

5
0

.0
0

2
2

0
.0

1
5

0
.0

2
8

0
.0

1
2

p
¼

0
.0

5
p
¼

0
.1

0
p
¼

0
.2

5
p
¼

0
.5

0
p
¼

0
.7

5
p
¼

0
.9

0
p
¼

0
.9

5
R̂
0

B̂
0

Î
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Î p
0

.8
1

2
0

.7
3

5
0

.6
5

6
0

.5
9

5
0

.5
7

6
0

.6
1

1
0

.6
5

7
–

–
0

.6
4

3

P
o

rt
u

g
al

ĝ
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. Self-employment income. The share ĝ ðX2Þ of self-employment income on total

population income may vary a lot from country to country. In fact, it ranges from

ĝ ðX2Þ ¼ 0:018 in Sweden to ĝ ðX2Þ ¼ 0:210 in Greece. Apart from Greece, the group

of countries with large shares ĝ ðX2Þ includes Italy (ĝ ðX2Þ ¼ 0:162), Spain

(ĝ ðX2Þ ¼ 0:145), Ireland (ĝ ðX2Þ ¼ 0:137) and Portugal (ĝðX2Þ ¼ 0:124). The

contributions r̂ 0ðX2Þ, b̂ 0ðX2Þ and ẑðX2Þ do clearly exceed ĝðX2Þ in all countries

except for Sweden, indicating that also this factor component tends to be more

concentrated among high income households than total income Y. The relative

contributions r̂pðX2Þ are, except for Sweden, clearly larger than ĝðX2Þ at all levels of

p reported in Table 3, and they tend to increase as p gets larger. In many countries

the increasing trend is quite marked starting from p ¼ 0.5.

. Other income components. The share of income from this component is about

ĝðX3Þ ¼ 0:050 in all countries except for Belgium and the United Kingdom, where

ĝðX3Þ ¼ 0:108 and ĝ ðX3Þ ¼ 0:132, respectively. The contributions r̂ 0ðX3Þ, b̂
0ðX3Þ,

and ẑðX3Þ do slightly exceed ĝðX3Þ in most countries, indicating that, like for the

former two factor components, the distribution of the other income components X3

tends to exacerbate inequality in total income Y as well. The largest contributions

r̂0ðX3Þ, b̂
0ðX3Þ, and ẑðX3Þ are observed in those countries where the share ĝðX3Þ is also

largest, that is, Belgium and the United Kingdom. Inspection of the relative

contributions r̂pðX3Þ reveals an increasing trend in most countries. In some countries

like Belgium, Finland, Sweden, and the United Kingdom the increasing trend is quite

marked in the final part of the income distribution (i.e., for p $ 0.75).

. Social transfers, with shares ĝðX4Þ between 0.190 in Ireland, and 0.323 in Sweden,

is the second largest factor component in all considered countries. As expected, the

relative contributions r̂ 0ðX4Þ, b̂ 0ðX4Þ, and ẑðX4Þ are clearly smaller than ĝ ðX4Þ,

confirming that the distribution of this income component has an offsetting impact

on inequality. In Belgium, Denmark, Ireland, Luxembourg, and the United Kingdom

some of the relative contributions r̂ 0ðX4Þ, b̂
0ðX4Þ, and/or ẑðX4Þ are even negative. As

for the relative contributions r̂pðX4Þ, they are for all countries smaller than ĝ ðX4Þ at

all levels of p reported in Table 3, and they exhibit a decreasing trend in the initial

part of the income distribution up to p ¼ 0.50, and are thereafter almost constant,

except for Sweden, where the decreasing trend holds on up to p ¼ 0.75, and for

Denmark, where r̂pðX4Þ increases after p ¼ 0.500.
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Appendix

In this appendix we prove that R 0 as defined in (27) and (28) is the ratio between the

concentration area (i.e., the area between the Lorenz curve and the straight line which joins

the origin (0, 0) with the point (1, 1)) and the area of the triangle with vertices in (0, 0),

(1, 0) and (1, 1).

So let Ps :¼ pNs
and Qs :¼ qNs

, s ¼ 1; 2; : : : ; k 2 1, be the abscissa and ordinate values

of the points at which the slope of the Lorenz curve changes. It is not difficult to see that

the conentration area is given by the sum of

. the area of the triangle with vertices in (0, 0), (P1, P1) and (P1, Q1), which is given by

A1 ¼
ðP1 2 Q1ÞP1

2

¼ RN1

P2
1

2

. the sum of areas of the k 2 2 trapezoids with vertices in (Ps21, Qs21), (Ps21, Ps21),

(Ps, Qs) and (Ps, Ps), s ¼ 2; 3; : : : ; k 2 1, which are given by

As ¼
½ðPs21 2 Qs21Þ þ ðPs 2 QsÞ� ðPs 2 Ps21Þ

2

¼ RNs21

Ps21 ðPs 2 Ps21Þ

2
þ RNs

Ps ðPs 2 Ps21Þ

2

. the area of the triangle with vertices in ðPk21;Qk21Þ, ðPk21;Pk21Þ and (1, 1), which is

given by

Ak ¼
ðPk21 2 Qk21Þ ð1 2 Pk21Þ

2

¼ RNk21

Pk21 ð1 2 Pk21Þ

2

Thus, the concentration area is given by

Xk

s¼1

As ¼ RN1

P2
1

2
þ
Xk21

s¼2

RNs21

Ps21 ðPs 2 Ps21Þ

2
þ

þ
Xk21

s¼2

RNs

Ps ðPs 2 Ps21Þ

2
þ RNk21

Pk21 ð1 2 Pk21Þ

2
:

Setting P0 :¼ 0 and Pk :¼ 1, the concentration area can also be written as

Xk

s¼1

As ¼
Xk

s¼2

RNs21

Ps21 ðPs 2 Ps21Þ

2
þ
Xk21

s¼1

RNs

Ps ðPs 2 Ps21Þ

2
:
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Using the fact that

Xk

s¼2

RNs21

Ps21 ðPs 2 Ps21Þ

2
¼
Xk21

s¼1

RNs

Ps ðPsþ1 2 PsÞ

2
;

it is easily seen that

Xk

s¼1

As ¼
Xk21

s¼1

RNs
r*

s ; ð67Þ

with

r*
s :¼

PsðPsþ1 2 Ps21Þ

2
; s ¼ 1; 2; : : : ; k 2 1;

Next, consider the hypothetical case where

Q1 ¼ Q2 ¼ · · · ¼ Qk21 ¼ 0:

In this case the concentration area would be given by the area of the triangle with vertices

in (0, 0), (Pk21, 0) and (1, 1), which is

Xk

s¼1

As ¼
Pk21

2
; ð68Þ

and since we would have

RN1
¼ RN2

¼ · · · ¼ RNk21
¼ 1;

it follows from (67) and (68) that

Xk21

s¼1

r*
s ¼

Pk21

2
:

Thus, if we set

r*
k :¼

1 2 Pk21

2
;

we get

Xk

s¼1

r*
s ¼

1

2
; ð69Þ

and since RNk
¼ RN ¼ 0 for every income distribution, it follows that the ratio between the

concentration area and the area of triangle with vertices in (0, 0), (1, 0) and (1, 1) is given

by (use (67) and (69))

2
Xk

s¼1

As ¼ 2
Xk

s¼1

RNs
r*

s ¼

Xk

s¼1
RNs

r*
sXk

s¼1
r*

s

:

Rescaling the weights r*
s through multiplication by 2 N 2 yields finally the definition of R 0

in (27) and (28).
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List of Notations

Symbol Equation Meaning

N (1) Number of population members

yi for i ¼ 1, 2, : : : , N (1) Total incomes of the population members

Y (1) Symbol to indicate the total income variable

pi for i ¼ 1, 2, : : : , N (2) Cumulative population shares

qi for i ¼ 1, 2, : : : , N (3) Cumulative income shares

Ri for i ¼ 1, 2, : : : , N (4) Gini’s point inequality measures

R (5) Gini’s synthetic inequality index

M2
i ðYÞ for i ¼ 1, 2, : : : , N (6) Mean income of the i “poorest” population members,

i.e., the i population members with smallest total

income Y

M(Y) (7) Mean income of the whole population

B (8) Bonferroni’s synthetic inequality index

Ii for i ¼ 1, 2, : : : , N (9) Zenga’s point inequality indexes

k (9) Number of different values among y1, y2, : : : , yN

Nj for j ¼ 1, 2, : : : , k (9) Cumulative frequencies corresponding to different values

among y1, y2, : : : , yN

Mþi ðYÞ for i ¼ 1, 2, : : : , N (10) Mean income of the n 2 i “richest” population members,

i.e., the n 2 i population members with largest

total income Y

I (11) Zenga’s synthetic inequality index

nj for j ¼ 1, 2, : : : , k (11) Absolute frequencies corresponding to different values

among y1, y2, : : : , yN

c (12) Number of factor components

xi, j for i ¼ 1, 2, : : : , N

and for j ¼ 1, 2, : : : , c

(12) Incomes from the c factor components

Xj for j ¼ 1, 2, : : : , c (13) Symbols to indicate factor components

M(Xj) for j ¼ 1, 2, : : : , c (13) Population means of the factor components

M2
i ðXjÞ for i ¼ 1, 2, : : : , N

and for j ¼ 1, 2, : : : , c

(14) Mean incomes from the factor components among

the i “poorest” population members, that is, among the

i population members with smallest total income Y

Mþi ðXjÞ for i ¼ 1; 2; : : : ; N

and for j ¼ 1; 2; : : : ; c

(15) Mean incomes from the factor components among

the n 2 i “richest” population members, that is, among

the n 2 i population members with largest

total income Y

R i(Xj) for i ¼ 1; 2; : : : ; N

and for j ¼ 1; 2; : : : ; c

(16) Contribution to the Gini point inequality index Ri from

factor component Xj

I i(Xj) for i ¼ 1; 2; : : : ; N

and for j ¼ 1; 2; : : : ; c

(17) Contribution to the Zenga point inequality index Ii from

factor component Xj

ri(Xj) for i ¼ 1; 2; : : : ; N

and for j ¼ 1; 2; : : : ; c

(18) Relative contribution to the Gini point inequality index Ri

from factor component Xj

ziðXjÞ for i ¼ 1; 2; : : : ; N

and for j ¼ 1; 2; : : : ; c

(19) Relative contribution to the Zenga point inequality index Ii

from factor component Xj

R(Xj) for j ¼ 1; 2; : : : ; c (21) Contribution to Gini’s synthetic inequality index R from

factor component Xj

B(Xj) for j ¼ 1; 2; : : : ; c (22) Contribution to Bonferroni’s synthetic inequality index B

from factor component Xj

I (Xj) for j ¼ 1; 2; : : : ; c (23) Contribution to Zenga’s synthetic inequality index I

from factor component Xj
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Symbol Equation Meaning

r (Xj) for j ¼ 1; 2; : : : ; c (24) Relative contribution to Gini’s synthetic inequality index

R from factor component Xj

b(Xj) for j ¼ 1; 2; : : : ; c (25) Relative contribution to Bonferroni’s synthetic inequality

index B from factor component Xj

zðXjÞ for j ¼ 1; 2; : : : ; c (26) Relative contribution to Zenga’s synthetic inequality index

I from factor component Xj

R0 (27) Modified version of Gini’s synthetic inequality index

rs (28) Weights in Gini’s synthetic inequality index

B0 (29) Modified version of Bonferroni’s synthetic inequality index

R0(Xj) for j ¼ 1; 2; : : : ; c (30) Contribution to the modified version R0 of Gini’s synthetic

inequality index from factor component Xj

B0(Xj) for j ¼ 1; 2; : : : ; c (31) Contribution to the modified version B0 of Bonferroni’s

synthetic inequality index from factor component Xj

r0(Xj) for j ¼ 1; 2; : : : ; c (32) Relative contribution from factor component Xj to the

modified version of Gin’s synthetic inequality index

b0(Xj) for j ¼ 1; 2; : : : ; c (33) Relative contribution from factor component Xj to the

modified version of Bonferroni’s synthetic

inequality index

g (Xj) for j ¼ 1 ; 2; : : : ; c (34) Share of factor component Xj on total population income

S (39) Set of indexes i identifying population units belonging

to a sample

d (39) Sample size, i.e., number of indexes i in S.

Note that in the application of Section 6 we considered for

estimation only sample households for which the net

household income variable Y :¼HI100 is filled.

Thus, the samples S used for estimation do not comprise

all interviewed households: in fact, for every country

there are some interviewed households for which the

net household income variable Y :¼HI100 is not

filled (see Table 1).

wi for i [ S (40) Survey weights corresponding to the sample units i [ S

k̂ (42) Number of sample units with different total income Y

~y1 , ~y2 , · · · , ~yk̂
(42) Different values of total income Y among sample units

n̂s for s ¼ 1; 2; : : : ; k̂ (43) Sum of survey weights corresponding to the sample units

with total income Y equal to ~ys

N̂s for s ¼ 1; 2; : : : ; k̂ (44) Cumulative survey weights corresponding to different

values of total income Y in the sample

s ( p) for p [ ½0; 1� (45) s ðpÞ :¼ min fs : N̂s $ N pg, that is, number of different

values ~ys of total income Y among sample units with

total income not larger the pth sample quantile

of total income

M̂
2

p ðYÞ for p [ ½0; 1� (46) Weighted mean of total income Y among sample units with

total income not larger than the pth sample quantile ~ysð pÞ

M̂
þ

p ðYÞ for p [ ½0; 1� (47) Weighted mean of total income Y among sample units with

total income larger than the pth sample quantile ~ys ð pÞ

M̂ðYÞ for p [ ½0; 1� (48) Weighted sample mean of total income Y

R̂p for p [ ½0; 1� (49) Estimates for Gini’s point inequality measures

Îp for p [ ½0; 1� (50) Estimates for Zenga’s point inequality measures
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Symbol Equation Meaning

r̂s for s ¼ 1; 2; : : : ; k̂ (51) Estimates for the weights in the modified version of

Gini’s synthetic inequality index R 0

R̂ 0 (52) Estimate for the modified version R 0 of Gini’s synthetic

inequality

B̂ 0 (53) Estimate for the modified version B0 of Bonferroni’s

synthetic inequality

Î (54) Estimate for Zenga’s synthetic inequality index I

~xs;j for s ¼ 1; 2; : : : ; k̂

and for j ¼ 1; 2; : : : ; c

(55) Weighted average of income from factor component

Xj among the sample units with total income equal to ~ys

R̂pðXjÞ for p [ ½0; 1�

and for j ¼ 1; 2; : : : ; c

(56) Sample estimate for the contribution R i(Xj)

at i ¼ dN pe

Î pðXjÞ for p [ ½0; 1�

and for j ¼ 1; 2; : : : ; c

(57) Sample estimate for the contribution I p(Xj)

at i ¼ dN pe

R̂ðXjÞ for j ¼ 1; 2 ; : : : ; c (58) Sample estimate for the contribution R0(Xj)

B̂ðXjÞ for j ¼ 1; 2; : : : ; c (59) Sample estimate for the contribution B0(Xj)

Î ðXjÞ for j ¼ 1; 2; : : : ; c (60) Sample estimate for the contribution I (Xj)

r̂pðXjÞ for p [ ½0; N̂
k̂21

=N�

and for j ¼ 1; 2; : : : ; c

(61) Sample estimate for the relative contribution

riðXjÞ at i ¼ dN pe

ẑpðXjÞ for p [ ½0; N̂
k̂21

=N�

and for j ¼ 1; 2; : : : ; c

(62) Sample estimate for the relative contribution

ziðXjÞ at i ¼ dN pe

r̂ðXjÞ for j ¼ 1; 2; : : : ; c (63) Sample estimate for the relative contribution r0ðXjÞ

b̂ðXjÞ for j ¼ 1; 2; : : : ; c (64) Sample estimate for the relative contribution b0ðXjÞ

ẑðXjÞ for j ¼ 1; 2; : : : ; c (65) Sample estimate for the relative contribution zðXjÞ

ĝðXjÞ for j ¼ 1; 2; : : : ; c (66) Sample estimate for the share of factor component Xj

on total population income
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Calabria 25–27 giugno 2008. Sessione plenaria, Sessioni specializzate, Sessioni

spontanee (cd), edited by CLEUP – Padova. ISBN: 9788861292284.

Porro, F. 2011. “The Distribution Model with Linear Inequality Curve I(p).” Statistica &

Applicazioni 9(1): 47–61.

Radaelli, P. 2007. “A Subgroup Decomposition of a New Inequality Index Proposed by

Zenga.” In Bulletin of the ISI 56th World Statistics Congress of the International

Statistical Institute, 22nd-29th August 2007, Lisboa Congress Centre (CCL),

5151–5154. Available at: http://isi.cbs.nl/iamamember/CD7-Lisboa2007/Bulletin-of-

the-ISI-Volume-LXII-2007.pdf (accessed April 2017), ISBN: 978-972-673-992-0.

Radaelli, P. 2008a. “A Subgroups Decomposition of Zenga’s Uniformity and Inequality

Indexes.” Statistica & Applicazioni 6(2): 117–136.

Radaelli, P. 2008b. “Decomposition of Zenga’s Inequality Measure by Subgroups.” In Atti
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Using Social Network Information for Survey Estimation

Thomas Suesse1 and Ray Chambers1

Model-based and model-assisted methods of survey estimation aim to improve the precision
of estimators of the population total or mean relative to methods based on the nonparametric
Horvitz-Thompson estimator. These methods often use a linear regression model defined
in terms of auxiliary variables whose values are assumed known for all population units.
Information on networks represents another form of auxiliary information that might increase
the precision of these estimators, particularly if it is reasonable to assume that networked
population units have similar values of the survey variable. Linear models that use networks
as a source of auxiliary information include autocorrelation, disturbance, and contextual
models. In this article we focus on social networks, and investigate how much of the
population structure of the network needs to be known for estimation methods based on these
models to be useful. In particular, we use simulation to compare the performance of the best
linear unbiased predictor under a model that ignores the network with model-based estimators
that incorporate network information. Our results show that incorporating network
information via a contextual model seems to be the most appropriate approach. We also
show that one does not need to know the full population network, but that knowledge of the
partial network linking the sampled population units to the non-sampled population units is
necessary. Finally, we also provide an estimator for the mean-squared error to make an
informed decision about using the contextual information, as well as the results showing that
this adaptive strategy leads to higher precision.

Key words: BLUP; social network models; linear models; model-based survey estimation.

1. Introduction

Survey estimation typically focuses on estimating the total TY ¼
P

i[UYi of the values of

a variable Y defined over a finite population U. Here i [ U denotes the N units making up

the population U. Given a sample s of n units from U, TY is usually estimated by

T̂Y ¼
P

i[s wiYi, where the wi are sample weights and i [ s denotes the n units in the

sample. Traditionally, these weights are expansion weights, that is wi is the inverse of the

selection probability of the ith population unit. However, expansion weights can be quite

inefficient, and alternative weighting methods derived from model-based and model-

assisted methods of survey estimation, see Chambers and Clark (2012) and Särndal et al.

(1992), are used to increase the precision of T̂Y . In most cases this is done by defining the

sample weights so that T̂Y is an efficient unbiased predictor of TY under a linear regression

model for Y in terms of a multivariate auxiliary variable X.
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Population regression models that link an individual’s value of Y to auxiliary variables

corresponding to that individual’s geographic location, gender, and age are commonly

used in survey estimation. However, auxiliary information can be more complex than this.

In particular, information about other individuals in the population that are ‘linked’ to a

particular individual also constitutes auxiliary information about that individual. This is

sometimes referred to as network information, and typically indicates between individual

correlation in the population values of Y. In this article we describe model-based survey

estimation methods that exploit auxiliary information about population networks. In

particular, we describe how the specification of the Best Linear Unbiased Predictor

(BLUP) of TY can be tailored to allow for between individual correlation induced by the

presence of a population network. Such correlation or association between individuals

with similar characteristics is often referred to as homophily in the network literature.

In order to motivate the use of network information in survey estimation, consider the

case of the British Household Panel Study (BHPS, https://www.iser.essex.ac.uk/bhps/).

This is an annual longitudinal survey of British households that has been conducted since

1991. It is based on a sample of approximately 5,500 households, covering more than

10,000 individuals. The main objective of the survey is to further the understanding of

social and economic change at the individual and household level in Britain. However, in

addition to information about the surveyed individual, the BHPS also provides information

about a person’s three closest friends. Variables collected on the three closest friends are:

age, sex, ethnicity, distance to friend (,1 mile, between 1 and ,5 miles, between 5 and 50

miles, .50 miles), and unemployment status. This information is available in seven

waves, corresponding to the even-numbered years 1992–2004.

Because friends tend to share common characteristics, it is plausible that the BHPS

information on friendship ties may be of value when modelling the other survey variables,

in the same way as the ties between household members are typically viewed as influential

in determining the outcomes of many social and economic variables. For example, a

person whose friends are older than the norm might have a higher than average income,

even after adjusting for that person’s age and gender. As a consequence, one might think of

also controlling for the average age of friends when predicting a person’s income. A model

of this type is referred to as a contextual model in what follows since it controls for

contextual effects, such as the average age of friends. Clearly, since the BHPS collects

information on a person’s three best friends, there is scope for applying a contextual model

when estimating using BHPS data. This might lead to more precise survey estimates, as a

contextual variable represents an additional source of information.

The friendship data collected in the BHPS are a special case of a general type of

auxiliary data whose availability is becoming increasingly widespread, especially with the

rapid uptake of modern telecommunications technology. This is network data, defined by

the existence, direction and strength of relationships between individuals in a population

of interest. Statistical modelling of networks is now reasonably well established, see, for

example Frank and Strauss (1986), Snijders (2002), Hunter and Handcock (2006), though

applications to very large networks (e.g., defined by populations similar in size to those

covered by a survey like the BHPS) are still rare, with data on very large networks now

considered to be part of the ubiquitous Big Data concept. Furthermore, we are not aware of

any attempt to use the information in a network defined on a population of interest to
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improve survey estimation for that population, although, as the argument put forward in

the previous paragraph indicates, there may be value in doing so.

In order to use network information in a model linking a survey variable Y to the

auxiliary variable X we need to characterise the population network as the outcome of a

random process. In this context, we focus in this article on a network that identifies the

existence and direction of a relationship between individuals in a population of size N. It is

standard to represent such a network by a matrix of zeros and ones, Z ¼ ðZijÞ
N
i; j¼1 with

Zii ¼ 0 by convention. If a relationship exists between two individuals i and j, then Zij ¼ 1

and we refer to i and j as being linked; otherwise Zij ¼ 0. Such a network is said to be

undirected if Z ¼ Z`, otherwise it is a directed network.

Networks are most useful when characteristics of the individuals that make up the

population covered by the network are also known. In such networks one not only knows

the characteristics of a particular individual, but also the characteristics of the other

individuals in the population linked to that individual via the network. This external

auxiliary information may be useful in discriminating between individuals, and hence may

be useful in prediction, the ultimate goal of survey estimation. For example, the BHPS

collects information about the three best friends of a surveyed individual, without

identifying the friends. Given that the links corresponding to being ‘one of three best

friends’ define a network, this information can be treated as auxiliary data for the surveyed

individual, and, combined with a model for the network, may help with formulating a more

efficient prediction model for the population.

Linear models that use a social network as additional information to model the expected

value of a response variable include contextual network (CN) models (Friedkin 1990).

However, this information can also be used to model between unit correlation in the

population values of the response variable. Such second order models include network effects

models, also known as autocorrelation (AR) models, and network disturbance (ND) models

(Ord 1975; Doreian et al. 1984; Duke 1993; Marsden and Friedkin 1993; Leenders 2002).

When the network defined by Z is known for all N individuals in the population, the CN,

AR and ND population models can be used for survey estimation. However, in practice it

is extremely unlikely that Z will be fully known, and a more realistic scenario is one where

one or more components of this matrix will be known. The most obvious is where only the

component Zss corresponding to the sub-network of relationships between the n sampled

individuals in s is known. Unless the sampling fraction is large, or the sample is highly

clustered, it is unlikely that this sub-network will contain much useful information. Of

more use, perhaps, is the component Zsr, defined by the links between the sampled

individuals and the remaining N 2 n non-sampled individuals in the population, denoted

collectively by r. Clearly, if the network is an undirected one, the links from the non-

sampled individuals to the sampled individuals will then also be known since, under

symmetry, Zrs ¼ Z`
sr . The remaining component of Z is Zrr, which corresponds to the

sub-network defined by the links between the N 2 n non-sampled individuals in the

population. This will generally be unknown. Using network information in a survey

sampling context therefore implies that one has to deal with situations where partial

network information is observed. This inevitably means that one needs to either use more

complicated modelling methods or that one needs to somehow impute the missing network

components.
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The main focus of this article is on the potential use of network information in survey

estimation. In particular, we aim to address three questions: (i) Is embedding network

information useful for survey estimation based on linear models? (ii) If the answer to (i) is

yes, then which network models are potentially useful? and (iii) How much network data

needs to be collected in order to obtain potentially higher precision for survey estimation?

In Section 2 we provide some context for these questions by defining a standard linear

model that is often used for survey estimation. This linear model does not incorporate

network information, so we then describe three widely used linear models that allow for

the availability of network information in addition to standard covariate information.

In Section 3 we briefly discuss estimation of the population mean of a survey variable

using the empirical version of the BLUP (typically referred to as the empirical best linear

unbiased predictor or EBLUP) based on a linear model for this variable, and its application

under the network models introduced in the previous Section. In Section 4, the

Exponential Random Graph Model (ERGM) for a network is introduced and a simple

imputation of missing network information is described, with the aim of using this

imputed information in the network model-based estimators introduced in Chapter 3.

These ideas are then brought together in Section 5 where we describe a simulation study

that investigates the performances of the imputation-based EBLUPs defined by these

different network models. In particular, we compare these estimators with the standard

linear estimators that ignore network information. In Section 6 we use data from “wave N”

(year 2004) of the BHPS to illustrate age by sex by region estimation of population means

based on a model that includes age by sex effects and a contextual variable corresponding

to the maleness proportion of an individual’s three best friends. Section 7 completes the

article with a discussion of our findings as they relate to the three questions raised above.

2. Linear Models on Networks

In this section we describe a number of population level linear models that use network

information. Throughout, we use a friendship social network structure for simplicity of

exposition. In order to develop our notation, the starting point is the linear model that

assumes uncorrelated errors.

2.1. The Standard Model

The classical linear model for a population of N individuals can be written in matrix

form as

Y ¼ Xbþ e; e , Nð0;s2IÞ; ð1Þ

where Y ¼ ðY1; : : : ; YNÞ
` is a population vector of responses, X ¼ ðX1; : : : ;XNÞ

` with

Xi ¼ ðXi1; : : : ;XipÞ
` is the model design matrix for the population with p columns

defined by a set of covariates that depend on auxiliary population information, e ¼

ðe1; : : : ; eNÞ
` is the vector of population model residuals with e i , Nð0;s2Þ and b ¼

ðb1; : : : ;bpÞ
` is the vector of regression coefficients. The population mean vector and

population covariance matrix of Y are then m ¼ Xb and V ¼ s2IN . Here IN denotes the

identity matrix of order N.
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It is assumed that the matrix X defined by the auxiliary population information does

not include variables related to social networks, so (1) does not use social network

information.

Survey populations are often hierarchical and can be characterised as grouped into

clusters, with each cluster j accounted for by a cluster-specific random effect uj in the

model. This can be modelled by a linear mixed model to incorporate dependence of units

in the same cluster. See Chambers and Clark (2012, Chapter 6) for more details.

2.2. The Contextual Network (CN) Model

Consider an educational modelling exercise where Academic Performance (AP) is the

response variable and Socioeconomic Status (SES) of the student is the explanatory

variable. A classical contextual approach might then lead one to include the average SES

of the student’s school as another explanatory variable. Friedkin (1990) adapts this idea

to network data by considering models where the response for a particular subject also

depends on the characteristics of other subjects that are linked to the one of interest. In our

example this would correspond to modelling AP in terms of both the student’s SES as well

as the SES values of the student’s friends. Since a student will generally have several

friends, a student’s AP could then be modelled in terms of his/her SES as well as the

average SES of his/her friends.

In general, such a CN model can be written in matrix form as

Y ¼ Xbþ Ugþ e; ð2Þ

where Y and X have the same meaning as for Model (1), but the columns of U correspond

to statistics derived from the variables that are measured on the network. In particular, the

ith row of U contains appropriate summary characteristics of those other individuals on the

network that are linked to individual i. Thus, in the preceding example, assuming that SES

is the only covariate measured on the network, then U is the column vector of length N

whose ith value is SESi, the average SES of all friends of student i. More generally, let
~X denote the population matrix of covariates measured on the network. The matrix ~X can

be a subset of X but can also include other variables that are not in X.

Then one way of defining U is via the identity

U ¼W ~X; ð3Þ

where W ¼ Z=Z1N;N is a row-normalised version of Z, that is the rows of W sum to one.

In general, U ¼ gðZ; ~XÞ is a function of the network Z and ~X. A contextual variable for

person i often includes the value for this person, for example a household contextual effect

is computed over all household members including person i. However, the contextual

value for person i defined by (3) excludes person i, because Zii ¼ 0 by definition.

2.3. The Autocorrelation (AR) Model

The matrix ~X introduced in the preceding description of the CN model can be any set of

measurements on the individuals in the network. In particular, it can be Y. This leads to

another class of models, called Autocorrelation (AR) models, and also known as network

effects models, that incorporate network information into a linear structure. See, for
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example, Doreian et al. (1984), Duke (1993), Marsden and Friedkin (1993), and Leenders

(2002), and in the context of spatial models, Ord (1975). Under an AR model,

Y ¼ u �Yþ Xbþ e; ð4Þ

where �Y ¼ ð �Y1; : : : ; �YNÞ
` and �Yi is the average response of the individuals in the network

that are linked to individual i, so �Y ¼WY, with W defined in the previous subsection.

The conditional (on X) mean and variance of Y under (4) are m ¼ D21Xb and

V ¼ s2ðD`DÞ21, where D ¼ IN 2 uW. Note that W can be defined in a variety of

ways, see Leenders (2002), though typically it is defined as the row-normalised version of

Z, that is,
PN

j¼1 Wij ¼ 1. The parameter u is restricted u � { 1
l1
; : : : ; 1

l1
} as a necessary

condition for V to exist, where li are the eigenvalues of the row-normalised W. Often u is

restricted to (21, 1).

In the context of the academic performance example introduced in the previous

subsection we see that (4) implies that a student’s AP score now depends on his/her SES

value as well as the average AP scores of his/her friends.

2.4. The Network Disturbance (ND) Model

Models of this type have been considered by Ord (1975) and Leenders (2002) among

others, and correspond to imposing an AR structure on the error term in the standard linear

model (1). They are referred to as Network Disturbance (ND) models and are specified by

Y ¼ Xbþ e; e ¼ u �e þ v; v , Nð0;s2INÞ: ð5Þ

Here �e ¼ ð �e1; : : : ; �eNÞ where �e i is the average error of those individuals in the network

linked to individual i. Returning to the academic performance example introduced in

Subsection 2.2, the model can be interpreted as implying that if a student’s friends have a

below/above average AP value (as predicted by their SES values), then the student is more

likely to have an AP value that is also below/above average.

Note that the Model (5) can be rewritten as

Y ¼ Xbþ e; e , Nð0;s2ðD`DÞ21Þ; ð6Þ

where D was defined in Subsection 2.3, with the same restrictions in place on u as for the

AR model. The parameter u is an indicator of the strength of the between individual

correlations generated by the network. For u ¼ 0, the correlation between the Y values of

any two individuals in the network is zero after one adjusts for their respective values of X.

Under (6), the conditional (on X) mean and variance of Y are m ¼ Xb and V ¼

s2ðD`DÞ21 respectively.

It is worth pointing out that under the ND model, m ¼ Xb is unaffected by the social

network, whereas under the AR model (4), m ¼ D21Xb depends on the network through

D. That is, under the ND model, the expected value of Y for an individual only depends on

the values of that individual’s covariates. Unbiased prediction of Y can therefore ignore the

network. Of course efficient prediction depends on the second order moments of (6), and

so requires network information – as does prediction variance and mean squared error

estimation. This is analogous to estimation under a multi-level model, where one can
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ignore the multi-level structure of the data if unbiased estimation is the aim, but one needs

to take this structure into account for efficient inference.

3. Prediction of Population Totals Using Network Models

The models discussed in the previous section are predictive models, that is, when second

order moments are known, they can be used to compute efficient predictions of unknown

values of the response variable. We now describe how these models can be fitted, and how

predicted values derived from them can be used to estimate the population total TY ¼P
i[U Yi given the sample values {Yi i [ s}, the population matrix of model covariates X

and either part of or all of the network matrix Z. Throughout we assume that inclusion in

sample does not depend on Z and that there is non-informative sampling given X, see

Section 1.4 in Chambers and Clark (2012). Consequently, all unknown parameter values

for the standard model (1) can be estimated from the sample data and predicted values of Y

for the non-sampled population individuals can be computed. We start by summarising

known results from finite population estimation theory.

3.1. The Empirical Best Linear Unbiased Predictor

Let EðYÞ ¼ m ¼ Hl, where H is a known matrix with N rows and q columns and l is an

unknown parameter vector of length q. Also, suppose that VarðYÞ ¼ V is a positive

definite matrix of order N whose value is known up to a constant of proportionality.

Examples of H and V are given in the following subsection. The best linear unbiased

predictor or BLUP of the population total TY ¼
P

i[U Yi is then an efficient estimator of

this quantity, see Royall (1976). In order to specify the BLUP, let s and r denote the

n sampled and N 2 n non-sampled population individuals respectively, and put H ¼

H`
s ;H

`
r

� �`
and Y ¼ Y`

s ;Y
`
r

� �`
. The matrix V can then be partitioned conformably as

V ¼
Vss Vsr

Vrs Vrr

 !

:

A standard expression for the BLUP is its so-called predictive form

T̂
BLUP

Y ¼
i[s

X
Yi þ

i[r

X
Hil̂þ

i[s

X
tiðYi 2 Hil̂Þ; ð7Þ

where Hi is the ith row of H, l̂ ¼ ðH`
s V21

ss HsÞ
21H`

s V21
ss Ys is the best linear unbiased

estimator (BLUE) of l, and ti is the ith element of the vector V21
ss Vsr1N2n, with 1N2n

denoting a vector of ones of size N 2 n.

Note that the BLUP can also be expressed as a weighted sum T̂
BLUP

Y ¼
P

i[s wiYi ¼

w`
s Ys of the sample values of Y, where

ws ¼ 1n þM` H`1N 2 H`
s 1n

� �
þ In 2 M`H`

s

� �
V21

ss Vsr1N2n ð8Þ

is the vector of BLUP weights. Here 1n is a vector of ones of size n and matrix M is defined

as M ¼ H`
s V21

ss Hs

� �21
H`

s V21
ss .

A key assumption of the BLUP is that the variance matrix V is known up to a constant of

proportionality. This is often unrealistic, since V can depend on unknown parameters,
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which must then be estimated. Methods for doing this are described in the next section.

Substituting these estimates into V defines its plug-in estimator V̂, which can be used in (8)

instead of V. The resulting estimator of the population total is called the empirical BLUP

or EBLUP.

3.2. Calculating the EBLUP under Network Models

In order to use the EBLUP with the different network models defined in the previous

section, we need to specify H and V as well as estimators of the unknown parameters that

underpin these matrices. These are defined as follows:

Standard Model: Here H ¼ X and V ¼ s2IN . The residual mean squared error defines

an unbiased estimator of s 2.

CN Model: For this model H ¼ ½X;U� and V ¼ s2IN . We can unbiasedly estimate s 2

using the residual mean squared error.

AR Model: In this case H ¼ D21X with D ¼ IN 2 uW and V ¼ s2ðD`DÞ21.

Estimates of s 2 and u can be obtained by Maximum Likelihood (ML). Restricted ML

(REML) is often used to obtain unbiased variance estimates but it cannot be applied

here, because both the mean and variance depend on the parameter u. The EBLUP

uses the plug-in estimates of H and V defined by the ML estimates of s 2 and u.

ND Model: Here H ¼ X and V ¼ s2ðD`DÞ21. ML estimation of s 2 and u can be

carried out, and the resulting plug-in estimate of V is used to calculate the EBLUP.

ML estimation of s 2 and u for the AR and ND models is not straightforward. Both

models are not reproducible, that is, they do not share the property that the model for a

subset of units of the population has the same form as the model for the whole population.

To see this, note that the variance of the population response vector Y under both models is

s2ðD`DÞ21 so that the variance for the sample response vector Ys is s2½ðD`DÞ21�ss. In

general, this will not equal s2ðD`
ssDssÞ

21, which is the assumed variance if the model is

fitted via ML at the sample level. This misspecification can lead to biased estimates of the

model parameters. A modified approach that yields unbiased estimates of the fixed effects

in the model is described in Suesse (2012a). However this is computationally intensive. An

alternative approach replaces D21 by a fourth order Taylor series approximation. This

speeds up computation considerably since it effectively replaces matrices of dimension

N £ N by matrices of dimension n £ n. See Suesse (2012a) where it is shown that ML

estimates based on this approximation are essentially identical to those obtained using the

modified ML method. An alternative exact ML method that is computationally more

demanding was considered by Suesse and Zammit Mangion (2017).

3.3. Variance Estimation for the EBLUP

The prediction variance of the BLUP is

VarðT̂BLUP 2 TÞ ¼ ~w`V ~w ð9Þ

with ~w` ¼ w`
s 2 1`

n ;21`
N2n

� �`
. This formula assumes that the vector of survey weights

ws is fixed. We can use the same formula for the EBLUP, although from (8) it is clear that
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the EBLUP weights are not fixed in general because the plug-in estimates of H and V used

to calculate them will depend on estimated parameters. However, the increase in the

prediction variance due to ML estimation of these parameters will be small for large

sample sizes, and can be ignored, see Chambers et al. (2011).

Using (9) to estimate the prediction variance of the EBLUP depends on correct

specification of the second order moments of Y. For the standard model and the CN model,

we can avoid this by using an alternative prediction variance estimator that does not rely

on specification of these second order moments, see Section 9.2 of Chambers and Clark

(2012). This estimator is given by

dVarVar ðt̂BLUP 2 tÞ ¼
i[s

X
ðwis 2 1Þ 2ðYi 2 m̂iÞ

2 þ ðN 2 nÞŝ 2 ð10Þ

where m̂i is the estimated mean for i [ s, that is m̂i ¼ Xib̂ for the standard model and

m̂i ¼ Xib̂þ Uiĝ for the CN model, with ŝ2 corresponding to the usual unbiased

estimator of s 2 under each model.

For the AR and ND models we use Equation (9) with a plug-in estimator V̂. In this

context, we note that ML estimates of variance parameters are known to be biased, which

could therefore lead to a bias in V̂ and in the resulting plug-in estimator defined by (9).

The standard approach to dealing with this issue is to apply REML instead of ML.

Unfortunately, the AR model does not allow the application of REML, and furthermore

REML is computationally more complex when fitting these population models.

Consequently a bias-corrected version of ML was applied, based on the approach set

out in Goldstein (1989), which adjusts Iterative Generalized Least Squares (IGLS) to

obtain estimates that are equivalent to REML. The details of this are outlined in the

Appendix of Suesse and Chambers (2014).

4. Modelling of Networks

Our EBLUP development in the previous section assumed that the matrix Z defining the

network is known. This is rather unlikely to be the case. It is far more likely that we will

know either just that part of the network defined by the sampled individuals (i.e., Zss) or

that part of the network defined by the sampled individuals and their corresponding

network links (i.e., Zss and Zsr).

An implementation of a ‘network-based’ EBLUP in this situation must therefore take

account of this incomplete network data. In this section we describe simple model-based

imputation methods that can be used to approximate the impact of the unknown full

network (i.e., Z) on this EBLUP. In turn, this requires that we have a way of modelling Z,

given that we see only a part of this matrix. We start with a brief overview of models for

networks.

4.1. Exponential Random Graph Models

A popular class of models that is able to describe dependencies in a network Z is the class

of (curved) exponential random graph models (ERGMs), these are discussed in

Wasserman and Faust (1994) and Carrington et al. (2005). Under an ERGM, the
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distribution of Z is characterised by

PrðZ ¼ zÞ ¼ exp hðz Þ0GðzÞ2 kðz Þ
� �

; ð11Þ

where z is the vector of model parameters, hðz Þ is a mapping from the p-dimensional to

the q-dimensional space with p # q, and kðz Þ is the normalising constant. Here G(z) is a

vector of q ‘network statistics’ which, together with z, completely characterises the

distribution of Z. Simple examples of network statistics are the number of ‘edges’ in the

network (i.e., the number of observed links, usually expressed as a fraction of the total

number N(N 2 1) of possible links) and the number of triangles (a triangle is said to exist

between individuals i, j and k, if Zij ¼ Zjk ¼ Zik ¼ 1). A more complicated, but widely

used network statistic is GWESP, or the geometrically weighted edgewise shared partner

statistic. Roughly speaking, this corresponds to a weighted sum, over possible values of m,

of counts of the number of links ‘connecting’ any two individuals in the network who are

themselves linked to exactly m other individuals. Like interaction terms in regression, such

statistics allow one to model networks whose ‘connectivety’ structure is extremely

complicated.

Fitting an ERGM via ML is usually not possible, mainly because direct calculation of

the normalising constant k(z) is infeasible. One way of circumventing this problem is to

sample from the network distribution (11) using a Markov-Chain-Monte-Carlo (MCMC)

algorithm in order to obtain a stochastic approximation to the maximum likelihood

estimate of z. Such estimates are called MCMC ML estimates (Hunter and Handcock

2006). Describing the network distribution via simple network statistics, such as the

number of triangles then becomes problematic, because such specifications often lead to

degenerate MCMC samples. Some authors (Snijders 2002; Snijders et al. 2006) have

therefore proposed the use of more complex network statistics, such as the family of

GWESP statistics, for which degeneracy seems less of a problem. For more details of

network modelling, see Strauss and Ikeda (1990), Hunter and Handcock (2006), Hunter

(2007), Hunter et al. (2008a), and Butts (2008).

4.2. Types of Partially Observed Networks

In the first case, denoted by SS in what follows, only Zss is observed and so Zsr, Zrs and Zrr

are missing. In the second case, denoted by SSþSR in what follows, Zss and Zsr are

observed but Zrs and Zrr are missing. This might appear strange, because for an undirected

network Zsr ¼ Z`
rs . This situation is motivated by the BHPS data set for which contextual

information Us is available for the sample but not for the non-sample that is, Ur is

unavailable. This corresponds to knowing Zss and Zsr, but not knowing Zrs and Zrr, because

Us is function of Zss, Zsr and ~X and Ur is function of Zrs, Zrr and ~X. See Appendix C for

more details on the relationship between U and Z and ~X and simple estimators.

The third case, denoted SSþSRþRS is where Zss, Zsr and Zrs are observed, with Zrr

missing. The second and third cases are more realistic from the viewpoint of having usable

network information, since here we at least have complete network information for all

sampled individuals. In this context, we note that the second case provides a scenario

which is related to the situation of the BHPS, where the network is not directly available

but where contextual variables defined by the sample, that is Us, are known.
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4.3. Imputation of Partly Observed Networks

An estimate Ẑ of the full network is necessary for calculation of the EBLUP under the

network models considered in this article. However, in practice only part of the network

will be observed, say Zobs, and another part will be missing, say Zmis. For example, for

the scenario SS the observed network Zobs is Zss and the missing network Zmis is

Zsr < Zrs < Zrr . Note that here we focus on single-value imputation of Zmis. Our

approach can be extended to multiple imputation.

We apply a simple, robust and computationally feasible approach for imputation.

Standard ERGMs, for example the ERGM with EDGES and GWESP, imply a fixed

marginal probability of the form PðZij ¼ 1Þ ¼ p. However, this probability cannot in

general be analytically determined from the model parameters, and must instead be

estimated separately, for example either via simulation from the underlying ERGM using

plug-in estimates of the ERGM parameters, or more simply by the moment estimator

p̂ ¼ 1
jZobsj

P
i;j;i–j Zobs

ij . In what follows, we apply the latter approach as this is a standard

estimator for a proportion, replacing all Zmis
ij by p̂. This approach is simple and clearly can

be improved upon as it uses the unconditional expectation EðZmisÞ as an estimator of the

conditional expectation EðZmisjZobs ¼ zobsÞ. However, estimating the latter expectation

requires first fitting an ERGM to the incomplete network data obtained from the sample,

calculating model parameter estimates û, and then applying model-based imputation

methods, for example multiple imputation. This approach was infeasible for the simulation

study reported next, as fitting an ERGM with a large portion of the network missing took

more than four hours on a single core of type Intel Xeon E5-2620 v2 – 2.10GHz for

a single data set with the latest available version of ergm (Hunter et al. 2008b). In

comparison, when no missing data are present, this fitting process took only a few seconds.

Note that such considerations may not be relevant in an application where imputation of a

single network is required. In this case, adopting a more sophisticated imputation method

may be advisable, for example by applying the approach of Pattison et al. (2013). However

even if its estimation could be improved, sampling a large number of networks is needed to

obtain an estimate of EðZmisjZobs ¼ zobsÞ or even only E(Z). But when N is large, for

example N ¼ 100,000, this also may not be feasible since sampling one network took 31

hours, meaning that for large N using a more sophisticated method is impractical even if

estimation is not an issue. That is, in practice, for large N the simple method mentioned

above appears to be the only feasible method.

5. Mean Squared Error Estimators under the Standard and

Contextual Linear Model

The AR and the ND models are difficult to fit for large N when the networks are imputed,

because then the contiguity matrices are not sparse any more, making it near impossible

to calculate the log-likelihood. From a practical perspective, only the contextual model is

feasible to fit for large N when the network is imputed. We consider now mean squared

error estimation under the standard linear model and under the contextual model when the

network is only partially available (situation SSþSR) but when ~X is available for the

whole population. For this situation, the population total TU ¼ 1`
N U with U ¼ U`

s ;U
`
r

� �`

referring to the total of the contextual variable must be estimated, that is Û ¼ gðẐ; ~XÞ.
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In Appendix C, we show under SSþSR (Us known) that Ûr has a simple form that does not

require the network to be observed, but only requires an estimate of the constant

PðZij ¼ 1Þ ¼ p, ~X and the parameters N and n. Hence even for the BHPS for which p is

known, this estimator Û can be calculated relatively easily and the estimated total T̂U

obtained. Appendix C shows the estimator T̂U along with a (co)variance estimator denoted

by V̂T̂U
.

Let the mean squared error (MSE) of the EBLUP T̂ be denoted by MSE½T̂ � and let the

EBLUP for the linear model without contextual information be denoted by T̂I and the

corresponding EBLUP defined by the contextual model be denoted T̂C.

PutD ¼ MSE½T̂C�2 MSE½T̂I�. See Appendix B for an expression forD depending on T̂U

and V̂T̂U
along with an estimator D̂. In practice we propose to use these estimators to choose

between the models without and with contextual information. When D̂ , 0 we propose

to use the contextual model and when D̂ $ 0, we propose to use the standard model.

Appendix B also shows expressions forD and an estimator for D̂ for the unrealistic situation

that U is fully known, using the estimator D̂ proposed by Clark and Chambers (2008).

6. Simulation Study

6.1. Study Design

This section contains the results from a simulation study whose aim was to investigate

the effect of using networks as an additional source of information when estimating the

population total TY of a survey variable Y. A networked population of size N ¼ 1,000 was

independently simulated 2,000 times, balancing computation time against the number of

different scenarios that were explored in the study, and independent simple random

samples of size n ¼ 100 and n ¼ 200 were independently selected without replacement

from each simulated population. This study comprises all four models under investigation.

We also consider larger N, but then estimation of the AR and ND models becomes

infeasible. To illustrate the effect of large N, only the contextual model is compared with

the standard linear model.

6.1.1. Network Generation

We mainly consider undirected networks in our simulations. The literature on network

analysis suggests that such networks are often well characterised by an ERGM defined in

terms of an EDGES (number of edges) statistic and a GWESP statistic (Hunter et al.

2008b). Consequently, Z was generated as a random draw from an ERGM with an EDGES

statistic equal to u on the logit scale and a weight parameter of 1.0 for the GWESP statistic.

In what follows we use ERGM(m) to denote such an ERGM, where m is the network

density, that is the average number of links per individual. The values of u were then

chosen in order to generate a network with a density of about m ¼ 3, 15, 50 network links

respectively for each individual, that is m < PðZij ¼ 1Þ £ N with PðZij ¼ 1Þ < expitðuÞ.

Note that with this specification the number of network links for an individual is random,

with only the approximate population average number of links fixed.

In this study we consider the three types of partially observed networks mentioned

before, namely SS, SSþSR and SSþSRþRS. Finally, we also considered the situation

Journal of Official Statistics192

Unauthenticated
Download Date | 3/1/18 10:39 AM



where no network data are used (the standard model) and also the case where the

population network is fully known.

6.1.2. Parameter Specification for Linear Network Models

We generated data under the CN, AR and ND linear network models, see Section 2.

Population data were simulated assuming s 2 ¼ 32 ¼ 9, b0 ¼ 1 and b1 ¼ 2. Furthermore,

the auxiliary variable X was defined so that it took values randomly in the set {1; : : : ; 9}.

This model has medium to high predictive power, since the Standard model implies a

theoretical value of approximately R 2 ¼ 0.75.

CN Model:

Yi ¼ b0 þ Xib1 þ Uigþ e i; e i , Nð0;s2Þ

Here g ¼ 2 and the contextual variable Ui is defined as the average value of X for all other

individuals in the network that individual i has links with, that is U ¼WX, where W is the

row-normalised version of Z and X denotes the vector of population values of X.

AR Model:

Y ¼ uWYþ b0 þ Xb1 þ e; e , Nð0;s2INÞ

with u ¼ 0.5.

ND Model:

Y ¼ b0 þ Xb1 þ e; e ¼ uWeþ v; v , Nð0;s2INÞ

with u ¼ 0.5.

6.2. Simulation Results

Results for the n ¼ 100 case are presented. Table 1 show the Monte Carlo relative mean

squared errors of the estimates of T when the network is generated under an ERGM where

the total number of friends is random, with expectations three and ten respectively.

Corresponding simulation results for X , Nð0; 25Þ can be found in Suesse and Chambers

(2014). Results for the n ¼ 200 case are similar. Note that we do not show Monte Carlo

bias, since these values were effectively zero for all methods. The results displayed in each

table include the two cases where the network is ignored (the ‘standard’ model) and when

the population network matrix Z is fully known (‘True Model and ZU known’). For

partially observed network data we show results for the SS case (only Zss known), the

SSþSR case (Zss and Zsr known, simple imputation) and the SSþSRþRS case (Zss, Zsr

and Zrs known, simple imputation). All results are shown relative to those for the BLUP,

which uses complete network information as well as knowledge of u. Although the level

of knowledge required to compute the BLUP is unrealistic in practice, its performance

provides us with a benchmark against which to gauge the relative benefit of putting more

effort into collecting more network information and in carrying out more intensive

network modelling for imputation of the unknown parts of the network. Furthermore,

comparisons with the ‘Standard’ case allow us to assess how much efficiency is lost by

ignoring network information.
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It is clear from the results shown in Table 1 that ignoring the network (i.e., using the

‘Standard’ model for estimation) can lead to a large loss in efficiency if in fact either the

AR or the CN models are true. Interestingly, our results also seem to indicate that adopting

the CN model when in fact the AR model is true seems as good as using the correctly

specified AR model when the number of friends is not small. Note that when the ND model

is true, ignoring the network information in the data only leads to a marginal loss in

efficiency. In fact, the EBLUPs based on the different network models are all almost fully

efficient in this case, irrespective of whether the assumed network model is true.

When Z is known, but not u, we see a loss of efficiency under the AR model, mainly

because the pseudo-design matrix D21ðuÞX for this model depends on the estimated value

of u. As the number of friends increases, this loss of efficiency associated with having to

estimate u from the sample data decreases in importance. This problem is much less of an

issue for the ND model because in this case the design matrix does not depend on u.

Obviously, there is no impact under the CN model.

In order to see why the CN model yields similar results as the AR model when in fact

the AR model holds, we note that the mean of the AR model is m ¼ DðuÞ21Xb.

If we approximate DðuÞ21 by a first order Taylor series around zero, that is

Table 1. n ¼ 100: Undirected ERGM(3) and ERGM(10) networks with X drawn randomly from {1, : : : ,9}.

Ratio of MSE(EBLUP) to MSE(BLUP).

Population data generated under model

ERGM(3) ERGM(10)

CN AR ND CN AR ND

Actual MSE 86, 474 101, 148 101, 082 86, 537 89, 483 89, 705

Relative EBLUP to
actual MSE based on

True model
and ZU known

1.00 1.00 1.01 1.00 0.99 1.02

CN
SSþSRþRS 1.11 1.09 1.04 1.03 1.02 1.00
SSþSR 1.11 1.09 1.04 1.03 1.02 1.00
SS 2.33 1.37 1.03 1.32 1.07 1.01

AR
SSþSRþRS 1.34 1.05 1.05 1.09 1.01 1.00
SSþSR 1.20 1.06 1.05 1.07 1.01 1.00
SS 2.42 1.39 1.03 1.33 1.06 1.01

ND
SSþSRþRS 2.21 1.31 1.03 1.36 1.06 1.00
SSþSR 2.36 1.35 1.01 1.34 1.07 1.01
SS 2.42 1.40 1.02 1.34 1.07 1.01

Standard 2.40 1.40 1.03 1.33 1.07 1.00
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DðuÞ21 ¼ ðIN 2 uWÞ21 < IN þ uW, then

m < Xbþ uWXb ¼ Xbþ Ug

with g ¼ ub and U ¼WX. That is, the implied mean structure under the AR model is

approximately the same as that under a CN model.

When Zss and Zsr are observed, the EBLUP based on the CN model appears to perform

well generally. This is because the EBLUP under this model does not depend on either Zrs

or Zrr and hence is unaffected by imputation of this part of the network. This is in contrast

to the performance of this EBLUP when only Zss is observed. Here we see that the need to

impute Zsr leads to a significant loss of efficiency. Since estimation of u in the pseudo-

design matrix DðuÞ21X under the AR model has a larger negative effect than the

approximation of the AR model by the CN model, we conclude that the EBLUP based on

the CN model seems a generally more robust method for estimating the population total

than the EBLUP based on the AR model.

It is interesting to also observe that the EBLUP based on the AR model and SSþSR

network data performs generally better than the same EBLUP with access to more

extensive SSþSRþRS network data when the CN model holds, reflecting the interaction

of model misspecification and imputation biases. However, this effect is reversed when a

ND-based EBLUP is used and a CN model underpins the network.

When we focus on where the expected number of friends per subject is small, here equal

to three (see Table 1), we note that there is only a small gain associated with using

imputation method SS compared to ignoring the network information and basing

estimation on the ‘Standard’ model. In this situation network imputation based on SSþSR

or SSþSRþRS provides the largest gains relative to ignoring the network when the

contextual CN or AR model is fitted.

To investigate the effect for larger N only the contextual model and the standard

model are compared, as the AR and ND models are infeasible to fit. Table 2 shows

the MSE of the BLUP and various EBLUPs including the adaptive strategy

that chooses either model depending on the sign of D̂ for an undirected ERGM

network with approximately ten friends per person. Table 3 shows results for a

directed ERGM network with approximately three friends per person. The tables also

show the empirical mean of D̂ denoted by EðD̂Þ and D. Note that the estimator D̂ has

only a small bias.

The results also show that the adaptive strategy is effective and that this strategy also

works for large N and small sampling fractions. Surprisingly the efficiency gains even

increase as the sampling ratio increases. This might be due to the fact that the simple

estimate p̂, the proportion of links in the observed network, is more precise with increasing

N because the number of dyads in Zobs is n(N 2 1) and increases with N.

Average lengths and associated coverages for nominal 95% Gaussian confidence

intervals generated by the estimates of the mean squared errors of the different estimators

are set out in Table 6, see the Appendix. Results for X , Nð0; 25Þ can be found in Suesse

and Chambers (2014). Monte Carlo coverages in all cases are close to the nominal level.

However, the average confidence interval length in the SSþSR/SSþSRþRS case is

considerably shorter than that for the SS case when estimation is carried out under the AR
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and CN models. This provides further support for the conclusion reached above, that

basing an EBLUP on a CN model seems a generally robust approach to using network data

when estimating a population total, even though one must keep in mind that the simple

linearization-based prediction variance estimator (10) used with the CN model slightly

Table 3. Directed ERGM(3) network with X drawn randomly from {1; : : : ; 9}. Ratio of MSE(EBLUP) to

MSE(BLUP) and estimated and true MSE-difference D.

Settings of N and n

N 1,000 10,000 10,000 100,000 100,000 100,000
n 100 100 200 100 200 1,000

BLUP -actual MSE
multiplied by 100/N 2

8.401 9.062 8.931 9.293 9.156 9.051

Relative MSE of
EBLUP based on

ZU known 1.000 1.000 1.000 1.000 1.000 1.000

SSþSR 1.122 1.013 1.024 1.001 1.002 1.011
SS 2.202 529.1 21.59 2349 2936 2.300
Standard 2.201 2.259 2.274 2.267 2.262 2.310

Adaptive strategy 1.122 1.013 1.024 1.001 1.002 1.011

2D relative to BLUP 1.079 1.246 1.250 1.266 1.261 1.299
Eð2D̂Þ relative to BLUP 1.095 1.288 1.265 1.252 1.241 1.262

Table 2. Undirected ERGM(10) network with X drawn randomly from {1; : : : ; 9}. Ratio of MSE(EBLUP) to

MSE(BLUP) and estimated and true MSE-difference D.

Settings of N and n

N 1,000 10,000 10,000 100,000 100,000 100,000
n 100 100 200 100 200 1,000

BLUP -actual MSE
multiplied by 100/N 2

8.653 9.095 8.940 9.310 9.160 9.064

Relative MSE
of EBLUP based on

ZU known 1.000 1.000 1.000 1.000 1.000 1.000

SSþSRþRS 1.092 1.004 1.006 1.000 1.001 1.001
SSþSR 1.075 1.004 1.006 1.000 1.001 1.001
SS 1.334 22.69 1.334 1658 734.1 1.321
Standard 1.337 1.318 1.340 1.335 1.317 1.323

Adaptive strategy 1.078 1.004 1.006 1.000 1.001 1.001

2D relative to BLUP 0.249 0.314 0.328 0.334 0.316 0.322
Eð2D̂Þ relative to BLUP 0.253 0.316 0.322 0.318 0.317 0.318
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underestimates random variation due to its assumption of fixed sample weights, resulting

in too narrow confidence intervals with slight undercoverage.

7. Illustrative Example

The British Household Panel Study (BHPS) is an annual multi-purpose household panel

survey in the United Kingdom that focuses on gaining insight into the social and economic

change at the individual and household level in Britain and the UK, see https://www.iser.

essex.ac.uk/bhps/ for more details.

We focus on an individual’s annual income (in pounds sterling) as the variable of

interest. Our aim is to investigate how the use of network information available in BHPS

impacts on average income estimates for the cross-classification age by gender by region,

using six categories for age 15218 (1), 19221 (2), 22230 (3), 31250 (4), 51264 (5),

65þ (6) (in years), two for gender (1: male, 0: female) and five regions defined as:

(1) ‘E/North’ consisting of East Midlands, West Midlands Conurbation, Rest of West

Midlands, Greater Manchester, Merseyside, Rest of North West, South Yorkshire, West

Yorkshire, Rest of Yorks & Humberside, Tyne & Wear, Rest of North; (2) ‘E/South’

containing Rest of South East, South West and East Anglia; (3) ‘London’ includes inner

and outer London; and finally (4) ‘Scotland’ and (5) ‘Wales’. Northern Ireland is

excluded from our analysis because BHPS sample sizes in Northern Ireland were too

small to cross-classify by age and gender. We also exclude persons who did not report a

positive income.

Incomes estimates for the cross-classification age by gender by region based on the

linear model with two-way interaction effects age by sex are shown in Table 4. The BHPS

also collects information from a respondent on his/her three best friends, consisting of the

genders and ages of these friends, duration of friendships, frequency of contact, distances

to the friends, their job/employment statuses, and their ethnicities. A contextual model can

take a contextual effect based on the three friends and the collected variables into account.

Table 4. Gender by age by region cross-classification of estimated mean annual income in pounds sterling,

using BHPS data and with weighting based on model with age by sex interactions.

Region

Gender Age London E/North E/South Scotland Wales

Female #18 2,668 3,666 2,279 1,678 4,120
19221 6,989 7,134 6,818 7,036 8,976
22230 17,068 12,759 13,403 14,147 12,774
31250 20,266 14,881 16,514 16,043 14,565
51264 12,129 10,725 10,931 11,822 11,279

$65 8,582 7,283 7,952 7,851 8,793

Male #18 1,257 3,896 2,180 2,578 4,897
19221 10,102 7,600 9,735 6,735 16,270
22230 15,617 15,617 18,294 20,719 15,960
31250 23,884 23,884 29,216 29,216 21,947
51264 20,186 20,186 23,293 27,237 19,305

$65 11,775 11,775 14,540 12,055 12,613
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This situation of having contextual variables Us available from the sample s corresponds

to the SSþSR case, as Us is defined by Us ¼Ws
~X with Ws ¼ DiagðZs1NÞ

21Zs and

Zs ¼ ðZss;ZsrÞ, see Equation (3). As the number of friends is fixed, PðYij ¼ 1Þ ¼ p does

not need to be estimated, but is known to be p ¼ 3=ðN 2 1Þ, as there are N 2 1 candidate

friends.

Table 5 shows the difference in estimates to Table 4 when estimation is based on a

contextual model with effects age by sex and a contextual gender effect, where gender is

a binary variable indicating whether a friend is male. In this context the model implies that

a person’s income is not only predicted by age by sex but also by the average income of the

person’s three best friends. For further details on how these estimates were obtained, see

Suesse and Chambers (2012).

Table 5 shows that the application of the contextual model leads to substantially

different results, as many differences are larger than 1, 2, 3, and often 4 standard errors.

We calculated the value of D for all cells presented in Tables 4 and 5. For most of the

cells, D̂ . 0 and hence the standard model should be used, however there are some cells

for which indeed D̂ , 0 and the contextual model is deemed as better in terms of a lower

predicted MSE. For the London region the cells with D̂ , 0 are with the estimated

improvement of the MSE relative to the standard model in brackets: female and 19–21

years (6%), female and 31–50 years (0.1%), and male and $65 years (1%). These results

are based on reconstructed data using the publicly available survey weights, so these

statements are to be treated with caution, as the real data might yield different results.

8. Discussion

At the end of Section 1, we stated that our aim in this article is to address the questions: (i)

Is embedding network information useful for survey estimation? (ii) If the answer to (i) is

Table 5. Change in estimated mean annual income when BHPS data are weighted using the CN model based on

age by sex interactions plus a main effect for maleness.

Region

Gender Age London E/North E/South Scotland Wales

Female #18 162 2102 21104 4584 3914

19221 3241 474 0 21274 23724

22230 222 24 234 2104 274

31250 772 224 264 234 2294

51264 28 214 54 264 224

$65 27 54 21 44 44

Male #18 21763 2204 994 1064 27714

19221 1391 254 2154 714 27104

22230 223 414 2474 2894 204

31250 21341 304 2604 1144 2144

51264 22141 404 2504 2094 564

$65 1191 254 223 2744 124

1, 2, 3, 4 Difference larger than 1, 2, 3, 4 estimated standard errors.
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yes, then which models are potentially useful? and (iii) How much network data needs to

be collected in order to obtain potentially higher precision for survey estimation? Given

the simulation results that we present in Section 6, our tentative answer to (i) is yes, and

our corresponding answer to (ii) is the CN and AR models when either model is true,

because in both cases the mean of the response depends on the network. Our simulation

results provide some evidence that this conclusion may hold more generally.

However when the mean does not depend on the network, as is the case under the ND

model, our results suggest that ignoring the network does not result in a significant loss of

efficiency. We have also investigated this for other ‘network covariance’ models, where

the mean structure is unaffected by the network, and we have observed similar results, see

Suesse and Chambers (2014). In effect, ignoring the network under the CN and AR models

leads to a misspecification of the mean model, but this does not apply for the ND (and

similar) models. Finally, our answer to (iii) is that in realistic applications it will usually be

impossible to collect the full network, and our simulation results are some evidence that

when either the CN model or the AR model is true then both Z ss and Zsr must be collected

or alternatively the contextual sample information Us along with an estimate of p ¼

PðZij ¼ 1Þ must be available, as for the BHPS data set, in order to obtain efficiency gains.

Knowledge of Zss alone is not enough.

In practice, we suggest a careful model fitting exercise be carried out before attempting

to use either the CN model or the AR model for survey estimation. Given the numerical

difficulties with fitting the AR model, see Suesse (2012a), we recommend that the CN

model be used if it is a reasonable fit to the data and when D̂ , 0, otherwise caution is

warranted and ignoring the network might be the best option.

Clearly, more extensive information on networks needs to be collected in conjunction

with standard survey data to gain further insight into the usefulness of network models

for survey estimation. However, it is extremely unlikely that in practical applications

complete network data will be available, in which case the issue of imputation for missing

network data arises. In this article we base this imputation on the fact that the sample

proportion of links per individual is a simple nonparametric estimator of the marginal

probability of an unobserved link. A reasonable question to ask then is whether it is better

to use an imputation method based on EðZmisjZobs ¼ zobsÞ? The numerical intensity of the

MCMC methods used to fit network models like the ERGM when population sizes are

large meant that we could not fully explore this issue here. There is current research that

tries to address some of these issues (Koskinen et al. 2010), but more is required, because

even if the time issue of fitting a partially observed network is solved, simulating many

ERGM networks to obtain EðZmisjZobs ¼ zobsÞ or even just E(Z) for large N . 100; 000

still appears infeasible.

Suesse and Chambers (2014) considered the case of known ERGM parameters (without

estimating them) and then applied a more sophistcated method, however even this method

was consistently worse than the simple method, despite having full knowledge of the

ERGM parameters. Based on these results we anticipate that more sophisticated

imputation methods are unlikely to lead to substantial efficiency gains in most cases. Our

simulation results indicate marginal differences between the SSþSR case and where ZU

is known. We therefore hypothesize that more sophisticated imputation methods will

also only provide marginal gains for estimation of a population total, and not alter the
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conclusions of this article. Efficient imputation methods when the target of inference is

more complex require further research.

All network models considered in this article assume that the value of the response

variable Y for an individual in the study population depends on a linear combination of the

values of this variable for the other individuals in the population that are linked to this

person in the network. If there is an implicit ordering in the strength of these links, then

this can be allowed for in the network model for Y. For example, in the case of a ‘best

friend’ network, where the friendships are ordered by their strength, one can modify the

CN model so that there is a separate parameter for each level of ‘best friend’, see Friedkin

(1990) for similar examples. To illustrate, in the BHPS application, when this extended

contextual model is fitted, a Wald test for equality of these effects supports the assumption

of a common effect.

The use of ERGMs to model the network and the use of the three main regression

models in Section 2 using the network as additional information might be restrictive.

There are many other approaches to model networks, for example adding latent variables

to a logistic regression model, as proposed by Handcock et al. (2007), but also many

extensions to include network information in a regression model, see Leenders (2002) for

some model extensions and the various options to define the weight matrix W based on the

network Z. The use of particular models might be beneficial or detrimental and exploring

the use of alternative models could be useful. The same holds for using particular network

structures in the modelling approaches. Conducting other simulation studies to investigate

the merits of different models is subject to future research.

Finally, we note that throughout this paper we have assumed that the method of

sampling is independent of the network structure given the available population auxiliary

information. In effect, we assume that measurement of the network is something that is

done on the sample (as in our BHPS application), rather than sampling being something

that is carried out on the network. However, there are important applications, see

Thompson and Seber (1996), where inclusion in sample depends on being linked to

another sampled individual via a network. It is clear that in these cases we cannot treat the

observed network structure in Zss and Zsr in the same way as we have in this article, and

this ‘informative’ method of sampling needs to be taken into account when we attempt to

impute the unknown components of Z. Work on this problem is continuing.
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Appendix

A. Further Simulation Results

B. Derivations

Suppose the contextual model (CN Model) holds Yi ¼ Xibþ Uigþ e i such that

EðYiÞ ¼ Xibþ Uig, VarðYiÞ ¼ s2
i ¼ vis

2 and CovðYi; YjÞ ¼ 0 for i – j. The column

vector b is of length p and g of length q. When not using the contextual information

(standard model), then g ¼ 0 and EðYiÞ ¼ Xib.

Define Hi ¼ ðXi;UiÞ and l ¼ ðb`; g`Þ`. Under independence, the weights of the

BLUP T̂ ¼ w`
H Ys given by (8) simplify to wH

wH ¼ 1s þ D21
v Hs H`

s D21
v Hs

� �21
T`

Hr; ð12Þ

where THr ;
P

i[r Hi ¼ Hr1r is a row vector of length q þ p, similarly the population

totals are defined, for example TH ;
P

i[U Hi ¼ H1.

Table 6. n ¼ 100: ERGM(3) and ERGM(10) network with X drawn randomly from {1, : : : ,9}. Ratio of average

lengths of nominal 95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript.

Population Data Generated Under Model

ERGM(3) ERGM(10)

CN AR ND CN AR ND

Actual BLUP
av(length)

1, 12894.2 1, 27395.0 1, 27395.0 1, 12794.1 1, 16095.2 1, 16095.2

Relative av(length)
EBLUP based on

True Model
ZU known

0.9893.2 0.9894.2 0.9894.1 0.9893.4 0.9894.4 0.9894.3

CN
SSþSRþRS 0.9891.7 1.0294.1 1.0194.9 0.9893.2 0.9994.2 0.9994.7

SSþSR 0.9891.9 1.0294.1 1.0194.9 0.9893.1 0.9994.4 0.9994.6

SS 1.4792.9 1.1694.8 1.0194.6 1.1193.4 1.0394.9 0.9994.9

AR
SSþSRþRS 1.0892.5 0.9993.6 1.0094.2 0.9892.8 0.9894.0 0.9894.5

SSþSR 1.0192.0 0.9992.9 1.0094.4 0.9893.1 0.9894.0 0.9894.5

SS 1.4692.4 1.1394.2 0.9994.8 1.1193.3 1.0294.5 0.9894.1

ND
SSþSRþRS 1.0883.9 0.9991.5 1.0094.6 0.9889.1 0.9894.1 0.9894.3

SSþSR 1.4292.4 1.1294.0 0.9894.2 1.1193.2 1.0294.7 0.9894.5

SS 1.4992.8 1.1493.7 0.9894.2 1.1293.7 1.0294.7 0.9894.5

Standard 1.4993.6 1.1794.5 1.0194.8 1.1393.7 1.0395.2 0.9994.6
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We aim at comparing the MSE of the CN and the standard model, but also under

the situation SSþSR, that is when contextual information needs to be estimated for

the non-sample.

MSE½T̂ � ¼ E½ðT̂ 2 TY Þ�
2

¼ E
i[s

X
wHiYi 2

i[U

X
Yi

8
<

:

9
=

;

2

þVar
i[s

X
ðwHi 2 1ÞYi 2

i[r

X
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2
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3

5

¼ E w`
H Ys 2 Y`1

� �2
þVar ðwH 2 1sÞ
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r 1r

� �

ð13Þ

Then according to Clark and Chambers (2008), MSE½T̂ � can be re-written as

MSE½T̂� ¼
i[s

X
wHiHi 2

i[U

X
Hi

0

@

1

Al

8
<

:

9
=

;

2

þ
i[s

X
ðwHi 2 1Þ2VarðYiÞ

þ
i[r

X
VarðYiÞ ð14Þ

¼ dHðll
`Þd`

H þ
i[s

X
ðwHi 2 1Þ2s2

i þ
i[r

X
s2

i ð15Þ

where dH ¼
P

i[s wHiHi 2 TH. The term ll` can be estimated by l̂l̂` 2 Var̂ðl̂Þ.

Let the EBLUP under the CN model using Hi be denoted by T̂C and that of standard

model using only Xi for i [ U by T̂I .

Then the difference D ; MSE½T̂C�2 MSE½T̂I� can be estimated by

D̂ ¼ dHðl̂l̂
` 2dVarVarðl̂ÞÞd`

H 2 dXðl̂l̂
T 2dVarVar ðl̂ÞÞd`

X

þ
i[s

X
ðwHi 2 1Þ2ŝ 2

i 2
i[s

X
ðwXi 2 1Þ2ŝ 2

i :

Since we assume that the contextual model holds dH ¼ 0 and

D̂ ¼ 2dXðl̂l̂
` 2dVarVarðl̂ÞÞd`

X þ
i[s

X
ðwHi 2 1Þ2ŝ 2

i 2
i[s

X
ðwXi 2 1Þ2ŝ 2

i :

According to Clark and Chambers (2008) the contextual model is chosen when D̂ , 0.

For the simple case of one contextual variable Ui the result of Clark and Chambers

(2008) applies and D̂ simplifies to

D̂ ¼ T2
Ur 2ŝ2S21

u 2 ĝ2
� �

; ð16Þ

and the contextual model is chosen when ĝ2 . 2ŝ2S21
u , where Sc ;

P
i[s ci and ci ;

Ui 2 C `X`
i with C ;

P
i[s X`

i Xi

� �21
X`

i Ui.

Now suppose that Xi is known for all units i [ U and Ui is only known for i [ s, that is

the population totals TX ;
P

i[U Xi of the covariates Xi are known, whereas TUr ;
P

i[r Ui is unknown and must be estimated and its estimate is denoted by T̂Ur.
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The weights wi are now a function of the sample values of Xi and Ui but also of the

known population total TX and the estimated non-sample total of the contexual variables

T̂Ur. The weights depending on T̂Ur are denoted by ŵi. The EBLUP based on the estimated

T̂Ur is denoted by T̂.

Now the MSE can be expressed as follows

MSE½T̂ � ¼ E½ðT̂ 2 TY Þ�
2

¼ ðEðT̂ 2 TY ÞÞ
2þVarðT̂ 2 TY Þ

¼ ðE½EðT̂ 2 TY jT̂UrÞ�Þ
2þVar½EðT̂ 2 TY jT̂UrÞ� þE½VarðT̂ 2 TY jT̂UrÞ�

ð17Þ

Previously with known TUr

EðT̂ 2 TY Þ ¼
i[s

X
wiXi 2

i[U

X
Xi

0

@

1

Abþ
i[s

X
wiUi 2

i[U

X
Ui

0

@

1

Ag

¼
i[s

X
wiHi 2

i[U

X
Hi

0

@

1

Al:

Now the conditional expectation given T̂Ur gives

EðT̂ 2 TY jT̂UrÞ ¼
i[s

X
ŵiXi 2

i[U

X
Xi

0

@

1

Abþ
i[s

X
ðŵi 2 1ÞUi 2 T̂Ur

0

@

1

Ag

The outer expectations/variances are always with respect to the distribution of T̂Ur and are

usually suppressed, unless necessary. Now assuming that T̂Ur is an unbiased estimate of

TUr, equivalently T̂U is unbiased estimate of TU with estimated (co)variance matrix VT̂U
.

It follows that the estimated weights ŵi depending on T̂Ur, see Equation (12), are also

unbiased, that is EðŵiÞ ¼ wi. First we obtain a variance estimate for ŵ using T̂Hr ¼

ðTXr; T̂UrÞ

VarðŵÞ ¼ Var 1sþD21
v Hs H`

s D21
v Hs

� �21
T̂

`

Hr

� 	

¼ D21
v Hs H`

s D21
v Hs

� �21
VT̂H

H`
s D21

v Hs

� �21
H`

s D21
v

with

VT̂H
¼

0 0

0 VT̂U

0

@

1

A:

Some blocks are zero because TX is known, hence there is no variability with respect to

the distribution of T̂Ur. By defining the n £ ð pþ qÞmatrix B¼ D21
v Hs H`

s D21
v Hs

� �21
and

partitioning as

B¼ Bp Bq

� 	
;
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such that Bp is of dimension n £ p and Bq of dimension n £ q. We can write now

VarðŵÞ ¼ BqVT̂U
B`

q : ð18Þ

We obtain

EðEðT̂ 2 TY jT̂UrÞÞ ¼ E
i[s

X
ŵiXi 2

i[U

X
Xi

 !

bþ
i[s

X
ðŵi 2 1ÞUi 2 T̂Ur

 !

g

( )

¼
i[s

X
wiXi 2

i[U

X
Xi

 !

bþ
i[s

X
ðwi 2 1ÞUi 2

i[r

X
Ui

 !

g

¼
i[s

X
wiHi 2

i[U

X
Hi

 !

l:

By ignoring terms that do not vary with respect to T̂Ur and collecting the remaining terms

we obtain

VarðEðT̂ 2 TY jT̂UrÞÞ ¼ Var
i[s

X
ŵiXi 2

i[U

X
Xi

 !

bþ
i[s

X
ðŵi 2 1ÞUi 2 T̂Ur

 !

g

( )

¼ Var ŵ`Hsl2 T̂Urg
� �

¼ ðHslÞ
`VarðŵÞHslþ g`VT̂U

g2 2Covðŵ`Hsl; T̂UrgÞ

¼ ðHslÞ
`BqVT̂U

B`
q Hslþ g`VT̂U

g2 2Covðŵ`Hsl; T̂UrgÞ

¼ B`
q Hsl

� 	`

VT̂U
B`

q Hslþ g`VT̂U
g2 2ðHslÞ

`Covðŵ; T̂UrÞg

¼ B`
q Hsl

� 	`

VT̂U
B`

q Hslþ g`VT̂U
g2 2ðHslÞ

`BqVT̂U
g

¼ B`
q Hsl

� 	`

VT̂U
B`

q Hslþ g`VT̂U
g2 2 B`

q Hsl
� 	`

VT̂U
g

¼ B`
q Hsl2 g

� 	`

VT̂U
B`

q Hsl2 g
� 	

Using EðX 2 1Þ2ai ¼ ðEðXÞ2 1Þ2aiþVarðXÞai for any r.v. X and constant ai, we obtain

EðVarðT̂ 2 TY jT̂UrÞÞ ¼ E
i[s

X
ðŵi 2 1Þ2s2

i þ
i[r

X
s2

i

 !

¼
i[s

X
ðwi 2 1Þ2s2

i þ
i[r

X
s2

i þ
i[s

X
s2

i VarðŵiÞ

¼
i[s

X
ðwi 2 1Þ2s2

i þ
i[r

X
s2

i þ ðs
2Þ`Diag BqVT̂U

B`
q

� 	
;

where s2 ¼ s2
1 ; : : : ;s

2
n

� �`
and Diag(A) gives the vector on the diagonal of matrix A.

Finally using that under the CN model dH ¼ 0 and using b ¼ B`
q Hsl 2 g ¼

ðH`
s HsÞ

21H`
s Hs

� �
q
l 2 g ¼ g 2 g ¼ 0 (½A�q refers to the last q rows of matrix A,
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we obtain

MSE½T̂ � ¼
i[s

X
wiHi 2

i[U

X
Hi

 !

l

( )2

þ
i[s

X
ðwi 2 1Þ2s2

i þ
i[r

X
s2

i

þb`VT̂U
bþ ðs 2Þ`DiagðBqVT̂U

B`
q Þ

¼ dHðll
`Þd`

H þ
i[s

X
ðwi 2 1Þ2s2

i þ
i[r

X
s2

i

þ0`VT̂U
0þ ðs2Þ`DiagðBqVT̂U

B`
q Þ

¼
i[s

X
ðwi 2 1Þ2s2

i þ
i[r

X
s2

i þ ðs
2Þ`DiagðBqVT̂U

B`
q Þ;

ð19Þ

which differs from (14) by the additional last term.

In practice MSE½T̂ � can be estimated by

dMSEMSE½T̂ � ¼
i[s

X
ðŵHi 2 1Þ2s2

i þ
i[r

X
s2

i þ ðs
2Þ`Diag BqV̂T̂U

B`
q

� 	
; ð20Þ

Now D can be estimated by

D̂ ¼ 2dXðl̂l̂
` 2dVarVarðlÞÞd`

X þ
i[s

X
ðwHi 2 1Þ2ŝ2

i 2
i[s

X
ðwXi 2 1Þ2ŝ2

i

þðs2Þ`Diag BqV̂T̂U
B`

q

� 	
:

We propose to use the contextual model when D̂ , 0 and the model without the

contextual effects otherwise. When only one contextual variable is provided and s2
i ¼ s2,

then the first three terms are replaced as in Clark and Chambers (2008) and we obtain

D̂ ¼ T̂
2

Ur 2ŝ2S21
u 2 ĝ2

� �
þ ŝ21`

s Diag BqB`
q

� 	
V̂T̂U

;

where the last term disappears when the total TU is known, as then V̂T̂U
¼ 0, and then the

formula coincides with (16).

C. Estimation of Contextual Population Information

For notational convenience, we use 1s as the vector of length n, 1r as the vector of length

N 2 n, 1N as the vector of length N and similarly the matrices of ones 1s,N, 1r,N 1N,N with

appropriate sizes.

The contextual population information is often not available. As defined before ~X is a

vector of population covariates, then the vector of contextual population information can

be obtained by the formula

U ¼W ~X ð21Þ

W ¼ Z=Z1N; N ; ð22Þ
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where the division refers to element-wise division of the matrices, it is an expression for

dividing each row of Z by the number of friends of person i (the sum of row i ). Often the

number of friends is fixed, for example for the BHPS, each person has exactly three

friends, then W ¼ 1
3

Z.

Suppose that U is available for the sample, that is Us, and that the full Z is not available.

We outline here a simple method to obtain T̂U and V̂TU
under a simple ERGM and a

simple estimator for Ẑ.

The ERGM under consideration is outlined in Sections 4 and 6 and has an edges statistic

and a GWESP statistic. One can show that (e.g., when simulating under this ERGM) that

PðZij ¼ 1Þ ¼ p is a constant (irrespective of whether the network is undirected or

directed), that is for each dyad the same marginal probability applies. However dyads are

usually not independent.

Under the situation SSþSR we can estimate p by

p̂ ¼
1

nsðN 2 1Þ i[s

X

j–i;j[s;r

X
Zij ¼ 1`

s Zs1N=ðnsðN 2 1ÞÞ:

Under independence and from general properties of a Binomial random variable

Varðp̂Þ ¼ p̂ð1 2 p̂Þ=ðnsðN 2 1ÞÞ. Due to dependence the real variance will be larger (as the

covariances between dyads are usually positive) and might be estimated by simulating

under an ERGM. However from simulations, see for example Suesse (2012b) where a

correlation matrix has to be estimated by simulating a large number of ERGM networks to

fit a certain class of network models, it can also be shown that most correlations between

dyads are near zero and that only some correlations for dyads sharing a node, for example

Yij and Yik, are positive but small in magnitude, for example 0.02. Hence the correlation

structure under the independence assumption (meaning that all correlations are exactly

zero) does not deviate much from the true correlation structure and we expect the

estimated variance derived under the binomial distribution to hold approximately.

Now we use p̂ and the simple estimator Varðp̂Þ to estimate TU and VT̂U
: Using (21) and

(22) we can write under SS þ SR using Zr ¼ ðZrs;ZrrÞ

TU ¼ 1`
N U ¼ 1`

s Us þ 1`
r Ur ð23Þ

and

Ur ¼
a1

a2

¼
Zr

~X

Zr1N

:

Now Zr is not observed and must be estimated, here by Pr ¼ EðZrÞ. Note that Pr is a

ðN 2 nÞ £ N matrix, but has zeros along the off-diagonal that correspond to the diagonal of

Z because Z has zero diagonal entries. The other entries are constant and equal p̂.

Now

a1 ¼ P̂r
~X ¼ p̂{N1r

~X� 2 ~Xr}

with the population average of ~X denoted by ~X� and

a2 ¼ P̂r1N ¼ p̂ðN 2 1Þ1r;
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provided the number of friends is not fixed and unknown. If fixed, as for the BHPS, the

network is not required to estimate p, because p is known and equals 3
N21

, as each person

has three friends in the population with N 2 1 possible candidates. Then a2 has simple

structure, it is a vector with elements equal to this number, that is 3.

The estimator of Ur is

Ûr ¼
p̂{N1r

~X� 2 ~Xr}

p̂ðN 2 1Þ1r

¼
N1r

~X� 2 ~Xr

ðN 2 1Þ1r

and hence an estimator T̂U of TU is obtained by replacing Ur by Ûr in (23).

Assume for simplicity the denominator is fixed (as for the BHPS) and we have only one

contextual variable, then we approximate VT̂U
by

V̂T̂U
¼

{N1r
~X� 2 ~Xr}

`{N1r
~X� 2 ~Xr}

p̂2ðN 2 1Þ2
dVarVarðp̂Þ ð24Þ

Otherwise when the denominator is not fixed, then the variance of the ratio might be

obtained by the delta method or by simulation under a network model or re-sampling

methods, as the parametric bootstrap method. In the following we ignore the variability of

the denominator and apply naively Equation (24).
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An Analysis of Interviewer Travel and
Field Outcomes in Two Field Surveys

James Wagner1 and Kristen Olson2

In this article, we investigate the relationship between interviewer travel behavior and field
outcomes, such as contact rates, response rates, and contact attempts in two studies, the National
Survey of Family Growth and the Health and Retirement Study. Using call record paradata that
have been aggregated to interviewer-day levels, we examine two important cost drivers as
measures of interviewer travel behavior: the distance that interviewers travel to segments and
the number of segments visited on an interviewer-day. We explore several predictors of these
measures of travel – the geographic size of the sampled areas, measures of urbanicity, and other
sample and interviewer characteristics. We also explore the relationship between travel and
field outcomes, such as the number of contact attempts made and response rates. We find that the
number of segments that are visited on each interviewer-day has a strong association with field
outcomes, but the number of miles travelled does not. These findings suggest that survey
organizations should routinely monitor the number of segments that interviewers visit, and that
more direct measurement of interviewer travel behavior is needed.

Key words: Interviewer travel; survey costs; nonresponse; paradata.

1. Introduction

In face-to-face surveys, survey organizations use multi-stage area probability samples with

clustering of sampled housing units (i.e., ‘area segments,’ Kish 1965) in order to constrain

travel costs, but we know very little about interviewer travel behavior in these surveys. In

general, an interviewer travels from his/her home to a sampled neighborhood. Once in the

sampled neighborhood, the interviewer makes contact attempts to several sampled housing

units, identifying potentially eligible respondents (“screening”) and conducting interviews.
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If a sampled area is quite far from the interviewer’s home, large amounts of time are spent

‘on the clock’ for travel, not screening, interviewing, or otherwise recruiting sampled units.

As a result, interviewer travel is a large component of the total budget in personal visit

surveys; for many large national surveys, travel costs are 20% to 40% of the total survey

budget (e.g., Judkins et al. 1990; Kalsbeek et al. 1994; Weeks et al. 1983; Sudman 1965–66;

Sudman 1967). Interviewers may vary in their ability to plan efficient travel which may

impact their efficiency and other field outcomes. Yet surprisingly unexplored are

characteristics of interviewer travel behavior – measured either through the actual number

of miles traveled or the number of area segments visited on a given interviewer workday –

and the association between interviewer travel behavior and field outcomes, such as the

number of contact attempts, contact and cooperation rates. These interviewer travel

behaviors and field outcomes are important drivers of both response rates and costs.

In this article, we examine this important but little explored component of field surveys

– interviewer travel behavior – in two large national surveys in the United States. We also

investigate the relationship between the distance that interviewers travel while performing

their work and field outcomes – that is, the cumulative results of an interviewer’s actions

when visiting sampled housing units in the field. In particular, we examine the following

two questions:

1. What are predictors of interviewer travel behavior in two large national US field

surveys?

2. Is interviewer travel behavior associated with field outcomes (i.e., number of contact

attempts, contact rates, screening, and main interview cooperation rates)?

This article takes a first observational look at the relationship between characteristics of

areas, travel-related costs, and survey errors. We will examine these relationships using

cross-classified random effects models to analyze interviewer travel and field outcomes

as indicated through call history and timesheet data from two large-scale national area

probability sample surveys in the United States – the National Survey of Family Growth

and the Health and Retirement Study. Specifically, for our first research question, we

examine predictors of interviewer travel such as the geographic size of sampled areas and

urbanicity. For our second research question, we examine whether interviewer travel

decisions contribute to survey errors, including variability in nonresponse rates across

interviewers and decisions that may lengthen the field period. We anticipate that

interviewers who travel more miles will also have more contact attempts because the

travel allows them to make these contact attempts, but lower contact and response rates

because the time spent traveling constrains the amount of time that can be spent

administering a questionnaire. Understanding the relationship between travel and field

outcomes will aid survey practitioners in designing efficient surveys.

2. Background

2.1. Interviewer Travel Overview

Although all field studies require interviewers to travel to sampled housing units, there is

surprisingly little empirical examination of interviewer travel behavior. Travel in sample
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surveys has been specified as a constraint on sampling error, such as the variance of an

estimated mean from a cluster sample (Sudman 1978; Hansen et al. 1953, 274). There are

different measures of interviewer travel behavior available from paradata, including how

many segments an interviewer visits on a given day or the distance traveled on these trips.

Paradata include call record data (sometimes called contact history data) and timesheet

and travel expense data. Cost models indicate three inputs that are needed – (1) the

number of times a segment is visited, (2) the distance between the interviewer’s home and

the segments, and (3) the distance traveled within segments (Sudman 1967, ch. 2; Judkins

et al. 1990). For example, Cochran (1977, 183) provides a cost model for a cluster sample

with cost of travel between clusters as C ¼ c1nþ ct

ffiffiffi

n
p
þ c2nm, where n is the number of

clusters, m is the number of units within each cluster, c1 is the cost of measuring (an

unspecified combination of listing, screening, and interviewing) a cluster, ct is the cost

related to travel between clusters, and c2 is the cost of travel within a cluster (see also

Kalsbeek et al. 1983; Judkins et al. 1990). Despite this central role of cost models for

determining optimal sample designs, empirical evaluation of what these cost inputs are in

actual field studies is lacking.

Existing cost data are largely for one survey (the National Household Interview Survey,

or NHIS, conducted for the US National Center for Health Statistics). Kalsbeek et al.

(1983) note that empirical data are not available and, therefore, attempt to use simple

geometry to model travel costs. In examining cost drivers in the 1988 NHIS, Judkins and

colleagues (1990) note that there is only limited empirical data available on the number of

segments visited and on distance traveled. They find that the average workload size for

interviewers was 2.3 segments, but were not able to empirically evaluate mileage traveled.

Chen (2012) draws on data about field outcomes from the 2004 NHIS in order to simulate

travel behaviors. Thus, there is a very limited literature with almost no empirical data on

travel costs as they relate to sampling error. There is even less information about how these

travel behaviors are related to field outcomes.

Further, the manner in which interviewers make decisions about travel is not well

understood. Little information on interviewer travel can be obtained from training

materials, as interviewers receive limited training on travel; the training that they do

receive generally focuses on cost containment. For example, interviewers are trained to

monitor (Mayer 1968) or limit the number of trips to sampled segments to keep costs under

control (Morton-Williams 1993, 141; Campanelli et al. 1997, 3–20). They are also trained

to make contact attempts at times during which they are likely to reach someone at home,

varying the day and time of contact attempts (e.g., Morton-Williams 1993; Stoop et al.

2010), times which may vary across sample units (e.g., Durrant and Steele 2009; Blom

2012). In practice, interviewers report visiting multiple cases once they have traveled to a

particular sampled area (Peachman 1992). Interviewers may then travel between segments

to reach different sampled persons at home, even revisiting area segments on the same day.

The extent to which they do this is unknown.

One potential reason that interviewer travel has received limited attention is that

studying interviewer travel outcomes requires a record to be kept of travel itself. In most

in-person surveys, this can be obtained in three ways: (1) mileage reports from the

interviewer when asking for travel reimbursement on their timesheets, (2) distances

obtained from geocoding the locations of the sampled housing units as recorded in the call
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records, or (3) summaries of the number of sampled neighborhoods (segments) visited

by each interviewer obtained through aggregating the call records or reports by the

interviewer themselves. All three sources are likely to contain errors. Nevertheless,

evaluating existing travel information is necessary to establish that there are associations

between travel behaviors and field outcomes such as contact and cooperation rates, even

with imperfect data. If interviewers are unsuccessful at establishing contact or completing

interviews, then they will be more likely to spend time in travel as they continue to seek

contact with a selected housing unit. In this article, we will focus on mileage reports and a

summary of the number of segments visited on a given interviewer-day obtained through

the call records.

2.2. Predictors of Interviewer Travel Behavior

The first research question addresses predictors of interviewer travel behavior. Interviewers

are not randomly assigned to segments, and their skill sets with respect to travel decisions

vary. We expect that travel will differ overall for different geographic areas, interviewers

with different levels of experience, and at different times during the field period.

Given higher population density in urban areas, we anticipate that interviewers will

have to travel more miles in rural areas than in suburban or urban areas because the

segments are larger in rural areas. Thus, we include urbanicity in all of the models. We

expect that larger areas and areas considered to be “more difficult” will require more

travel. Therefore, we include the area (measured in square miles) of the primary sampling

units to account for the variation in area between Primary Sampling Units (PSUs). In order

to account for variation between PSUs in the difficulty of obtaining an interview, we use

the United States Census Bureau’s “Hard-to-Count” score. This score is based upon

characteristics of Census Tracts, including demographic characteristics predictive of

response rates to the mailed portion of the Decennial Census (Bruce and Robinson 2006).

We have created a weighted average, using the Census Tract count of housing units as the

weight of this score for each PSU in the sample. We also anticipate that interviewers with

less experience will travel differently than experienced interviewers (as interviewers with

different experience levels have different calling times, Campanelli et al. 1997). In

particular, we expect that inexperienced interviewers will be more likely to follow travel

suggestions received in training or from supervisors than experienced interviewers. As

such, in surveys where interviewers are instructed to visit all active, sampled housing units

in a particular segment, we expect inexperienced interviewers will be more likely to visit

all active, sampled housing units, and thus do more within-segment traveling. As such, we

account for interviewer experience in all of the models as well.

Finally, we expect differences in travel overall for different times in the field period.

In surveys where low yield segments are removed (either via two-phase sampling or by

a management decision) from the active sample, we expect that interviewers will tend

to travel less at later times in the field period.

2.3. Association Between Interviewer Travel Behavior and Field Outcomes

Decisions about travel affect not only costs, but also are likely to be associated with field

outcomes. This may be either because of interviewers traveling in order to make more call
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attempts when early attempts do not yield interviews or because the amount of time spent

traveling constrains the time possible to conduct an interview. Thus, our second research

question addresses whether interviewer travel behavior is associated with field outcomes

such as the number of contact attempts, contact rates, and response rates.

We are aware of only two simulation studies that address this question. One of these

simulation studies found that smaller PSU sizes give interviewers more time to contact

households because of reduced travel time (Chen 2012). The other simulation study

suggested that the length of interview may modify the effect that travel has on field

outcomes in that shorter interviews yield more time for travel and increase the

possibility of obtaining additional interviews (Bienias et al. 1990). Although

interviewers are a key source of variability in response, contact and cooperation rates

in face-to-face surveys (e.g., O’Muircheartaigh and Campanelli 1999; Campanelli et al.

1997; Purdon et al. 1999; Pickery and Loosveldt 2002; Durrant and Steele 2009; Blom

et al. 2011; Blom 2012; Stoop et al. 2010), to our knowledge, no previous study has

examined the association between interviewer travel behaviors and contact and

cooperation rates using actual data.

The two previous simulation studies of interviewer travel (e.g., Bienias et al. 1990;

Chen 2012) suggest two competing hypotheses about the relationship between travel

behaviors and field outcomes. Both hypotheses assume that interviewers make their own

decisions about which sampled segments to visit and which housing units to attempt on a

given interviewer-day, that interviewers no longer visit sampled cases once an interview

is completed, and that there are no constraints put on interviewers for the number of

attempts that they can make on a given day or to a sampled housing unit. The first

hypothesis posits a positive association between travel and the number of contact

attempts made on a given day – interviewers who drive more miles or visit more

segments are traveling to make more contact attempts. The second hypothesis anticipates

a negative association between travel and contact attempts, arguing that interviewers

who spend more time travelling – and thus have more miles driven or more segments

visited – have less ‘on the ground’ time to make contact attempts for a fixed amount of

work time in a given day.

We anticipate that the association between travel and the number of contact attempts

will differ for different types of field outcomes. With the same assumptions as above,

in particular, we expect a positive association between travel behaviors and the number

of contact attempts made on an interviewer day. That is, interviewers who travel more

will be doing so in order to make additional contact attempts. We anticipate, however,

that travel behaviors will be negatively associated with screening and response

rates. Interviewers who make contact with a household or obtain interviews will

have less time to travel to other areas (that is, more successful field outcomes lead to

less travel).

Because interviewer training on travel is generally linked to minimizing the number

of trips made to individual segments (sampled neighborhoods), we anticipate that the

total number of segments visited will be more likely to be associated with field outcomes

than the actual number of miles traveled. Yet costs are directly related to the total

number of miles that an interviewer drives. We thus will examine both measures of

interviewer travel.
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3. Data

3.1. Surveys

We examine two large-scale, national face-to-face surveys conducted by the Survey

Research Center at the University of Michigan – the National Survey of Family Growth

(NSFG) and the Health and Retirement Study (HRS). The two surveys differ in scope,

target populations, and field periods. Additionally, the NSFG is a cross-sectional survey

and the HRS is a longitudinal survey.

3.2. National Survey of Family Growth

The NSFG 2006–2010 Continuous was carried out under a contract with the US Center

for Disease Control and Prevention’s (CDC) National Center for Health Statistics. The

NSFG collects information about fertility, childbearing, and sexual behaviors among

women and men in the US aged 15 to 44. Thus, the NSFG interview process had two steps

– identifying an age-eligible respondent through screening and conducting a “main”

survey interview. NSFG 2006–2010 continuous released fresh samples quarterly, with a

twelve-week field period, in what is called a “continuous sample design” (Lepkowski et al.

2010). Interviewers are generally assigned three neighborhoods or segments within a

single, “home” PSU per quarter. The twelve-week field period is divided into two phases.

At the end of ten weeks, a subsample of two segments (with additional subsampling of

lines within those two segments) is selected for each interviewer. The data analyzed for

this article come from the second quarter which ran from September to December of 2006.

The initial sample included 5,063 housing units.

The assignment of interviewers to sampled segments is not random; in most PSUs there

is only a single interviewer who is assigned a random sample of segments from within the

PSU. When there is more than one interviewer, the interviewers are assigned segments

near their home location to try to minimize travel. Overall, 45% of interviewers visited

only one PSU over the field period, and 55% visited two or more PSUs. Additionally, 29%

of PSUs had only one interviewer visit them, with the remaining 71% having at least two

different interviewers visit them. Thus, interviewer-days are cross-classified between

interviewers and PSUs. In some PSUs, including all of Alaska and Hawaii, interviewers

are flown in for field work and do not travel from their home location. As such, we will

exclude Alaska and Hawaii from these analyses.

The number of days worked by each of the 41 interviewers ranges from 2 (one

interviewer) to 72, with only three interviewers working fewer than ten days, and an

average of 44.6 days. On 97% of the days, interviewers remained within a single PSU.

All of the NSFG field staff record call records and timesheets electronically.

Information about the housing units each interviewer visits and the corresponding field

outcomes are recorded in call records. Call record information is usually filled out daily or

more frequently (after each contact attempt). Travel information is recorded by the

interviewer in their timesheets for purposes of mileage reimbursement in personal

vehicles, and is submitted at most daily (the interviewers are paid biweekly, so payment

information is not always submitted on the day that it occurred). The two systems,

however, do not interface directly. That is, interviewers are not probed in their timesheets
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to record time specifically related to effort recorded in the call records. As a result, there

can be a “mismatch” between activities as recorded in the call records and activities as

recorded in timesheets and expense reports. We will examine information from both

the call records (aggregated to the number of segments visited per day) and the

timesheets (reported mileage per day) in this analysis. For the data used in our models,

each record represents a summary of the travel and field outcomes for a day that an

interviewer worked.

3.3. Health and Retirement Study

The Health and Retirement Study (HRS) is a panel study of U.S. adults aged 50 and above,

with initial data collection starting in 1992. Every six years, a new age-eligible sample is

recruited to include the newly aged-in 51 to 56 year olds. In this article, we examine the

new cohort added during the 2004 data collection. The HRS uses an area probability

sample to identify households with newly age-eligible adults (Heeringa and Connor 1995;

Health and Retirement Study 2008), with two interviewing steps (screening households for

age-eligible respondents and “main” interviewing) for the new cohort. The sample in all

PSUs and segments (40,120 housing units) was released at the beginning of the field

period. Unlike the NSFG, the HRS did not select a second phase sample of segments. Near

the end of the field period, with only 790 sample housing units still active, a subsample of

half of these housing units was selected.

The panel and the new cohort of the HRS are recruited using somewhat overlapping

field staff at the beginning of data collection. We examine here the effort of the

interviewers who were mainly assigned to screen households and identify persons who

were eligible for the new cohort and to interview them. Among these interviewers, 91.7%

of trips had no contact attempts to the panel cases sample, and 5.2% had only one contact

attempt to the panel cases. As such, although the HRS is a longitudinal study, the data that

we examine here are analogous to a cross-sectional study.

In the HRS, multiple interviewers are (not randomly) assigned to a PSU, and each

interviewer was assigned to a variable number of secondary sampling units (or segments)

based on their geographic proximity to the segments, again having a cross-classified data

structure for interviewer-days, nested across both interviewers and PSUs. In general, HRS

field managers had more flexibility in assigning segments to interviewers than managers

for the NSFG. For the HRS, there are generally more interviewers in each PSU. Segments

could be assigned to the interviewer who lived close to them. Overall, each PSU had at

least two interviewers work in it, ranging from two to 35 different interviewers in a single

PSU. Additionally, 45% of interviewers worked in only one PSU, but the remaining 55%

worked in two or more different PSUs. The field period for the HRS was about twelve

months. Further, instead of having new segments assigned each quarter, HRS interviewers

had all of their segments available from the beginning of the field period. There was much

greater variability in the number of days worked by HRS interviewers compared to the

NSFG interviewers, ranging from one day to 255 days, with an average of 48.8 days. To

increase the stability of estimates (Olson and Peytchev 2007), only interviewers who had

worked at least ten days were included in the analyses. This excluded 61 interviewers who

had collectively worked a total of 176 days, 37 of whom had worked only one day during
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the field period, with 205 interviewers remaining who had collectively worked 12,940

days, for an average of 62.2 interviewer-days per interviewer.

As with the NSFG, the data of interest for the HRS also come from timesheet

information and from the call records. Both timesheets and call records are maintained

electronically, and call records are filled out daily or more often. As in the NSFG,

interviewers are paid biweekly. As with the NSFG, information about the number of miles

traveled comes from the timesheet information; field outcomes and the number of

segments visited on each interviewer day come from the call records. The models for the

HRS are estimated on data for which each record represents a summary of the travel and

field outcomes for a day worked by an interviewer.

4. Methods

4.1. Travel Variables

Ideally, the level of analysis for each interviewer and sampled unit for this study would be

at the call attempt (sometimes called contact attempt) level. Each sampled address visited

during a given trip to a sampled segment could be geocoded and the distance between the

interviewer’s house, the first sampled address, and among sampled addresses could be

calculated. However, the timesheet data are kept at the day level for each interviewer, not

at the contact attempt level. Thus, we aggregate information for each interviewer for each

day of the survey period, and analyze travel at an interviewer-day level.

We use two measures of interviewer travel behavior: (1) the total number of miles

reported per day in the timesheet and (2) the total number of trips made to sampled

segments visited during an interviewer-day as calculated from the call records. First, we

use the total number of miles traveled on a given day that the interviewer reported in their

timesheet for purposes of reimbursement. In the NSFG, over 90% of days (90.9%) have

mileage data reported, and in the HRS, 96.2% of days have mileage data reported. Among

the days with mileage data reported, interviewers travel an average of 85.4 miles per

interviewer-day in the NSFG and 53.4 miles per interviewer day in the HRS.

Second, to obtain a count of the number of trips made to segments during a day, we

define trips as any visit to a segment that involves travel between the interviewer’s home

and the segment, or between segments. For example, if an interviewer travels to segment A

from their home, then goes to segment B, and then returns to segment A, they have taken

three trips to sampled segments. For parsimony, we will refer to this as a “three segment”

trip. Interviewers in the NSFG and HRS visited a similar number of segments per

interviewer day – 1.85 segments per interviewer-day in the NSFG and 1.91 segments

per interviewer-day in the HRS. The distribution of number of segments visited per

interviewer-day is remarkably similar across the two surveys. In both surveys, roughly

54% of all interviewer-days are spent visiting one segment, and just fewer than 22% of

interviewer-days involve contact attempts to two segments. The balance of interviewer-

days (24%) had contact attempts in more than two segments. In the NSFG, the correlation

between the number of segments visited and the total number of miles traveled is 0.23

( p , .0001), whereas it is only 0.06 ( p , .0001) in the HRS. These differences likely

reflect the greater flexibility that HRS has in assigning segments to interviewers.
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One possible limitation is the quality of the travel information. Discrepancies between

the number of segments calculated from the call records and miles reported by the

interviewer on a timesheet can occur for a number of reasons. For example, interviewers

can record work-related travel – such as travel to a training session – that is not related to

field effort, interviewers who are flown into a sampled PSU will not record mileage

because they do not need to be reimbursed for rental car mileage, and interviewers who

work in major metropolitan areas may not use a car to travel among sampled units, instead

using public transportation. Additionally, interviewers may fail to complete a call record

for some types of travel, such as driving by a house and not seeing evidence of anyone

at home, or may not complete their travel reports until the end of the day, potentially

forgetting a trip or misremembering where they traveled. Interviewers may also enter

travel reimbursement information for the wrong date (Wang and Biemer 2010; Biemer

et al. 2013; Wagner et al. 2013). Another type of error occurs when the wrong mode for a

contact attempts is entered into the record. If a telephone visit is entered into the records as

a face-to-face call, then incorrect assumptions about travel will be made.

To address the potential limitation of the quality of the mileage reported in the

timesheets, for the NSFG, we also conducted a sensitivity analysis. We used information

about the interviewer’s home address to measure distance traveled on a given day

starting from an interviewer’s house via geocoded addresses obtained in the call records.

We geocoded each interviewer’s home address and the centroid of the sampled segment,

and calculated the distance in miles ‘as the crow flies’ from the interviewer’s home

address to their segments and among their segments. Although other options are

available for calculating distance (such as ‘best routes’ calculated through Google

Maps), we started with this approach for simplicity. Given missing data on interviewer

home addresses and limitations of the geocoding software, we were unable to geocode

addresses for 24.6% of interviewer-days in the NSFG. The two sources of travel data are

highly, but not perfectly correlated (r ¼ 0.780, p , .0001). In general, the interviewer-

reported timesheet data tends to be higher than the geocoded data – as would be

expected given our use of the ‘as the crow flies’ distance for the geocoded data. We

conducted all of our analyses using both metrics and came to identical conclusions. In

the HRS, we do not have the interviewer’s home address and thus cannot calculate a

geocoded distance from the interviewer’s home.

4.2. Field Outcome Variables

We examine five field outcomes (see Table 1) as the dependent variables in our models:

1. Total number of contact attempts made to sample housing units on a given

interviewer-day for screening cases,

2. total number of contact attempts made for main interviews,

3. contact rates,

4. screener interview rates, and

5. main interview rates.

In both surveys, we separate contact attempts into two groups – contact attempts to screen

the household for an eligible sample person and contact attempts to complete the main
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interview. For both of these surveys, screening and main interviews are two separate

activities that usually occur on different days (75.7% and 90.7% of completed screening

interviews for the NSFG and HRS respectively required additional main contact attempts

on another day). This is because the person completing the screening interview may be

different than the person selected to complete the main interview and because the main

interviews for both surveys take a relatively long time to complete. Therefore, interviews

need to be scheduled at times that are convenient for the sampled person. In both surveys,

there are fewer main interview attempts than screener interview attempts due to the length

of the main interview and the eligibility criteria that had to be met to conduct a main

interview. In the NSFG, there is an average of 10.68 screener attempts and 4.08 main

interview attempts per interviewer-day. In the HRS, there is an average of 11.02 screener

attempts and 1.43 main interview attempts per interviewer-day. While the average number

of screener attempts is very similar across the two surveys, the number of main attempts is

much higher for the NSFG. This is likely due to the higher eligibility rate for the NSFG

Table 1. Descriptive Statistics of Travel, Field Outcomes, Urbanicity and Experience across Interviewer-Days,

for the National Survey of Family Growth (NSFG) and Health and Retirement Study (HRS).

Variable
NSFG Mean
(SD) or %

HRS Mean
(SD) or %

Travel
Number of miles 85.42 (74.55) 53.36 (50.08)
Number of segments 1.85 (1.18) 1.91 (1.22)

1 segment 54.9% 53.5%
2 segments 21.9% 21.5%
3 segments 12.2% 12.3%
4 segments 5.0% 6.1%
5þ segments 6.1% 6.7%

Day-level Field Outcomes
Number of screening contact attempts 10.68 (11.58) 11.02 (11.25)
Number of main interview contact attempts 4.08 (4.03) 1.43 (2.08)
Contact rates 0.43 (0.30) 0.36 (0.29)
Screener interview rates 0.21 (0.23) 0.22 (0.25)
Main interview rates 0.30 (0.34) 0.20 (0.36)

Urbanicity
Largest MSAs 17.2% –
Smaller MSAs 41.2% –
Non-MSAs 41.6% –
Self-representing PSUs – 34.4%
Non self-representing PSUs – 65.6%

Interviewer Experience
No experience 9.4% 23.9%
Any prior experience 90.6% 76.1%

Number of weeks in field period 6.51 (3.35) 28.83 (11.91)
Census Hard-to-Count Score 34.22 (12.16) 40.67 (19.40)
Area (Square miles)* 2,200 (1,464) 2,200 (3,378)

Note: Number of interviewer-days ¼ 1,784 in the NSFG and 12,940 in the HRS. SD ¼ Standard Deviation;

MSA ¼Metropolitan Statistical Area; PSU ¼ Primary Sampling Unit.

*Rounded to nearest hundreds.
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compared to the HRS, and that the HRS often attempts to interview two members of the

household on the same day. The same number of screener attempts will produce more

main attempts. Since these are averages across days, it also indicates that NSFG

interviewers may have worked longer shifts.

The contact, screener interview, and main interview rates are calculated at an

interviewer-day level. In particular, the contact rate is the total number of attempts with

contact divided by the total number of attempts made on a given interviewer-day. The

screener interview rates are the total number of completed screeners divided by the total

number of attempts for screener interviews (those to cases of previously unknown

eligibility), and the main interview rates are similarly the total number of completed main

interviews divided by the total number of attempts for main interviews (those to cases of

known eligibility). In the NSFG, the average contact rate across all interviewer-days is

43.2%, and the average contact rate for the HRS is 35.5%. Over all of the interviewer days,

in the NSFG, the average screener interview rate is 21.3%, and the main interview rate,

conditional on known eligibility is 29.5%. In the HRS, the screener rate is 21.8%, and the

main interview rate among known eligible persons is 20.4%. These call-level contact,

screener and main interview rates are different from the final case-level contact rate,

screener and main interview rates for the survey which are calculated by the total number

of cases contacted or completed by the end of the study divided by the total number of

sampled (eligible) cases.

4.3. Predictor Variables for Multivariate Models

The predictors are chosen from a set that have been shown or are hypothesized to be

related to interviewer travel and productivity. Since travel may be impacted by

characteristics of the interviewer, the PSU, and characteristics of the available sample,

we select predictors from our model from each of these areas. We model the number of

segments visited and miles travelled each day, including as predictors in the models

urbanicity, interviewer experience, a continuous measure of the week in the field

period, a measure of how difficult the area is to enumerate based on the 2000

Decennial Census Hard-to-Count (HTC) score (Bruce and Robinson 2006), and the area

of the PSU in square miles. Urbanicity is measured from characteristics of the PSU in

which an interviewer’s segments are located. In the NSFG, urbanicity has three levels

– the largest Metropolitan Statistical Areas (MSAs, 17.2% of interviewer-days), smaller

MSAs (41.2%) and non-MSAs (41.6%). A Metropolitan Statistical Area is an urban

geographic area with at least 50,000 residents (United States Census Bureau 2013). In

the HRS, we use an indicator for whether the PSU was self-representing or not; 34.4%

of interviewer-days occurred in self-representing PSUs. In both surveys, interviewers

were quite experienced – 90.6% of NSFG interviewers and 76.1% of HRS interviewers

had prior interviewing experience. The week of the field period ranged from 1 to 12 for

the NSFG and from 1 to 52 for the HRS. We include an indicator for whether the

interviewer-day was in Phase 1(¼ 1) versus Phase 2(¼0), and an interaction term

between Phase 1 and week in the field period to account for potential nonlinearities

during “close-out” periods of each survey. In the NSFG, Phase 1 was defined as all

weeks before the 11th week, and in the HRS, Phase 1 was defined as all weeks before
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the 48th week. The mean Census hard-to-count score was 34.22 (SD ¼ 12.16) in the

NSFG and 40.67 (SD ¼ 19.40) in the HRS. Finally, the average PSU was about 2,200

square miles (SD ¼ 1,464) in the NSFG and also about 2,200 square miles

(SD ¼ 3,378) in the HRS.

4.4. Analysis Methods

As described above in Subsections 3.2 and 3.3, interviewer-days are cross-classified

within interviewers and PSUs in both the NSFG and HRS. Thus, we use cross-classified

multilevel regression models, with interviewer-days nested within interviewers and PSUs,

to examine the association between field effort and interviewer travel. In all models, we

test whether a random effects model is needed using a likelihood ratio test that is a mixture

of chi-squared distributions (West et al. 2015, 107).

4.4.1. Models for Travel

For the first research question, we examine predictors of the number of miles traveled and

the number of segments visited.

Model for Miles

First, in order to predict the number of miles traveled in the NSFG we estimate

a hierarchical linear regression model with a normal distribution and identity link

function:

1pcmilesið jkÞ ¼ u0 þ b1segmentsið jkÞ þ b2SmallMSAk þ b3NonMSAk þ b4CensusHTCk

þ b5AreaSqMilesk þ b6AnyExpj þ b7Weekið jkÞ þ b8Phase1ið jkÞ

þ b9Phase1ið jkÞWeekið jkÞ þ b00j þ c00k þ eijk

where i represents interviewer-days, j represents interviewers, k represents PSUs, miles

is the total number of miles traveled per interviewer-day, segments is the total number of

segments visited per interviewer-day, SmallMSA and NonMSA are dichotomous indicator

variables for the urbanicity of the PSU, CensusHTC is a continuous measure indicating

the Census Hard-to-Count score (Bruce and Robinson 2006), AreaSqMiles is the

centered number of square miles in the PSU, AnyExp is an interviewer-level indicator for

whether the interviewer has any prior interviewing experience, Week is a continuous

measure of the week of the field period, Phase1 is an indicator variable for the

interviewer-day being early in the field period, b00j is a random effect for interviewers

with a normal distribution and mean of zero, c00k is a random effect for PSUs with a

normal distribution and mean of zero, and eijk is a residual term (Raudenbush and Bryk

2002). The model in the HRS is identical except that the two urbanicity variables are

replaced with one indicator variable for whether the segment is located in a self-

representing PSU or not. SAS 9.4 PROC MIXED is used to estimate these hierarchical

linear models.

Journal of Official Statistics222

Unauthenticated
Download Date | 3/1/18 10:39 AM



Model for Segments

We estimate a hierarchical Poisson model with a log link to predict the number of

segments visited:

log ðsegmentsijÞ ¼ u0 þ b1milesið jkÞ þ b2SmallMSAk þ b3NonMSAk

þ b4CensusHTCk þ b5AreaSqMilesk þ b6AnyExpj þ b7Weekið jkÞ

þ b8Phase1ið jkÞ þ b9Phase1ið jkÞWeekið jkÞ þ b00j þ c00k

where the predictors are as defined above. The number of miles driven per day is added

as a predictor to this model. All Poisson models are estimated using SAS 9.4 PROC

GLIMMIX.

4.4.2. Models for Field Outcomes

For the second research question, we examine whether there is a relationship between

travel and field outcomes.

Model for Attempts

When examining the total number of contact attempts for the screener or the main interview,

we estimate a hierarchical negative binomial regression model with a log link function:

log ðattemptsijÞ ¼ u0 þ b1segmentsið jkÞ þ b2milesið jkÞ þ b3SmallMSAk þ b4NonMSAk

þ b5CensusHTCk þ b6AreaSqMilesk þ b7AnyExpj þ b8Weekið jkÞ

þ b9Phase1ið jkÞ þ b10Phase1ið jkÞWeekið jkÞ þ b00j þ c00k

We initially estimated hierarchical Poisson models. These models had very poor model fit

with evidence of overdispersion (Generalized Chi-Square/DF . 2 for all models; Stroup

2011). Thus, hierarchical negative binomial models were estimated. The negative

binomial models significantly improved model fit over the Poisson models for the total

number of contact attempts (Generalized Chi-Square , ¼ 1 in both surveys; statistically

significant scale parameters). All negative binomial models are estimated using SAS 9.4

PROC GLIMMIX.

Models for Contact and Interview Rates

For the contact, screener and main interview rates, we estimate a hierarchical Poisson

regression model predicting the number of contact attempts with successful contacts,

screener and main interviews with the number of contact attempts, contact attempts to

obtain a screener, and contact attempts to obtain a main interview as the offset variables,

respectively. All Poisson models are estimated using SAS 9.4 PROC GLIMMIX. For
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example, for the contact rate, we estimate:

log ðcontacts=visitsijÞ ¼ u0 þ b1segmentsið jkÞ þ b2milesið jkÞ þ b3SmallMSAk

þ b4NonMSAk þ b5CensusHTCk þ b6AreaSqMilesk

þ b7AnyExpj þ b8Weekið jkÞ þ b9Phase1ið jkÞ

þ b10Phase1ið jkÞWeekið jkÞ þ b00j þ c00k

For these models, we use the same predictors as the previous models, and include both

segments visited and miles travelled per day as predictors in these models.

5. Findings

5.1. What are Predictors of Interviewer Travel Behavior in Two Large

National US Field Surveys?

We now turn to our first research question – what predicts interviewer travel behavior

in these two surveys? We start by estimating a base model predicting mileage with

no predictors. In the NSFG, there is a significant variance component related to

interviewers (var(b00j) ¼ 7157.1) and to the PSUs (var(c00k) ¼ 5154.7; likelihood ratio

chi-square ¼ 1691.6, p , .0001; see the top panel of Table 2), with an interviewer

intraclass correlation coefficient of 51.3% and a PSU intraclass correlation coefficient of

36.9%. There is also a significant variance component related to interviewers in the

HRS (var(b00j) ¼ 2397.1) and to the PSUs (var(c00k) ¼ 61.2; likelihood ratio chi-

square ¼ 11963.5, p , .0001; see the top panel Table 2), with an interviewer intraclass

correlation coefficient of 71.8% and a PSU intraclass correlation coefficient of 1.8%. This

means that over 50% of the variance in mileage traveled is due to interviewers overall in

both surveys, but that the variance in mileage due to PSUs differs dramatically across

the two surveys.

We note that interviewers vary in the characteristics of their assigned PSUs, their skill

sets, as well as the proximity of their home to sampled segments. These factors may

explain some or all of the variation between interviewers. To address this, we now look at

predictors of the number of miles traveled each interviewer-day.

As shown in the top panel of Table 2, the total distance traveled is significantly

associated with the number of segments visited in the NSFG, but not the HRS. In the

NSFG, interviewers travel almost eight miles more for each additional segment visited.

Counter to our expectations, there is no systematic linear association between urbanicity,

the Census Hard-to-Count score, the size of the area segment, interviewer experience, or

time in the field period and mileage in the NSFG.

The associations in the HRS are somewhat different than in the NSFG. In the HRS, there

is no systematic association between the number of segments visited and mileage. As in

the NSFG, and again counter to our expectations, there is no association between the

Census Hard-to-Count score, the area of the PSU, urbanicity, interviewer experience, or

the time in the field period with miles traveled in the HRS.
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Next, we look at predictors of the number of segments visited on each interviewer day

(bottom panel of Table 2). Here, the predictors are surprisingly different from those of

mileage. Mirroring the model predicting the number of miles driven, in the NSFG, the

number of miles driven is positively associated with the number of segments visited, but in

the HRS this coefficient is not significantly different from zero. The urbanicity indicators

are not associated with the number of segments visited per day in the NSFG, counter to

our expectations, but interviewers who work in non-self-representing PSUs visit more

segments per day, on average, than interviewers who work in other PSUs in the HRS, as

expected. In the NSFG, experienced and inexperienced interviewers visit the same number

of segments per day, on average, but in the HRS, experienced interviewers visit more

segments on average than inexperienced interviewers each day. This is likely due to

constraints in the number of segments assigned to interviewers in the NSFG (only three),

whereas the HRS interviewers may have larger numbers of assigned segments. In both

surveys, fewer segments are visited earlier in the field period than later in the field period,

indicating more cross-segment travel late in the field period, and the rate of change across

the weeks for the first and second phases also changes.

5.2. Is Interviewer Travel Associated with Field Outcomes?

We now look at the relationship between these two travel measures and field behaviors.

We start with the total number of contact attempts. There is significant variation across

interviewers and PSUs in both studies in the number of screener interview contact

attempts (base models in Table 3, NSFG: var(b00j) ¼ 0.10, var(c00k) ¼ 0.06, p , .0001;

HRS: var(b00j) ¼ 0.32, var(c00k) ¼ 0.18, p , .0001) and main interview contact attempts

(NSFG: var(b00j) ¼ 0.08, var(c00k) ¼ 0.13 p , .0001; HRS: var(b00j) ¼ 0.32,

var(c00k) ¼ 0.18) per day. As shown in Table 3 in both surveys, as expected, as the

number of segments visited increases, the number of screener and main contact attempts

made during an interviewer-day also increases (NSFG screener b ¼ 0.25, p , .0001;

NSFG main b ¼ 0.20, p , .0001; HRS screener b ¼ 0.26, p , .0001; HRS main

b ¼ 0.27, p , .0001). Strikingly and surprisingly, there is no relationship ( p . 0.05)

between the number of miles traveled and the total number of main attempts in either

survey, and there is a weak association (b ¼ 0.001, p , .05) between the number of

miles and screener attempts in the NSFG, but not the HRS. There is no association

between urbanicity and contact attempts across the two surveys, and no association

between an interviewer’s prior experience, the Census Hard-to-Count score, and the

area of the PSU, and the number of contact attempts. In both surveys, the number of

screener attempts decreases as the field period progresses, although the decrease is

stronger in Phase 2 of the survey. The number of main interview attempts does not

change as the field period progresses in the HRS ( p . 0.05), but increases late in the

field period in the NSFG ( p , .01). The NSFG has a short field period, and although

the survey managers emphasize completing screening interviews early in the field

period, there is a push toward completing main interviews at the end of the field period.

For the HRS, the interview is much longer. In many cases, two persons within the

household are interviewed. These conditions made it more difficult to schedule and

complete these interviews.
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We now examine the relationship between travel behavior and contact rates (Table 4).

As with the other field outcomes, there is significant variability across interviewers

and PSUs in contact rates (NSFG: var(b00j) ¼ 0.09, var(c00k) ¼ 0.04, p , .0001; HRS:

var(b00j) ¼ 0.08, var(c00k) ¼ 0.02, p , .0001). Consistent with our expectation that

interviewer travel and contact rates will be negatively correlated, Table 4 shows that there

is a modest, but noticeable decline in contact rates in both surveys as an interviewers’

travel increases as measured by the number of segments (NSFG: b ¼ 20.03, p , .001;

HRS: b ¼ 20.03, p , .0001). Unexpectedly, we see no relationship at all between the

distance traveled in miles and contact rates ( p . 0.05). Non-urban PSUs as represented by

the non-MSAs in the NSFG (b ¼ 0.36, p , .01) and by non-self-representing PSUs in the

HRS (n ¼ 0.07, p , .0001) have higher contact rates, on average, than urban PSUs in both

surveys. We see no difference in contact rates for interviewers with some prior experience

compared to those without prior experience in either survey. Contact rates do not

systematically change over the field period. There is no association between the Census

Hard-to-Count score and contact rates ( p . 0.05). Larger PSUs have higher contact rates

in the NSFG (b ¼ 0.0001, p , .01), but not in the HRS ( p . 0.05).

The next outcomes, also presented in Table 4, are screener interview rates and main

interview rates. There is significant variability across interviewers in screening and

main interview rates (NSFG: screening var(b00j) ¼ 0.11, var(c00k) ¼ 0.08, p , .0001, main

var(b00j) ¼ 0.09, var(c00k) ¼ 0.05, p , .0001; HRS: screening var(b00j) ¼ 0.16,

var(c00k) ¼ 0.05, p , .0001, main var(b00j) ¼ 0.17, var(c00k) ¼ 0.09, p , .0001). We

anticipate the same association as described with contact rates – a negative association

between travel (as measured by miles and number of segments visited) and screener / main

interview rates, with the same rationale. As with contact rates and consistent with our

expectations, there is a statistically significant negative association between screener rates and

the total number of segments visited on an interviewer-day and also between main interview

rates and the total number segments visited on an interviewer-day in both surveys (coefficients

range from 20.05 to 20.27, p , .001). Neither survey displays a significant relationship

( p , .05) between the total distance traveled in miles and any of these field outcomes. Thus,

the measure of travel that predicts these important field outcomes (and error indicators) in both

surveys is how many different segments are visited, not the number of miles that an interviewer

drives. Non-urban PSUs tend to have higher screener and main interview rates (NSFG:

b ¼ 0.55, p , .01 screener; b ¼ 0.30, p ¼ 0.06 main; HRS: b ¼ 0.12, p , .0001 screener;

b ¼ 0.41, p , .0001 main) in both surveys. There is no association between interviewer-day

level screener interview and main interview rates and interviewer experience. For the HRS,

interviewer-day level screener interview rates changes as the field period progresses. In both

surveys, main interview rates change as the field period progresses. There is no association

between the Census Hard-to-Count score and screener or main completion rates. Screener

completion rates are associated with larger PSUs in the NSFG (b ¼ 0.005, p , .01), but no

association with main interview rates, and no association in the HRS ( p . 0.05).

6. Summary and Discussion

Although costs of interviewer travel have been examined with respect to sample designs

(e.g., Kalsbeek et al. 1994; Bienias et al. 1990) predictors of interviewer travel behavior
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and the association between travel decisions and field outcomes to date has not received

any attention. In this article, we conducted an initial examination of variables that may be

associated with interviewer travel, treating indicators of interviewer travel behavior

as outcomes in some models and predictors in others. In the models, geographic

characteristics such as the size in square miles of the PSU and urbanicity were not

associated with travel outcomes such as the numbers of miles traveled or segments visited.

In models predicting the number of segments visited, characteristics of the data collection,

such as design phases or the week of data collection, were associated with these travel

outcomes. In these models, interviewer variance was a significant component of the

variance. In terms of field outcomes, the geographic size of the PSU did not play a

significant role except for screener and contact rates in the NSFG. The week of the field

period and the design phase were associated with the number of attempts made in a day.

In terms of the relationship of interviewer travel to the six different field outcomes and

error indicators, we see a clear, consistent pattern for the two surveys, summarized in

Table 5. The associations are clear – interviewers who visit more segments on a given day

also have more contact attempts and have lower contact and response rates. This effect

holds even accounting for the number of miles that the interviewers travel. In none of the

analyses is the raw number of miles traveled by interviewers associated with the number of

contact attempts or contact or response rates.

The replication of the findings about the association (or lack thereof) between overall

distance and number of segments visited and field outcomes despite the design differences

between the two surveys is encouraging. The field period in the HRS and NSFG is very

different. In the NSFG, there is a limited (twelve week) field period. Interviewers are

encouraged to visit every sampled housing unit as quickly as possible and visit as many

segments as they can every day. In this way, the NSFG encourages interviewers to

maximize their travel. In contrast, the HRS has an extended (twelve month) field period,

and interviewers are encouraged to minimize their travel as the field period progresses.

These differences in field period and survey management yield differences in the

relationship between travel behaviors and contact attempts over the field period across the

two surveys; yet there are few differences in the association between travel and field

outcomes between these two surveys. The number of segments an interviewer visits has a

positive association with contact attempts, but negative association with response rates.

These results suggest that this finding may generalize across survey settings.

Table 5. Summary of association between travel and field outcomes.

Is there an association between travel
and field outcome?

Field Outcome Miles Segments

Screener contact attempts Weak (þ NSFG only) Yes (þ )
Main contact attempts No Yes (þ )
Contact rates No Yes (2 )
Screener rates No Yes (2 )
Main interview rates No Yes (2 )

Note: The sign in parentheses in the “segments” column indicates the direction of the association.

NSFG ¼ National Survey of Family Growth.

Journal of Official Statistics232

Unauthenticated
Download Date | 3/1/18 10:39 AM



The association between interviewer travel behavior and contact and cooperation rates

is important for survey practice for three reasons. First, most survey organizations closely

monitor response rates, potentially indicating differential nonresponse bias across

interviewers (West and Olson 2010). Although Groves and Peytcheva (2008) found that

the response rate may not be a good indicator for the risk of bias, it still is a baseline quality

measure used to assess interviewers by many survey organizations. Second, the ability to

control variability between interviewers in the response rate is an important prerequisite in

controlling differential response rates across subgroups, which is a strategy for minimizing

the risk of nonresponse bias (Montaquila et al. 2008; Groves 2006; Schouten et al. 2016).

Finally, we do not know whether different types of travel decisions are associated with

contact or cooperation rates. Thus, establishing whether such an association exists is a

critical first step for developing interviewer training related to travel and for understanding

variability in interviewer response rates. Our findings imply that survey organizations

should carefully monitor interviewer travel behavior – and in particular, between segment

travel – as a way of reducing between-interviewer variability in response rates, and thus

minimize the risk of nonresponse error variance due to the interviewer.

These findings also have important implications for costs and practice by survey field

managers. Although interviewer mileage should be monitored for a simple cost calculation

(travel costs ¼ number of miles * reimbursement rate per mile), the number of segments

visited each day should also be monitored as an additional indicator of survey error and

cost. Furthermore, we recommend that the number of segments visited on a given day be

used to initiate conversations with interviewers about their travel. In particular, field

managers should investigate why interviewers are traveling to additional segments as the

travel is an indication that calling is less productive on those trips. This may be due to the

time of day and day of the week of the trip, the approach of the interviewer, or other factors

which may need further investigation. Thus, the number of segments could be a useful way

to monitor and provide feedback to interviewers on their behavior and obtain new insights

into the reasons for nonparticipation.

This article is not without limitations. First, establishing causality from existing

administrative travel data is difficult. Most travel data is reported at an aggregate interviewer-

day level in timesheets; that is, travel data is not associated with individual cases or contact

attempts but instead with each day that an interviewer works. Thus, we can examine

associations in this analysis, but cannot determine whether different travel behaviors cause

field outcomes, or field outcomes cause different travel behavior. The observed associations

could also be the result of particular allocations of sample to interviewers. For example, if

more experienced interviewers are allocated more difficult samples, this could lead to

experience being less predictive in the estimated models while it might actually be the case

that experienced interviewer produce higher response rates than less experienced interviewers

when they are allocated equivalent samples. This type of allocation based on difficulty was

not the usual practice in either of the surveys used here, but might be used by other surveys.

Second, these two surveys are large, national surveys with screening to find particular target

populations. Each of these surveys also oversamples area segments with higher proportions of

black and Hispanic persons. We do not know how these results would replicate in surveys

without this screening step and oversampling. Third, the segments were not randomly

assigned to interviewers, and as such, all of our findings are from an observational study. We
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have attempted to account for these potential differences in interviewer assignment PSUs

using cross-classified random effects models and including additional area-level predictors

(e.g., see Stokes and Jones 1989), but we have not explained away the PSU effect.

Additionally, neither of these surveys pay interviewers per completed interview, nor require

interviewers to work multiple studies at one time. Instead, NSFG and HRS pays interviewers

by the hour, and both hire interviewers only for one study at a time. It is not clear whether

surveys that use a different pay structure would see similar patterns.

Future evaluations of the quality of travel data are needed. Although we have initial

indications that interviewer-reported mileage and mileage calculated from geocoded call

records differ, we do not know which source is more accurate. Given that all of the analyses

replicated with both timesheet and geocoded mileage information, we believe that our lack of

association with mileage is robust to measurement errors in the timesheet data. GPS devices

allow the collection of data regarding the location of interviewers. These data include latitude,

longitude, speed, direction, altitude, and time and date. Collection of real time travel data

through the use of GPS devices carried by interviewers would help us understand the quality of

both of these sources of data (Olson and Wagner 2015; Wagner et al. 2013). Additionally,

collection of real time travel data would permit the examination of the relationship between

travel and field outcomes at the address level, rather than the interviewer-day level. It would also

allow us to evaluate the amount of time spent to travel a certain number of miles. Interviewers

may take a longer route at which they can travel with faster speed such as on a freeway, thus

taking less time from their interviewing day than a shorter route at slower speeds.

Future research will incorporate information about both the distance traveled and the

number of segments visited per visit into explicit cost models. Although interviewer travel

is often mentioned as a constraint on the number of clusters to select and the size of the

clusters, we are unaware of cost-error models that incorporate empirical data for these

measures. The data presented here could provide useful inputs for future cost models

related to interviewer travel in face-to-face surveys.

7. References

Biemer, P.P., P. Chen, and K. Wang. 2013. “Using Level-of-Effort Paradata in Non-

Response Adjustments with Application to Field Surveys.” Journal of the Royal

Statistical Society: Series A (Statistics in Society) 176(1): 147–168. Doi: http://dx.doi.

org/10.1111/j.1467-985X.2012.01058.x.

Bienias, J.L., E.M. Sweet, and C.H. Alexander. 1990. A Model for Simulating Interviewer

Travel Costs for Different Cluster Sizes. Proceedings of the Survey Research Methods

Section, American Statistical Association, 20–27. Anaheim, CA. Available at:

https://ww2.amstat.org/sections/srms/Proceedings/papers/1990_004.pdf (accessed

October 14, 2017).

Blom, A.G. 2012. “Explaining Cross-Country Differences in Survey Contact Rates:

Application of Decomposition Methods.” Journal of the Royal Statistical Society:

Series A (Statistics in Society) 175(1): 217–242. Doi: http://dx.doi.org/10.1111/j.

1467-985X.2011.01006.x.

Blom, A.G., E.D. de Leeuw, and J.J. Hox. 2011. “Interviewer Effects on Nonresponse in

the European Social Survey.” Journal of Official Statistics 27(2): 359–377.

Journal of Official Statistics234

Unauthenticated
Download Date | 3/1/18 10:39 AM

http://dx.doi.org/10.1111/j.1467-985X.2012.01058.x
http://dx.doi.org/10.1111/j.1467-985X.2012.01058.x
https://ww2.amstat.org/sections/srms/Proceedings/papers/1990_004.pdf
http://dx.doi.org/10.1111/j.1467-985X.2011.01006.x
http://dx.doi.org/10.1111/j.1467-985X.2011.01006.x


Bruce, A. and J.G. Robinson. 2006. “Tract-Level Planning Database with Census 2000

Data.” US Department of Commerce, US Census Bureau: Washington, DC, 226.

Available at: https://www.census.gov/2010census/partners/pdf/TractLevelCensus-

2000Apr_2_09.pdf (accessed October 14, 2017).

Campanelli, P., P. Sturgis, and S. Purdon. 1997. Can You Hear Me Knocking?:

Investigation into the Impact of Interviewers on Survey Response Rates, National

Centre for Social Research, London.

Chen, B.-C. 2012. “Simulating NHIS Field Operations.” Proceedings of the 2012

Research Conference, Federal Committee on Statistical Methodology. Office of

Management and Budget. Washington, DC. Available at: https://s3.amazonaws.com/

sitesusa/wp-content/uploads/sites/242/2014/05/Chen_2012FCSM_II-A.pdf (accessed

October 14, 2017).

Cochran, W.G. 1977. Sampling Techniques (Third ed.). New York: John Wiley and Sons.

Durrant, G.B. and F. Steele. 2009. “Multilevel Modelling of Refusal and Non-Contact in

Household Surveys: Evidence from Six UK Government Surveys.” Journal of the Royal

Statistical Society: Series A (Statistics in Society) 172(2): 361–381. Doi: http://dx.doi.

org/10.1111/j.1467-985X.2008.00565.x.

Groves, R.M. 2006. “Nonresponse Rates and Nonresponse Bias in Household Surveys.”

Public Opinion Quarterly 70(5): 646–675. Doi: http://dx.doi.org/10.1093/poq/nfl0.

Groves, R.M. and E. Peytcheva. 2008. “The Impact of Nonresponse Rates on Nonresponse

Bias: A Meta-Analysis.” Public Opinion Quarterly 72(2): 167–189.

Hansen, M.H., W.N. Hurwitz, and W.G. Madow. 1953. Sample Survey Methods and

Theory. New York: Wiley.

Health and Retirement Study. 2008. Sample Evolution: 1992–1998. Available at: http://

hrsonline.isr.umich.edu/sitedocs/surveydesign.pdf (accessed February 6, 2014).

Heeringa, S.G. and J.H. Connor. 1995. Technical Description of the Health and

Retirement Survey Sample Design. Available at: http://hrsonline.isr.umich.edu/sitedocs/

userg/HRSSAMP.pdf (accessed February 6, 2014).

Judkins, D., J. Waksberg, and D. Northrup. 1990. Cost Functions for NHIS and

Implications for Survey Design. Proceedings of the American Statistical Association,

Survey Research Methods Section, 34–43. Anaheim, CA.

Kalsbeek, W.D., O.M. Mendoza, and D.V. Budescu. 1983. “Cost Models for Optimum

Allocation in Multi-Stage Sampling.” Survey Methodology 9(2): 154–177.

Kalsbeek, W.D., S.L. Botman, J.T. Massey, and P.-W. Liu. 1994. “Cost-Efficiency and the

Number of Allowable Call Attempts in the National Health Interview Survey.” Journal

of Official Statistics 10(2): 133–152.

Kish, L. 1965. Survey Sampling. New York: John Wiley & Sons, Inc.

Lepkowski, J.M., W.D. Mosher, K.E. Davis, R.M. Groves, and J. Van Hoewyk. 2010. The

2006–2010 National Survey of Family Growth: Sample design and analysis of a

continuous survey. Washington, DC: National Center for Health Statistics. Available

at: https://www.cdc.gov/nchs/data/series/sr_02/sr02_150.pdf (accessed October 14, 2017).

Mayer, C.S. 1968. “A Computer System for Controlling Interviewer Costs.” Journal of

Marketing Research 5: 312–318.

Montaquila, J.M., J.M. Brick, M.C. Hagedorn, C. Kennedy, and S. Keeter. 2008. “Aspects

of Nonrepsonse Bias in RDD Telephone Surveys.” In Advances in Telephone Survey

Wagner and Olson: Interviewer Travel and Field Outcomes 235

Unauthenticated
Download Date | 3/1/18 10:39 AM

https://www.census.gov/2010census/partners/pdf/TractLevelCensus2000Apr_2_09.pdf
https://www.census.gov/2010census/partners/pdf/TractLevelCensus2000Apr_2_09.pdf
https://s3.amazonaws.com/sitesusa/wp-content/uploads/sites/242/2014/05/Chen_2012FCSM_II-A.pdf
https://s3.amazonaws.com/sitesusa/wp-content/uploads/sites/242/2014/05/Chen_2012FCSM_II-A.pdf
http://dx.doi.org/10.1111/j.1467-985X.2008.00565.x
http://dx.doi.org/10.1111/j.1467-985X.2008.00565.x
http://dx.doi.org/10.1093/poq/nfl0
http://hrsonline.isr.umich.edu/sitedocs/surveydesign.pdf
http://hrsonline.isr.umich.edu/sitedocs/surveydesign.pdf
http://hrsonline.isr.umich.edu/sitedocs/userg/HRSSAMP.pdf
http://hrsonline.isr.umich.edu/sitedocs/userg/HRSSAMP.pdf
https://www.cdc.gov/nchs/data/series/sr_02/sr02_150.pdf


Methodology, edited by J.M. Lepkowski, C. Tucker, J.M. Brick, E.D. de Leeuw, L.

Japec, P.J. Lavrakas, M.W. Link, and R.L. Sangster, 561–586. Hoboken, NJ: John

Wiley & Sons.

Morton-Williams, J. 1993. Interviewer Approaches. Hants, England: Aldershot.

Olson, K. and A. Peytchev. 2007. “Effect of Interviewer Experience on Interview Pace and

Interviewer Attitudes.” Public Opinion Quarterly 71(2): 273–286.

Olson, K. and J. Wagner. 2015. “A Feasibility Test of Using Smartphones to Collect GPS

Information in Face-to-Face Surveys.” Survey Research Methods 9(1): 1–13.

Doi: http://dx.doi.org/10.18148/srm/2015.v9i1.6036.

O’Muircheartaigh, C. and P. Campanelli. 1999. “A Multilevel Exploration of the Role of

Interviewers in Survey Non-Response.” Journal of the Royal Statistical Society, Series

A 162: 437–446. Doi: http://dx.doi.org/10.1111/1467-985X.00147.

Peachman, J. 1992. Design and Methodology of 1991/92 Household Interview Survey.

Paper presented at the Australasian Transport Research Forum 17th Conference,

149–161. Canberra, Australia. Available at: http://atrf.info/papers/1992/1992_

Peachman.pdf (accessed October 14, 2017).

Pickery, J. and G. Loosveldt. 2002. “A Multilevel Multinomial Analysis of Interviewer

Effects on Various Components of Unit Nonresponse.” Quality and Quantity 36:

427–437. Doi: https://doi.org/10.1023/A:1020905911108.

Purdon, S., P. Campanelli, and P. Sturgis. 1999. “Interviewers’ Calling Strategies on Face-

to-Face Interview Surveys.” Journal of Official Statistics 15(2): 199–219.

Raudenbush, S.W. and A.S. Bryk. 2002. Hierarchical linear models : applications and

data analysis methods. Thousand Oaks, Sage Publications.

Schouten, B., F. Cobben, P. Lundquist, and J. Wagner. 2016. “Does More Balanced

Survey Response Imply Less Non-Response Bias?” Journal of the Royal Statistical

Society: Series A (Statistics in Society) 179(3): 727–748. Doi: http://dx.doi.org/10.

1111/rssa.12152.

Stoop, I., J. Billiet, A. Koch, and R. Fitzgerald. 2010. Improving Survey Response: Lessons

Learned from the European Social Survey. West Sussex, UK: Wiley.

Stokes, S.L. and P.A. Jones. 1989. Evaluation of the Interviewer Quality Control

Procedure for the Post-Enumeration Survey. 1989 Proceedings of the Survey Research

Methods Section. American Statistical Association. Alexandria, VA, 696–698.

Stroup, W. 2011. Living with Generalized Linear Models. Paper 349-2011, SAS Global

Forum 2011. Available at: http://support.sas.com/resources/papers/proceedings11/

349-2011.pdf (accessed October 14, 2017).

Sudman, S. 1965-66. “Time Allocation in Survey Interviewing and in Other Field

Occupations.” Public Opinion Quarterly 29: 638–648.

Sudman, S. 1967. Reducing the Cost of Surveys. Chicago: Aldine.

Sudman, S. 1978. “Optimum Cluster Designs Within a Primary Unit Using Combined

Telephone Screening and Face-to-Face Interviewing.” Journal of the American

Statistical Association 73: 300–304. Doi: http://dx.doi.org/10.2307/2286656.

United States Census Bureau. 2013. “Metropolitan and Micropolitan Statistical Areas

Main.” Available at: http://www.census.gov/population/metro/. Last Revised: May 6,

2013; (accessed January 15, 2015).

Journal of Official Statistics236

Unauthenticated
Download Date | 3/1/18 10:39 AM

http://dx.doi.org/10.18148/srm/2015.v9i1.6036
http://dx.doi.org/10.1111/1467-985X.00147
http://atrf.info/papers/1992/1992_Peachman.pdf
http://atrf.info/papers/1992/1992_Peachman.pdf
https://doi.org/10.1023/A:1020905911108
http://dx.doi.org/10.1111/rssa.12152
http://dx.doi.org/10.1111/rssa.12152
http://support.sas.com/resources/papers/proceedings11/349-2011.pdf
http://support.sas.com/resources/papers/proceedings11/349-2011.pdf
http://dx.doi.org/10.2307/2286656
http://www.census.gov/population/metro/


Wagner, J., K. Olson, and M. Edgar. 2013. Using GPS and Other Data to Assess Errors in

Level-of-Effort Data in Field Surveys. Paper presented at the Joint Statistical Meetings,

August 2013. Montreal, Canada.

Wang, K. and P. Biemer. 2010. The Accuracy of Interview Paradata: Results from a Field

Investigation. Paper presented at the Annual Conference of the American Association

for Public Opinion Research, Chicago, IL. Available at: https://www.rti.org/sites/

default/files/resources/aapor10_biemer_pres.pdf (accessed October 14, 2017).

Weeks, M.F., R.A. Kulka, J.T. Lessler, and R.W. Whitmore. 1983. “Personal versus

Telephone Surveys for Collecting Household Health Data at the Local Level.”

American Journal of Public Health 73: 1389–1394.

West, B.T. and K. Olson. 2010. “How Much of Interviewer Variance is Really

Nonresponse Error Variance?” Public Opinion Quarterly 74(5): 1004–1026. Doi:

http://dx.doi.org/10.1093/poq/nfq061.

West, B.T., K.B. Welch, and A.T. Galecki. 2015. Linear Mixed Models: A Practical Guide

Using Statistical Software (Second ed.). Boca Raton, FL: CRC Press.

Received February 2014

Revised July 2017

Accepted November 2017

Wagner and Olson: Interviewer Travel and Field Outcomes 237

Unauthenticated
Download Date | 3/1/18 10:39 AM

https://www.rti.org/sites/default/files/resources/aapor10_biemer_pres.pdf
https://www.rti.org/sites/default/files/resources/aapor10_biemer_pres.pdf
http://dx.doi.org/10.1093/poq/nfq061


An Overview of Population Size Estimation where
Linking Registers Results in Incomplete Covariates,

with an Application to Mode of Transport of
Serious Road Casualties

Peter G.M. van der Heijden1, Paul A. Smith2, Maarten Cruyff 3, and Bart Bakker4

We consider the linkage of two or more registers in the situation where the registers do not
cover the whole target population, and relevant categorical auxiliary variables (unique to one
of the registers; although different variables could be present on each register) are available in
addition to the usual matching variable(s). The linked registers therefore do not contain full
information on either the observations (often individuals) or the variables. By treating this as a
missing data problem it is possible to construct a linked data set, adjusted to estimate the part
of the population missed by both registers, and containing completed covariate information
for all the registers. This is achieved using an Expectation-Maximization (EM)-algorithm. We
elucidate the properties of this approach where the model is appropriate and in situations
corresponding with real applications in official statistics, and also where the model conditions
are violated. The approach is applied to data on road accidents in the Netherlands, where the
cause of the accident is denoted by the police and by the hospital. Here the cause of the
accident denoted by the police is considered as missing information for the statistical units
only registered by the hospital, and the other way around. The method needs to be widely
applied to give a better impression of the range of problems where it can be beneficial.

Key words: Dual system estimation; linkage; missing data; register; coverage.

1. Introduction

In recent years there has been continuing pressure on National Statistical Offices (NSOs)

and other organisations producing official statistics to produce more, better quality and

more detailed statistics, generally with decreasing resources. One of the important ways

NSOs have responded has been to increase the use of administrative data sets, which provide

relatively large amounts of information, generally at a small marginal cost. Often the desired

range of statistical units or variables is not available on a single administrative data set, and

therefore linking of administrative data sources (we call them registers) is also becoming

more and more popular as a means to provide more comprehensive statistics.

There are several methodological problems that NSOs encounter when they are using

registers for the production of official statistics. One is that registers, even when linked,
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under-cover the population of interest. A second problem is that missing values will be

generated if two or more registers are linked. The values of variables that are only

available in a subset of the registers are not known for the records that are not present in

this subset. In this article, we present a framework for solving both undercoverage and

these missing values in one procedure. We do not consider other methodological problems

such as overcoverage and item missingness in single registers, although we return to them

in the discussion. Figure 1 is a graphical representation of the linkage of two registers. The

representation shows the linked data with observations (often individuals) in the rows and

variables in the columns. The data for variables available only in register A are on the left

and denoted by a, the data for variables only in register B are on the right and denoted by b,

and in the middle are the data for variables that register A and B have in common, denoted

by ab. Typically the variables in ab include the variables used for linking the registers.

As Figure 1 illustrates, each register has some unique variables. In a we find data for the

covariates in register A that are not in register B. It follows that for the individuals in

register B that are not in register A these covariates are missing. This is represented by

the grey bitmap block at the bottom left in the representation in Figure 1. Similarly,

individuals that are in register A but not in register B have missing values on the variables

that are unique for register B, and this is represented by the grey bitmap block top right in

Figure 1. In this article we consider the presence of the two grey bitmap blocks as a

missing data problem that we solve by estimating the missing data. (It is evident that

estimating missing covariate values only makes sense for covariates that pertain to all

registers involved. An example where estimation of missing covariate values does not

make sense: consider a population register coupled with a hospital register, then the

Variables

In
di

vi
du

al
s

Missing
covariates

a ab b

Missing
covariates

Individuals missed by both lists

Fig. 1. Graphical representation of two linked registers, see text for details.

Journal of Official Statistics240

Unauthenticated
Download Date | 3/1/18 10:40 AM



hospital register covariate “type of medical problem” should not be estimated for all

individuals in the population register who do not appear in the hospital register, as it is

likely that they do not have a medical problem at all.)

In addition, the linked registers may not cover the population perfectly, and two-source

estimation may be applied to estimate that part of the population missed by both registers.

This is depicted by the white area at the bottom of Figure 1. Notice that the aim is here not

only to estimate the number of missing individuals but also their covariate data. Also

notice that, in common with the basic population size estimation problem using two

registers, individuals can be observed in three ways: individuals only in register A (on top),

individuals in both register A and B (in the middle), and individuals only in register B (at

the bottom). We note that when there are two registers, two-source estimation assumes

independence conditional on covariates. Heterogeneity of inclusion probabilities can lead

to marginal dependence between the registers. When this heterogeneity is caused by

observed covariates, using these covariates in the model can compensate for this

dependence. However, there may be dependence that is not caused by observed covariates

and one way to handle this true dependence is by inclusion of a third register (compare the

International Working Group for Disease Monitoring and Forcasting 1995) or by using

latent variable models (compare Darroch et al. 1993; Fienberg et al. 1999). We will show

that the approach we adopt can also be elaborated for more than two registers.

Thus there is a missing data problem in the covariates and a population size estimation

problem, and both problems are handled simultaneously. In earlier work, Zwane and

Van der Heijden (2007) and Van der Heijden et al. (2012) studied the situation where the

missing variables are categorical and Zwane and Van der Heijden (2008) where they are

continuous. In this article we review the case of categorical variables only, where the

problem will be solved by applying the Expectation-Maximization (EM)-algorithm to

estimate the missing observations in the context of population size estimation. We will in

particular investigate the properties of the chosen solution as well as applying it within

simulation studies.

Secondly, we will discuss an application where a single concept is measured by one

variable in A and another in B, but where the validity of the variable in A is considered to

be better than the validity of the variable in B. Notice that the concept is not represented by

a single variable in part ab in Figure 1, but by a variable in part A and a different variable in

part B and in this case the variable is clearly relevant in both (all) registers. Now the focus

is on the estimation of the missing data of the grey bitmap part at the bottom left of the

representation in Figure 1.

A good overview of two-source and multiple-source estimation where registers are

linked is Bishop et al. (1975, Ch. 6). Important work in official statistics includes Wolter

(1986), Bell (1993) and Griffin (2014) for the US Census, and by Brown et al. (1999),

Brown et al. (2006) and Brown et al. (2011) for the UK. In epidemiology important

reviews are by the International Working group for Disease Monitoring and Forecasting

(1995) and Chao et al. (2001). For a Bayesian perspective, see Madigan and York (1997).

In this article the covariates in a population size estimation model play an important

role. Earlier work in this area is from Bishop et al. (1975, Ch. 6), Alho (1990), Huggins

(1989), Baker (1990), Tilling and Sterne (1999), and Zwane and Van der Heijden (2005);

for a review see Pollock (2002). Bishop et al. (1975) discuss the use of categorical
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covariates, and Alho (1990) and Zwane and Van der Heijden (2005) discuss how inclusion

probabilities may be functions of continuous auxiliary information, where Alho (1990)

predicts the inclusion probabilities using logistic regressions for two registers and Zwane

and Van der Heijden (2005) generalize this to more than two registers. These papers do not

discuss the problem of partly missing covariates.

The problem of partly missing covariates which we discuss here arises because the

registers available describe different parts of populations, for example, the registers cover

different but overlapping regions in a country, or cover different but overlapping periods

in time. Zwane et al. (2004) and Sutherland et al. (2007) also approach this problem as a

missing data problem, where, for the region example, the regional parts of a register that

are missed by design are estimated using the EM-algorithm. Here the dependence structure

between the registers in those regions that are observed by more than one register is

projected onto those regions where one or more registers are missing. Zwane et al. (2004)

and Sutherland et al. (2007) illustrate this for an example of six registers on spina bifida

that are operative in different but overlapping time periods, where they fit log-linear

models in the M-Step, and Pelle et al. (2016) fit multidimensional Rasch models to

these data.

In the following we will first present the theory and properties of our approach,

including the extension to more than two registers. This is followed by simulation studies

showing the circumstances under which our approach is better than ignoring the additional

variables. We end with an application to the estimation of the number of serious casualties

from traffic accidents in the Netherlands measured by the police and by hospitals.

2. Population Size Estimation in the Presence of Missing Covariates: Theory

The basic idea of the methodology that we review can easily be explained by an example

taken from Van der Heijden et al. (2012) and Gerritse et al. (2015b), involving the

estimation of the population size of people with Afghan, Iranian, or Iraqi nationality

(hereafter “AII”) in the Netherlands, see Panel 1 in Table 1. Register A is a population

register in the Netherlands and register B is a police register. From the population register

A the variable Marital status is used, and denoted by X1, with X1 ¼ 1 referring to married

or living together and X1 ¼ 0 referring to unmarried, divorced, or widowed. From the

police register B the variable “Police region where apprehended” is used, and denoted by

X2, with X2 ¼ 1 referring to one of the five biggest cities of the Netherlands and X2 ¼ 0

referring to the rest of the country. Notice that Marital status is not available in register B

and “Police region where apprehended” is not available in register A. Clearly Marital

status is a relevant variable for people in the police register; “Police region where

apprehended” is not so obviously relevant for the population register, since most people

will not have been apprehended. However, we can consider it as an approximation to usual

residence, and therefore it is a relevant variable (though imperfectly measured in this

source). If we compare the variables in Table 1 to Figure 1, we see that X1 in Table 1 is a

variable in region A in Figure 1, and X2 in Table 1 is a variable in region B in Figure 1. In

Table 1 A and B are variables denoting presence in registers A and B respectively, with

categories 0 ¼ no and 1 ¼ yes; the variables A and B in Table 1 are dichotomous variables

in Figure 1 in the areas A and B.
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The eight counts in Panel 1 of Table 1 correspond to Figure 1 as follows: four counts for

AII individuals that are in both register A and register B, which cross–classify individuals

using the variables X1 and X2; two counts for AII individuals that are only in register A,

which categorize them using variable X1 only, as variable X2 is missing for the individuals in

register A; and two counts for AII individuals that are only in register B, which categorize

them using variable X2 only, as variable X1 is missing for the individuals in register B.

In Panel 2 of Table 1 the counts 13,898 and 12,356, and the counts 91 and 164, are

distributed over the levels of the missing variables. For example, 13,898 is distributed over

the levels of X2 into 4,510.8 and 9,387.2, and the ratio of these two counts is equal to the

ratio of the observed counts 259 and 539. Similarly, 91 is split up into 63.9 and 27.1, and

the ratio of these two counts is equal to the ratio of the observed counts 259 and 110. As a

result, in Panel 2 the odds ratio for the counts 259, 539, 110, and 177 is projected to the

four cells on the right and the four cells at the bottom. The theoretical motivation of this

projection is given by a Missing At Random (MAR) assumption, and the estimates are

found using the EM-algorithm (Zwane and Van der Heijden 2007). The EM-algorithm is

an iterative procedure where each iteration has an expectation (E) and a maximization (M)

step. In the E-step the expectations of the missing values are found given the observed

values and the fitted values under a model, here some log-linear model. The E-step yields

completed data. Then, in the M-step, the log-linear model is fitted to the completed data

and this updates the fitted values that are used in the next E-step. This proceeds until

convergence. The algorithm has linear convergence, which may make the algorithm very

slow. Yet the likelihood increases in each step and therefore convergence is guaranteed.

We illustrate the EM-algorithm for the maximal model in the next section, but first we

elaborate some theoretical properties of this approach.

In the lower right corner of Panel 2 of Table 1 the missing part of the population is

estimated (compare the white area in Figure 1). This estimate is a by–product of the

Table 1. Covariate X1 (Marital status) is only observed in population register A and X2 (Police region where

apprehended) is only observed in police register B.

Panel 1: Observed counts of AII individuals

B ¼ 1 B ¼ 0
X2 ¼ 0 X2 ¼ 1 X2 missing

A ¼ 1 X1 ¼ 0 259 539 13,898
X1 ¼ 1 110 177 12,356

A ¼ 0 X1 missing 91 164 –

Panel 2: Fitted values under ½AX2�½X1X2�½BX1�

B ¼ 1 B ¼ 0
X2 ¼ 0 X2 ¼ 1 X2 ¼ 0 X2 ¼ 1

A ¼ 1 X1 ¼ 0 259.0 539.0 4,510.8 9,387.2
X1 ¼ 1 110.0 177.0 4,735.8 7,620.3

A ¼ 0 X1 ¼ 0 63.9 123.5 1,112.4 2,150.2
X1 ¼ 1 27.1 40.5 1,167.9 1,745.4
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estimation using the EM-algorithm. For example, the missed count for X1 ¼ 0 and X2 ¼ 0

is 1,112.4, and this value is found by assuming independence between A and B given X1

and X2, so that 4; 510:8 £ 63:9=259 ¼ 1; 112:4. This last step is made under the usual

assumptions in population size estimation using two registers taking into account the

covariates, that is, (i) perfect linkage, (ii) independence between A and B conditional on

X1 and X2, (iii) for each of the four subpopulations the population is closed, and (iv)

homogeneity of inclusion probabilities for A or B, conditional on X1 and X2. The use of the

word “or” in assumption (iv) may come as a surprise as in many papers homogeneity is

formulated as an assumption that should hold for both A and B. However, if it holds

for only one of the registers, this is sufficient, see Chao et al. (2001) and Van der Heijden

et al. (2012).

2.1. Maximal Models

The most complicated model that can be fitted is

logpijkl ¼ lþ lA
i þ lB

j þ lX1

k þ lX2

l þ lAX2

il þ lBX1

jk þ lX1X2

kl ; ð1Þ

with identifying restrictions that the parameters l, lA
1 ; l

B
1 , lX1

1 ; l
X2

1 ; l
AX2

11 ; lBX1

11 ; lX1X2

11 and

lAX2

11 are free, and the other parameters are restricted to be zero. The two-factor interactions

are closely related to odds ratios; for example, exp lX1X2

11

� �
is the conditional odds ratio

between X1 and X2. Another way to denote log-linear models is to use the highest fitted

interactions to codify the model, the highest interactions implying the inclusion in the model

of all lower order effects; for this model this corresponds to the notation ½AX2�½X1X2�½BX1�.

Model ½AX2�½X1X2�½BX1� has eight free parameters, namely an intercept, four main effects,

and three interactions. This number of parameters corresponds to the number of counts

in Panel 1 of Table 1, that is also eight. Notice that the term AX1 is not included in the

model, because when A ¼ 0, X1 is missing and unknown. Therefore only three counts are

available for the term AX1. On the other hand, for the term AX2 four counts are available,

namely (259 þ 110), (539 þ 177), 91 and 164, so this term is included in the model (and

similarly for BX1). A maximal model is also a saturated model in the sense that the fitted

counts for a maximal model are equal to the observed counts. (Notice that violations of this

model, such as dependence between A and B conditional on the covariates, cannot be tested.

We come back to this issue in Section 3, where we investigate sensitivity to such model

violations.)

The fitted values for this model are obtained with the EM-algorithm. The algorithm

starts with the initial estimates n̂ð0Þ10ðlkÞ and n̂ð0Þ01ðlkÞ, that are found by evenly distributing the

observed frequencies n10ðlþÞ and n01ðþkÞ over the corresponding cells. In the first M-step,

the log-linear model ½AX2�½X1X2�½BX1� is fitted to the completed data, with the cells

corresponding to ði; jÞ ¼ ð0; 0Þ specified as structural zeros. This yields the estimates p̂ð1ÞijðlkÞ,

which are then used in the first E-step

n̂ð1Þ10ðlkÞ ¼
p̂
ð1Þ
10ðlkÞ

p̂
ð1Þ
10ðlþÞ

n10ðlþÞ; n̂ð1Þ01ðlkÞ ¼
p̂
ð1Þ
01ðlkÞ

p̂
ð1Þ
01ðþkÞ

n01ðþkÞ; ð2Þ

to compute the updates n̂ð1Þ10ðlkÞ and n̂ð1Þ01ðlkÞ. These estimates are then used in the second

M-step to find the updates p̂
ð2Þ
ijðlkÞ, and so on until convergence is reached at iteration t.
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Equation (1) also allows for an alternative way to estimate the four cells in the lower

right part of Table 1. For example, the upper left element 1; 112:4 ¼ expðl̂Þ, as for the cell

with indices i; j; k; l
� �

¼ 0; 0; 0; 0
� �

the parameter values are zero except for the intercept.

Similarly, 2; 150:2 ¼ expðl̂þ l̂
X1

1 Þ. In other words, the parameters of the model are

estimated and projected to cells that refer to the part of the population missed by both

registers.

Model 1 can easily be extended when there are additional covariates. For example,

consider the situation that in addition to X1 being observed in A and X2 in B a variable X3 is

observed in A and B; then the maximal and saturated model is ½AX2X3�½X1X2X3�½BX1X3�.

And, as a second example, consider the situation that in addition to X1 being observed

in A and X2 in B a variable X4 is only observed in A, then the maximal model is

½AX2�½X1X2X4�½BX1X4�.

For each of the three models discussed it is possible to investigate whether more

restrictive models also fit the data. For example, for the model ½AX2� ½X1X2�½BX1� it is

useful to investigate whether one of the interactions can be eliminated without the fit

deteriorating. For example, if the covariate X1 is statistically independent from the

covariate X2, then the model becomes ½AX2�½BX1�, and under this model A and B are

statistically independent, and not independent conditional on X1 and X2.

Example. For model 1 the likelihood ratio chi-square is zero with zero degrees of

freedom. We may want to investigate whether imposing the additional restriction lX1X2

kl ¼

0 is allowed, so that the model becomes ½AX2�½BX1�. The difference between the likelihood

ratio chi-squares for these two models is 3.2 (df is 1), which is not significant at the five

percent level. The estimated population size under model 1 is 33,769.9, whereas for model

1 with lX1X2

kl ¼ 0 it is 33,764.2, only marginally different. This corresponds to the odds ratio

estimated from the four elements where X1 and X2 are both observed, 259, 539, 110, and

177, which yields a value of 0.7732 with a 95 percent confidence interval of (0.5842,

1.0234). The z-statistic to test whether the odds-ratio is significantly different from 1 is

1.798, which is not significant in a two-sided test but is significant in a one-sided test.

2.2. Collapsibility, Active and Passive Variables

The maximal models just discussed have interesting properties in terms of collapsibility

over variables X1 and X2 (Van der Heijden et al. 2012). We use the following terminology.

We use the word marginalize to refer to the contingency table formed by considering a

subset of the original variables. We use the word collapsibility to refer to the situation that

when a table is marginalized the population size estimate remains invariant. Using these

terms the properties of maximal models can be easily explained using interaction graphs of

the log-linear models involved. See Figure 2. Log-linear model ½AX2X3�½X1X2X3�½BX1X3�

has graph M1. This is a maximal model. The log-linear model where X1 and X2 are

conditionally independent given the variables A;B; and X3 is ½AX2X3�½BX1X3� and this

model has graph M2. What follows are three models where one of X1, X2, or X3 is not

available. In model M3 the variable X1 is not available, and the log-linear model is

½AX2X3�½BX3�. In model M4 the variable X2 is not available, and the log-linear model is

½AX3�½BX1X3�. Finally, in model M5 the variable X3 is not available, and the log-linear
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model is ½AX2�½X1X2�½BX1�. This last model is the model that is the focal point in the

exposition in this article.

Interaction graphs are useful tools for assessing collapsibility. We make use of the

concept of a short path (Whittaker 1990): two registers A and B are connected by a path if

there is a sequence of adjacent edges connecting the variables A and B in the graph.

A short path from A to B is a path that does not contain a sub-path from A to B. The rule is

that when a covariate is on a so-called short path from A to B, the contingency table cannot

be marginalized over this variable, and vice versa, that is when a covariate is not on a short

path, the contingency table can be marginalized over this variable. We now discuss this for

models M1 to M5. In M1 the data cannot be marginalized over any of the variables X1 to X3.

The reason is that there are two short paths, namely A 2 X2 2 X1 2 B and A 2 X3 2 B,

and each of the variables X1 to X3 is on one of the two short paths. In M2 the data are

collapsible over X1 and over X2, the reason being that the only short path is A 2 X3 2 B.

In M3 the data are collapsible over X2, the reason being that the only short path is

A 2 X3 2 B. In M4 the data are collapsible over X1, the reason being that the only short

path is A 2 X3 2 B. In M5 the data cannot be marginalized over X1 and X2, because both

variables are on the short path A 2 X2 2 X1 2 B.

When a model (or graph) is collapsible over a variable, this means that in both the

original model and collapsed model the same estimate of the population size is obtained.

For example, models M2, M3, and M4 yield the same population size estimate, and this

estimate is identical to the population size estimate of model ½AX3�½BX3�. However, it may

still be interesting to fit a model M3, for example, because then this total population size

estimate is spread out over the levels of variables X1 and X2. In Van der Heijden et al.

(2012) the variables X1 and X2 in model M2 are referred to as passive, in the sense that they

do not have an impact on the estimate of the total population size. In contrast, variables X1

A

A A A BBB

B

X2 X1

M1

M3 (no X1) M4 (no X2) M5 (no X3)

M2

X3

X3 X3

X2 X1 X2 X1

A B

X2 X1

X3

Fig. 2. Graph representations of some log-linear models.
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and X2 in model M1 are referred to as active, because these variables do influence the

total population size estimate.

Example. In the former section we saw that in model ½AX2�½X1X2�½BX1� the additional

restriction lX1X2

kl ¼ 0 does not deteriorate the fit, so that a more parsimonious model is

½AX2�½BX1�. As there is no short path any more between A and B, this means that we can

marginalize over X1 and X2, showing that the population size estimate for model ½AX2� �

½BX1� is identical to the population size estimate for model ½A�½B�. We do not state that the

original table should necessarily be marginalized over X1 and X2, because the original

table can give insight into how the total population size is spread out over the levels of X1

and X2. Van der Heijden et al. (2009) and Van der Heijden et al. (2012) consider other

examples with a larger number of covariates, namely five. They show that, by estimating

the missing covariates and the number of individuals missed completely, the coverage of

the population register can be evaluated in terms of the five covariates.

2.3. Precision and Sensitivity

Figure 1 illustrated that there are two estimation problems: estimating the missing

covariates (the grey bitmap parts) and estimating the number of individuals (and their

covariate values) missed by both A and B (the white parts in Figure 1). For both estimation

problems we are interested in the precision when the model assumptions are true, and the

sensitivity of the outcomes to deviations from the model assumptions.

We first discuss precision and start with the precision of the estimates for the missing

covariates. Here precision is to be understood as an overall term referring to the variance

of the estimates. Under the EM approach the model fitted is ½AX2�½X1X2�½BX1�. As can be

seen in Table 1, the odds ratio ð259 £ 110Þ=ð539 £ 177Þ ¼ 0:7732, is used to calculate the

expectations for the part of the table where X1 is missing and the part where X2 is missing.

Under the model, the more precise this odds ratio, the more precise these expectations.

This precision is directly related to the size of the population that is in both A and B: the

larger this size, the smaller the standard error of the odds ratio and the standard errors of

the estimates and the larger the precision.

The precision of the data for the individuals missed by A and B is the outcome of two

sources: first, the precision of the estimates of the missing covariates that we just discussed,

and, second, implied coverage. Precision of the estimates of the missing covariates has a

direct impact on the precision of the data for the individuals missed. Consider again

Table 1. Because, in Panel 2 of Table 1, the estimate 1; 112:4 ¼ 4; 510:8 £ 63:9=259,

when the estimates 63.9 and 4,510.8 are imprecise, the estimate 1,112.4 will be imprecise

as well.

The second source of imprecision is related to implied coverage. We explain this for

ðX1;X2Þ ¼ ð0; 0Þ. For the population register A the coverage of A implied by B is

259=ð259þ 63:9Þ ¼ 0:802. However, for the police register B the coverage of B implied by

A is only 259=ð259þ 4; 510:8Þ ¼ 0:057. The equation 1;112:4 ¼ 4; 510:8 £ 63:9=259

shows that if either or both of these implied coverages is low, the estimated number of

missed individuals is large relative to the number of individuals seen, and hence imprecise.

Estimates of the precision can be obtained using the parametric bootstrap (compare

Buckland and Garthwire 1991). The parametric bootstrap provides a simple way to find the
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confidence intervals when the contingency table is not fully observed. To compute the

bootstrapped confidence intervals for a specific log-linear model, we need to first compute

the population size under this model and the probabilities on the completed data under this

model, that is, by including the cells that cannot be observed by design. A first multinomial

sample is drawn given these parameters, and the sample is then reformatted to be identical

to the observed data (for example, the sample in the format of Panel 2 of Table 1 is recoded

into the format of Panel 1). The specific log-linear model used is then fitted to the resulting

data, resulting in an estimate of the population size. Then this is repeated K times. By

ordering the K bootstrap population size estimates, a percentile confidence interval can be

constructed. We use this approach later on.

Up to this point we have discussed precision when the model assumptions are correct. We

now discuss the sensitivity of the estimates to violations of the assumptions of the model. It

is possible to investigate whether maximal models can be reduced by setting some

parameters equal to zero. For example, in model M5 (i.e., Equation 1) it is possible to test

whether the parameter lX1X2

kl is needed to give an adequate description of the data. However,

it is not possible to test whether parameters that are not included in the maximal model,

should be included. In other words, we cannot reject the MAR assumption using the data.

However, as was shown in this context by Gerritse et al. (2015b), it is possible to

investigate for a particular data set how sensitive the outcome of the maximal model is to

the assumption that certain parameters are zero. Take model M5. The maximal model

assumes that three two-factor interactions are zero, that is, lAX1

ik ¼ lBX2

jl ¼ lAB
ij ¼ 0, and all

three- and four-factor interactions are zero. Consider lAX1

ik ¼ 0. The maximal model is

extended with a fixed parameter value for lAX1

ik . We denote such a fixed parameter with the

tilde ~l, and the model to be fitted becomes

logpijkl ¼ lþ lA
i þ lB

j þ lX1

k þ lX2

l þ lAX2

il þ lBX1

jk þ lX1X2

kl þ ~l
AX1

ik : ð3Þ

Such a model can be fitted for a range of values of lAX1

11 . Appropriate values can be chosen

by making use of the fact that log-linear parameters are closely related to odds ratios.

Technically, the model may be fitted as a log-linear Poisson regression with offset

exp ~l
AX1

ik

� �
(see Gerritse et al. 2015b, for details).

Gerritse (2016) argues that the sensitivity of outcomes of the analyses to violation of the

independence assumption and to violation of perfect linkage is larger when the implied

coverage is lower. In the absence of covariates this can be explained as follows. Let mij be

the expected count for cell (i; j) (i; j ¼ 0; 1), where m00 is the missing count to be

estimated. Under independence the odds ratio is 1, that is, m00m11=m01m10 ¼ 1, so that

m00 ¼ m01m10=m11. Under dependence with odds ratio u, m00u ¼ m01m10=m11. Thus,

the smaller the overlap in cell (1,1), and hence the smaller the coverage, the larger the

estimated value for cell (0,0), and this holds both for independence and dependence. In

the same way, when links are missed, this increases the expected values m01 and m10 and

decreases m11, with the result that m00 is larger, and this effect is larger the smaller the

overlap m11.

Example. We carried out sensitivity analyses for the omission of parameters ~l
AB

ij ;
~l

AX1

ik ;

and ~l
BX2

jl . The results are shown in Table 2. Conditional odds ratios of 0.67 and 1.5 are

used. For our example the model without the fixed parameters has an estimated missed
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population size of m̂00 ¼ 6; 176 and an estimated population size of N̂ ¼ 33; 770.

Violation of the model because there is direct dependence between A and B in the form of

conditional odds ratios 0.67 or 1.5 has a large effect, because this leads to estimated missed

population sizes of m̂00 ¼ 4; 117 and m̂00 ¼ 9; 264 respectively. Plugging in a missed odds

ratio ~l
BX2

jl has a minor effect on the estimated missed population size: for conditional odds

ratios of 0.67 and 1.5 it leads to estimated values 6,136 and 6,220, both values being close

to 6,176. However, plugging in a missed odds ratio ~l
AX1

ik has a larger effect on the

estimated missed population size: for conditional odds ratios of 0.67 and 1.5 it leads to

estimated values 6,736 and 5,711.

2.4. Extension to More than Two Registers

The advantage of being able to use more than two registers is that the restrictive

(conditional) independence assumption between variables A and B can be replaced by less

restrictive assumptions. For example, in the situation of three registers without covariates,

the saturated model is the model with all two-factor interactions. Now it is possible to

search for more restrictive models that still describe the data well. One can consult the

references provided in the introduction for details, see, for example, Bishop et al. (1975).

For three registers the problem of incomplete covariates has been studied by Zwane and

Van der Heijden (2007), who show that for this problem the EM-algorithm can easily be

adapted. Van der Heijden et al. (2012) discuss graph representations of the models and

collapsibility, but do not touch incomplete covariates.

An interesting official statistics application is found in Gerritse et al. (2015a). The

problem is to estimate the number of usual residents for the Dutch census 2011. Here usual

residence is defined as, roughly, living in the Netherlands for a continuous period of twelve

months before the reference time. Three registers are available, namely the population

register, the employment register and a crime suspects register. Given this definition we

are interested in a dichotomized version of duration, namely longer than or shorter than a

year. From both the population register and the employment register residence duration

can be derived (for details see Gerritse et al. 2015a), so when people are only in the

population register or only in the job register a measurement for a persons’ duration is

available. For persons who are both in the population register and the employment register

the overlapping durations are reconciled and dichotomized. The crime suspects register

has no variable for duration. This is not problematic for persons who are also in the

population register or the employment register, because then the residence variable of the

latter can be used, but it is problematic for individuals who are only in the crime suspects

Table 2. Sensitivity analyses. The maximal model is ½AX1�½X1X2�½BX2�, where m̂00 ¼ 6;176 and N̂ ¼ 33;770.

Fixed conditional odds ratios are plugged in for ~l
AB

ij ;
~l

AX1

ik and ~l
BX2

jl .

Term Size(OR) m̂00 N Size(OR) m̂00 N

~l
AB

ij 0.67 4,117 31,711 1.5 9,264 36,858

~l
AX1

ik 6,736 34,330 5,711 33,305

~l
BX2

jl 6,136 33,730 6,220 33,814
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register. See Table 3, taken from Gerritse et al. (2015a), where counts for people born in

Poland and registered in one or more of the three registers are displayed. We find a

2 £ 2 £ 2 table for residence duration longer than a year and a 2 £ 2 £ 2 table for residence

duration shorter than a year, where two cells are indicated with the label ‘missing’. As

these two cells refer to persons only in the police register, the sum of the counts for the two

cells is known, namely 1,043. The EM-algorithm is used to distribute these 1,043 persons

over the two cells under some log-linear model, and the parameters of the final model are

projected on the two (0,0,0) cells to find the number of persons missed by all three

registers. We refer to the Supplementary materials, Section 1, for further details (Available

online at: www.dx.doi.org/10.1515/jos-2018-0011).

A similar example can be found in Héraud-Bousquet et al. (2012), where there are three

registers, and in two of the registers place of birth is available, but in a third register it is

not. For those individuals only in the third register the missing values are imputed using

multiple imputation. Multiple imputation has wider application when covariates are

continuous instead of categorical, when the EM-algorithm loses its simplicity. Zwane and

Van der Heijden (2008) apply multiple imputation using predictive mean matching in this

situation.

3. Simulations

Earlier simulation results can also be found in Zwane and Van der Heijden (2007) for

two registers and two partially observed covariates. These results are not completely

transparent as the covariates used in the simulation are correlated continuous variables that

are dichotomized. Thus the true model structure from which samples are drawn cannot

easily be understood from the perspective of a log-linear model. In the simulations that we

present here the true model is a log-linear model in which marginal probabilities and

conditional odds ratios are specified to describe the dependence between the variables.

We refer to the Supplementary materials, Section 2, for details on how true models are

generated (available online at: www.dx.doi.org/10.1515/jos-2018-0011).

We carried out simulations to compare the behaviour of the classical model (denoted

by LL), where incomplete covariates are ignored, with the model where incomplete

Table 3. Polish individuals by the population register, the employment register and the crime suspects register,

by usual residence. The counts for the two cells labeled “missing” add up to 1,043. Data from Gerritse et al.

(2015a).

Crime suspects
Usual residence Population Employment Yes No

No Yes Yes 32 3,523
No 34 3,225

No Yes 149 60,190
No missing 0

Yes Yes Yes 183 21,309
No 195 14,052

No Yes 81 20,216
No missing 0
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covariates are completed with the EM-algorithm (denoted by EM). For each choice of

conditional odds ratios this yields population probabilities from which we sample. In each

instance of the simulation study 25,000 samples are taken. For LL, for each sample the

classical model ½A�½B� is estimated on the marginal table formed from A and B, where

the sampled count in cell ðA;BÞ ¼ ð0; 0Þ is made missing, and subsequently estimated

assuming independence between A and B. Similarly, for EM for the same samples the

model ½AX2�½X1X2�½BX1� is estimated, where the four cells where ðA;BÞ ¼ ð0; 0Þ are made

missing.

In the first simulation study the population model is ½AX2�½X1X2�½BX1�, so that the

model estimated by EM is identical to the true model. The prespecified marginal

probabilities are PðA ¼ 1Þ ¼ 0:3, PðB ¼ 1Þ ¼ 0:3, PðX1 ¼ 0Þ ¼ 0:5 and PðX2 ¼ 0Þ ¼ 0:5.

Conditional odds ratios different from 1 are specified between A and X2, between X1 and

X2 and between B and X1, so that the true model is ½AX1�½X1X2�½BX2�. We denote the

conditional odds ratio between A and X2 by ORðA;X2). Note that the theoretical results in

earlier sections show that, when one of the three conditional odds ratios ORðA;X2),

ORðB;X1) or ORðX1;X2) is 1, the model is collapsible over the covariates so that identical

results are found for LL and EM. Therefore conditional odds ratios equal to 1 are not used.

Also note that, for example, ORðA;X2Þ ¼ ORðB;X1Þ ¼ 0:5 leads to the same population

probabilities as ORðA;X2Þ ¼ ORðB;X1Þ ¼ 2, as this is equivalent to the recoding of levels

0 and 1 in X1 and X2. Therefore we only use odds ratios of 2.

In Table 4 results are reported. In the upper part the true population size is 1,000. We

first plug in conditional odds ratios of moderate size. In the first two lines the three odds

ratios plugged in are ORðA;X2Þ ¼ ORðB;X2Þ ¼ ORðX1;X2Þ ¼ 2. The average observed n,

over 25,000 samples is 511, which is approximately 1; 000 £ ð1 2 0:7 £ 0:7Þ, where 0.7 is

the probability of not being selected in A or B. Note that the implied coverage, derived by

collapsing over the covariates, is low, namely 0.3, that is, given population A, when

linking to population B 70 percent of the observations in B were not seen before (in A).

Under LL, the average estimated mean is 1,014.9 (with SE ¼ 76.3 calculated over the

25,000 samples), the average estimated median is 1,009.9 (with SE ¼ 76.4) and the RMSE

is 77.7. Under EM, the average mean is 1,004.9 (SE ¼ 75.4), the average median is

1,000.1 (SE ¼ 75.6) and RMSE is 75.6. For N ¼ 1,000 two other triples of conditional

odds ratios are investigated. As expected, under EM the average mean and (in particular)

the average median under the log-linear model are very close to the population value,

where under LL there is some bias. Notice that the median has less bias than the mean,

due to the non–normality of the distribution of estimates. With the population size of

1,000, the RMSE’s of LL and EM are close. In the following four instances the population

size is 10,000. The bias of the means and medians become a bit smaller, and as the

standard errors become smaller (due to the increased population size) the RMSE’s of EM

become smaller than those of LL. The same holds for N ¼ 50,000. It seems that the bias

found for LL is approximately equally large but opposite for conditional odds ratios

ORðX1;X2Þ ¼ 0:5 and ORðX1;X2Þ ¼ 2, and this is in contrast to the results in Zwane and

Van der Heijden (2007).

In Table 5 the coverage is higher, with PðA ¼ 1Þ ¼ PðB ¼ 1Þ ¼ 0:6. When the coverage

is higher, the part of the population missed is smaller, and violation of assumptions will

have a smaller effect. This is also apparent by comparing Table 5 with Table 4, which
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shows that the bias for LL in Table 5 is smaller than the bias in Table 4. The bias in EM is

negligible, in particular when N increases.

Simulations suggested by the Census Coverage Survey for England and Wales are

reported in the Supplementary materials, section 3 (available online at: www.dx.doi.org/

10.1515/jos-2018-0011). We also did simulations where the model ½AX2�½X1X2�½BX1�,

assumed in the EM approach, is violated. These results can be found in the Supplementary

materials, section 4 (available online at: www.dx.doi.org/10.1515/jos-2018-0011). Overall

the simulations show that, when the MAR assumptions are fulfilled, the EM approach does

better, though sometimes only slightly better, than the traditional approach. When the

MAR assumptions are not fulfilled, the bias can be substantial, in particular when the

inclusion probabilities are low.

4. Novel Application: The Same Variable Measured in Both Registers

We present a novel application of the above methodology. It concerns two registers that

both measure the same variable, and the measure in one register is generally considered to

be more trustworthy, or valid, than the measure of the same variable in the other register.

This is closely related to the classical two-phase sampling problem, where there is an

inexpensive but low quality measurement which can be obtained from a large sample, and

a more expensive and more accurate approach which is used on a subsample. Two-phase

sampling concentrates on combining the small sampling variance of the large sample

measure with the measurement accuracy of the small sample measure. In our case we will

apply the EM-algorithm to complete the missing information on the highest quality

measure, and additionally to provide this information for statistical units which are missed

in both the registers (a situation which cannot generally be handled by two-phase

sampling). The example we deal with is the number of serious road injuries in the

Netherlands. The first author was consulted by the Ministry of Transport with the question

whether the current methodology applied for estimating this number was sufficiently

appropriate. In the Netherlands the number of serious road injuries is important because it

is used for assessing the road safety target.

In the Netherlands there are two parties that can deliver information on serious road

injuries, namely the police and hospitals. Both parties are usually present after the

occurrence of such an accident. The police are supposed to record the accident and its

cause in the police crash record database, but this regularly does not happen for some

Table 5. Simulations. PðA ¼ 1Þ ¼ 0:6, PðB ¼ 1Þ ¼ 0:6, PðX1 ¼ 0Þ ¼ 0:5 and PðX2 ¼ 0Þ ¼ 0:5. The

conditional odds ratios refer to ORðA;X2Þ, ORðB;X1Þ and ORðX1;X2Þ.

N
Odds
ratios

Mean
(n) Mean Median

SE
mean

SE
med. RMSE

LL 10,000 2,2,0.5 9906 10,001.7 10,001.9 10.8 10.8 10.9
EM 9,999.9 10,000.0 10.8 10.8 10.8
LL 10,000 2,2,2 9903 9,998.1 9,998.2 11.0 11.0 11.2
EM 9,999.9 10,000.0 11.0 11.0 11.0
LL 10,000 2,2,5 9901 9,995.9 9,996.0 11.0 11.0 11.8
EM 10,000.0 10,000.1 11.1 11.1 11.1
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reason, such as that it is not clear which police officer has to file the accident report, or that

the injury is not considered very serious. The hospital that treats the seriously injured, can

report the cause of the injury in the hospital inpatient registry but this is sometimes

forgotten and then such a patient’s connection to a traffic accident is lost. Thus there are

two register sources that both have coverage problems. Many details of the registration by

the police and the hospitals can be found in Reurings and Stipdonk (2011), who report

research conducted at the SWOV Institute for Road Safety Research. They state that the

police database in particular suffers from serious underreporting, and is inaccurate in

indicating injury severity, whereas the hospital database is inaccurate in indicating that a

patient was involved in a road crash but in principle contains all serious road injuries.

For the year 2000 Reurings and Stipdonk (2011) present the data in the upper panel of

Table 6. (We refer to their paper for a detailed discussion regarding the linking of the two

Table 6. Road accidents in the Netherlands in 2000, from Reurings and Stipdonk (2011). Motorized vehicle

involved X1 is only observed in the Police register (A) and Motorized vehicle involved X2 is only observed in

hospital register (B). Levels of X1 and X2 are 1 ¼ yes, 2 ¼ no.

Panel 1: Observed counts

B ¼ 1 B ¼ 0
X2 ¼ 1 X2 ¼ 2 X2 missing Total

A ¼ 1 X1 ¼ 1 5,970 287 1,351 7,608
X1 ¼ 2 28 256 70 354

A ¼ 0 X1 missing 2,947 4,120 – 7,067

Total 8,945 4,663 1,421 15,029

Panel 2: Fitted values under ½AX1�½X1Y�

B ¼ 1 B ¼ 0
X2 ¼ 1 X2 ¼ 2 X2 missing Total

A ¼ 1 X1 ¼ 1 5,970.0 287.0 1,351.0 7,608.0
X1 ¼ 2 28.0 256.0 70.0 354,0

A ¼ 0 X1 ¼ 1 2,509.6 120.6 567.9 3,198.1
X1 ¼ 2 437.4 3,999.4 1,093.6 5,530.4

Total 8,945.0 4,663.0 3,082.5 16,690.5

Panel 3: Fitted values under ½AX2�½X1X2�½BX1�

B ¼ 1 B ¼ 0
X2 ¼ 1 X2 ¼ 2 X2 ¼ 1 X2 ¼ 2 Total

A ¼ 1 X1 ¼ 1 5,970.0 287.0 1,289.0 62.0 7,608.0
X1 ¼ 2 28.0 256.0 6.9 63.1 354,0

A ¼ 0 X1 ¼ 1 2,933.2 2,177.6 633.3 470.2 6.214,3
X1 ¼ 2 13.8 1,942.4 3.4 478.8 2.438,4

Total 8,945.0 4,663.0 1.932,6 1,074.1 16,614.7
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registers.) The police register has a larger undercoverage than the hospital register. Yet it is

reasonable to assume that, where the police registers do record the mode of transport of

injured persons, they do this more accurately than the hospital. The reason is that assessing

the cause of accidents is a more important function for the police, because liability plays a

role, than of the hospital, which is more concerned about the type of serious casualty and

who will be focused more on health related issues than on the cause and details of the

accident. Notice that in the 2 £ 2 subtable that is fully observed, there are 287 joint

classifications not in agreement where the police recorded the involvement of a motorized

vehicle but the hospital recorded that no motorized vehicle was involved, and 29 vice versa.

As it turns out, two approaches can be taken for solving the missing data problem and

subsequently estimating the number of accidents missed by both registers for the 2 £ 2 £

2 £ 2 table. We discuss these options and then generalize to a situation where the number

of levels of the variables X1 and X2, Cause of the accident, is increased from two to seven.

4.1. The 2 £ 2 £ 2 £ 2 Table

As a first approach, Reurings and Stipdonk (2011) set up a system of linear equations to

estimate the number of seriously injured. They report 10,804 seriously injured in

motorized accidents and 5,891 seriously injured in non-motorized accidents. Using a log-

linear modelling framework that includes missing data we can obtain their results as

follows. We define a new variable Y with three levels, namely ðX2 ¼ 1;B ¼ 1Þ; ðX2 ¼

2;B ¼ 1Þ and ðX2 ¼ missing). We then fit model ½AX1�½X1Y� with X1–values missing for

A ¼ 0. The estimates using our procedure should in principle be identical to Reurings and

Stipdonk’s estimates but they are slightly different (probably due to rounding), see Panel 2

of Table 6, in the two last lines, and these lead to estimates of (7,608 þ 3,198.1 ¼ )

10,806.1 for motorized and 5,884.4 for non-motorized accidents. In this approach the

relative frequencies for 5,970, 287, and 1,351 are identical to those for 2,509.6, 120.6, and

567.9, and similarly for 28.0, 256.0, and 70.0 to 437.4, 3.999.4, and 1,093.6, while at the

same time the counts 2,947 and 4,120 are split up over the missing levels of X1. Notice that

we estimate that only (567.9 þ 1,093.6 ¼ ) 1,661.5 accidents with serious road injuries

are missed by both registers, which is approximately ten percent of the total estimated

population size. 95 percent confidence intervals of the estimates 10,806.1 and 5,884.4 are

obtained using the parametric bootstrap by the percentile method with 10,000 bootstrap

samples, and this yields 10,532 – 11,054 and 5,512 – 6,305.

As the second approach, we apply the methodology to this table that we applied before

in Table 1. That is, we assume that the hospital Cause of accident is missing for those

accidents only registered by the police whereas we assume that the police Cause of

accident is missing for those accidents only registered by the hospital, and fit model

½AX2�½X1X2�½BX1�. See Panel 3 in Table 6. This leads to very different estimates for

motorized and non-motorized accidents, namely 13,823 (95 percent CI 13,568 – 14,072)

and 2,791 (2,551 – 3,037). In this approach the four odds ratios for all combinations of

register A and B are assumed to be equal, and the counts 2,947 and 4,120 are now split up

in a way different from the first approach.

We make a few remarks. First, when we compare both approaches we have a preference

for our own approach using model ½AX2�½X1X2�½BX1� over the approach by Reurings and
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Stipdonk using model ½AX1�½X1Y�. This preference is not based on model fit as both

models are saturated and have a perfect fit. Instead we make a judgement based on a

professional opinion. We find it is reasonable to assume that, for example, the count 2,947

for which X1 is missing, should be split over motorized and non-motorized in the same way

as when X1 is not missing. Our approach is plausible, simple and transparent, as in the

saturated model we present here the estimates can be found by hand. The plausibility of the

approach by Reurings and Stipdonk can be argued, but it is less simple and transparent, as

it needs an iterative procedure, and in the next section we will see that it can have

numerical problems. We obtain additional support from the model-based bootstrap applied

to ½AX2�½X1X2�½BX1� which gives smaller confidence intervals (14,072 – 13,568 ¼ 504

and 486) than the estimates under model ½AX1�½X1Y� (11,054 – 10,532 ¼ 522 and 793).

This strategy is in line with Elliott and Little (2000)’s principles for choosing between

saturated models where, after a series of principles fail to distinguish models, then

principle 5 suggests using the model that gives estimates with reduced variance.

Second, when we compare our log-linear modelling procedure with the approach by

Reurings and Stipdonk of solving a system of linear equations, a number of differences

are apparent. Our approach is flexible because extra variables can be incorporated easily.

This will in principle also be the case in Reurings and Stipdonk’s approach. However,

when estimates become unstable due to low observed counts, our approach allows for

constraints on the log-linear parameters that can stabilize the model. The modelling

approach has the advantage that it always produces maximum likelihood estimates,

whereas solving a system of linear equations only leads to maximum likelihood estimates

when the estimates are non-negative. Also, we think that the flexibility of our approach is

important, because Reurings and Stipdonk (2011) report that they applied the method three

times separately, namely for the covariates transport mode (reported here), region and

injury severity. This has the drawback that three different estimates of the population size

will result. In our methodology it is easy to include all three covariates simultaneously, and

this will yield a single total population size that is consistent over the three covariates. It

also allows investigation of the relationships between the three covariates.

As a third remark, in situations like this a practical approach is often taken (Reurings

and Stipdonk 2011 are a noteworthy exception) when a measure of some variable in

register A is considered more trustworthy than a different measure of the same variable in

register B, so after linking registers A and B a new, composite variable is created that

makes the best of the information. In this new measure we fill in the values of the variable

from register A when it is available, we fill in the values of the variable from register B for

the observations that were missed by register A, and some ad hoc solution is found for

the observations that were missed by both registers. In the approaches presented here,

however, for those observations that were missed by register A we translate the values in

register B into what would have been found in register A using the subtable of A ¼ 1 and

B ¼ 1 to give the structure for those observations only found in register B, 2,947 and 4,120

at the bottom of Panel 1 of Table 1.

Last, notice that the odds ratio in this observed subtable is typically very large (in the

upper part of 6 it is almost 200), and in both approaches the odds ratio for the subtable of

A ¼ 1 and B ¼ 1 is used to find the estimates in the subtables of A ¼ 0 and B ¼ 1.
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4.2. The 2 £ 2 £ 7 £ 7 Table

The reason that the Ministry asked Van der Heijden for a consultation had to do with a

generalization of the method applied by the SWOV Institute for Road Safety Research.

See Table 7 taken from Reurings and Bos (2012, 25) where we find for 2010 a much more

detailed coding of motorized mode of transport: where in Table 6 this only had one coding,

it now has six codings, namely “Sitting in car”, “Driving motorbike”, “Driving moped”,

“Bicycles in motorized accident”, “Pedestrians in motorized accident”, and “Other in

motorized accident”. Of course, this finer coding into seven levels can be useful for

assessing the cause of a rise or decline in accidents. Notice the occasional low off-diagonal

counts, that are attractive because they make the data plausible (we do not want “non-

motorized” to be mixed up a lot with “sitting in car”. A second difference between the data

for the years 2000 and 2010 is that the police registered many fewer accidents: in 2000 the

number in the police register was around 7,000 compared with 8,000 missed by the police

but found in the hospital registration, but in 2010 these numbers are approximately 3,500

and 14,000. In the same period, the quality of the hospital register went up: in 2000 1,400

accidents were observed by the police but not by the hospital, but in 2010 this was only

approximately 400.

The SWOV Institute for Road Safety Research generalized their approach of using

a system of linear equations and found unstable estimates for some cells, including

estimated counts that were negative. Using log-linear model ½AX1�½X1Y�, where Y has

eight categories, the EM-algorithm also produces unstable results in the sense that

convergence is not reached with 106 iterations, where in that last iteration two lines of

estimates where A ¼ 0 consisted of 0’s only. Therefore we will only present results for the

approach using model ½AX2�½X1X2�½BX1�.

Table 7. Road accidents in the Netherlands in 2010. Data from Reurings and Bos (2012, 25). Motorized vehicle

involved X1 is only observed in Police register (A) and Motorized vehicle involved X2 is only observed in hospital

register (B). m.a. ¼ motorized accident.

Observed counts

B ¼ 1 B ¼ 0
X2 X2

X1 1 2 3 4 5 6 7 missing Total

A ¼ 1
1. Sitting in car 856 7 12 26 61 62 18 130 1,172
2. Driving motorbike 3 261 33 0 7 5 2 20 331
3. Driving moped 7 83 504 19 8 60 21 47 749
4. Bicycles in m.a. 55 2 10 523 38 29 139 96 892
5. Pedestrians in m.a. 9 0 2 11 208 33 3 35 301
6. Other in m.a. 20 1 18 4 7 17 2 22 91
7. Non-motorized 2 0 0 9 1 7 82 12 113

A ¼ 0
missing 1,100 860 1,530 844 482 540 8,578 – 13,934

Total 2,052 1,214 2,109 1,436 812 753 8,845 362 17,583
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The estimates under model ½AX2�½X1X2�½BX1� can be found in Table 8. In order to

investigate the stability of the estimates we used a parametric bootstrap. The results are

reported in Table 9. The seven estimated total numbers of severely injured are rather

stable.

We conclude that, where classification by mode of transport in 2000 was stable, the

refined classification of “motorized” into six categories in 2010 is usable for policy

purpose when model ½AX2�½X1X2�½BX1� is applied.

5. Discussion

In this article we have presented a methodological framework that may be useful for the

production of official statistics based on linked registers where additional categorical

auxiliary variables are available. The methodology has potential for simultaneously

solving the problems of undercoverage and of missing covariate values for those persons

who are missed in some or all of the registers. This corresponds to solving the missing data

problem for the grey bitmap and white parts in Figure 1.

5.1. Extensions

The EM-algorithm can also be used to solve the problem of missing data in covariates that

are incompletely measured. There are many reasons why such data may be missing,

including administrative errors or lags in recording data. If there is only a single register

this is a simple missing data problem, but in the case of more than one register the extra

information can help to complete these variables. The software we employ, the CAT-

procedure in R, is able to handle this problem (Meng and Rubin 1991; Schafer 1997a,b).

Multiple imputation provides an alternative method for dealing with missing values in

covariates. It was used, next to EM, by Gerritse et al. (2015a) and they argue that in their

example, multiple imputation is more flexible. Their point is that in Table 3 the persons in

the two cells labelled missing are most similar to persons not in the population register,

and imputing from this subpopulation is easily accomplished using multiple imputation.

But this approach is separate from the estimation of the unobserved part of the population,

and does not benefit from the integrated way of dealing with these two issues.

Multiple imputation is however more natural in the case of continuous covariates, as

used in Zwane and Van der Heijden (2008). Further research into the benefits of improving

estimation using continuous covariates is also desirable. A more general strategy for

Table 9. Parametric bootstrap point estimates of causes according to the police, with 95 percent confidence

interval (percentile method) and median, under model ½AX2�½X1X2�½BX1�.

Mean 2.5 percent Median 97.5 percent

1. Sitting in car 3,307.1 2,997.9 3,300.6 3,644.9
2. Driving motorbike 1,195.0 1,071.2 1,190.8 1,336.8
3. Driving moped 3,317.2 2,996.6 3,312.6 3,657.6
4. Bicycles in m.a. 6,981.8 6,382.4 6,980.5 7,583.1
5. Pedestrians in m.a. 884.7 749.4 881.0 1,046.1
6. Other in m.a. 350.8 238.4 344.3 498.9
7. Non-motorized 3,099.3 2,565.1 3,094.4 3,646.8
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official statistics from linked registers which includes options for using categorical and

continuous auxiliary variables in the estimation could then emerge, and an important

element of that would be to have more examples of the usefulness of the approaches

presented in this article.

If the framework is used to produce register based official statistics in a complex system

with many registers, then it is more challenging to devise a procedure which ensures

consistency between different outputs. Unless all the registers are linked, using the EM

approach for different groups of registers using the same covariates, as would be likely in

the case for age and gender, would lead to inconsistent outcomes. It is an open research

question of how to build in this consistency.

The approaches presented here deal only with the problem of undercoverage. However,

many registers also contain overcoverage, and this can have an effect on the undercoverage

estimation by increasing the number of records to be linked. This will generally inflate

population size estimates by inflating the number of records appearing in only one register,

though it could have the opposite effect if the overcovered records appear in both registers.

Zhang (2015) provides a framework for models to deal with overcoverage error, but it is

important to have at least one source that does not suffer from overcoverage in order to

make a suitable adjustment. More work is needed on how the estimation of undercoverage

and overcoverage can be integrated into a set of procedures which can be applied in a wide

range of situations including the production of official statistics.

5.2. Conclusion

The simulation studies show that, in comparison with the classical method where those

partially observed covariates are ignored, the EM approach performs slightly better when

the underlying MAR assumption and the conditional independence assumption for

inclusion in the registers is met. When these assumptions are violated, both models can be

severely biased.

In the last example in this article we showed how this missing data approach can be

applied to the situation where a covariate of interest is measured in both registers.

Theoretically, the methodology can also be used when the number of covariates is large,

where stability can be improved by making some of the covariates passive (compare

Van der Heijden et al. 2012). In this instance there is little practical experience and we

hope that this methodology will be used more so that the practical benefits become clearer.

6. References

Alho, J.M. 1990. “Logistic Regression in Capture-Recapture Models.” Biometrics 46(3):

623–635. Doi: http://dx.doi.org/10.2307/2532083.

Baker, S.G. 1990. “A Simple EM Algorithm for Capture-Recapture Data with Categorical

Covariates (with discussion).” Biometrics 46: 1193–1197. Doi: http://dx.doi.org/10.

2307/2532461.

Bell, W.R. 1993. “Using Information from Demographic Analysis in Post-Enumeration

Survey Estimation.” Journal of the American Statistical Association 88(423):

1106–1118. Doi: http://dx.doi.org/10.2307/2290805.

Journal of Official Statistics260

Unauthenticated
Download Date | 3/1/18 10:40 AM

http://dx.doi.org/10.2307/2532083
http://dx.doi.org/10.2307/2532461
http://dx.doi.org/10.2307/2532461
http://dx.doi.org/10.2307/2290805


Bishop, Y.M.M., S.E. Fienberg, and P.W. Holland. 1975. Discrete Multivariate Analysis,

Theory and Practice. New York: McGraw-Hill. Doi: http://dx.doi.org/10.1007/

978-0-387-72806-3.

Brown, J., O. Abbott, and I. Diamond. 2006. “Dependence in the 2001 One-Number

Census Project.” Journal of the Royal Statistical Society: Series A (Statistics in Society)

169: 883–902. Doi: http://dx.doi.org/10.1111/j.1467-985X.2006.00431.x.

Brown, J., O. Abbott, and P.A. Smith. 2011. “Design of the 2001 and 2011 Census

Coverage Surveys for England and Wales.” Journal of the Royal Statistical Society:

Series A (Statistics in Society) 174(4): 881–906. Doi: http://dx.doi.org/10.1111/j.

1467-985X.2011.00697.x.

Brown, J.J., I.D. Diamond, R.L. Chambers, L.J. Buckner, and A.D. Teague. 1999. “A

Methodological Strategy for a One-Number Census in the UK.” Journal of the Royal

Statistical Society: Series A (Statistics in Society) 162(2): 247–267. Doi: http://dx.doi.

org/10.1111/1467-985X.00133.

Buckland, S. and P. Garthwire. 1991. “Quantifying Precision of Mark-Recapture

Estimates Using the Bootstrap and Related Methods.” Biometrics 47: 255–268. Doi:

http://dx.doi.org/10.2307/2532510.

Chao, A., P. Tsay, S. Lin, W. Shau, and D. Chao. 2001. “The Applications of Capture-

Recapture Models to Epidemiological Data.” Statistics in Medicine 20: 3123–3157.

Doi: http://dx.doi.org/10.1002/sim.996.

Darroch, J., S. Fienberg, G. Glonek, and B. Junker. 1993. “A Three-Sample Multiple-

Recapture Approach to Census Population Estimation with Heterogeneous Catch-

ability.” Journal of the American Statistical Association 88: 1137–1148. Doi: http://dx.

doi.org/10.2307/2290811.

Elliott, M.R. and R.J.A. Little. 2000. “A Bayesian Approach to Combining Information

from a Census, a Coverage Measurement Survey, and Demographic Analysis.” Journal

of the American Statistical Association 95: 351–362. Doi: http://dx.doi.org/10.1080/

01621459.2000.10474205.

Fienberg, S., M. Johnson, and B. Junker. 1999. “Classical Multilevel and Bayesian

Approaches to Population Size Estimation Using Multiple Lists.” Journal of the Royal

Statistical Society: Series A 162: 383–406. Doi: http://dx.doi.org/10.1111/1467-985X.

00143.

Gerritse, S.C. 2016. “An Application of Population Size Estimation to Official Statistics.

Sensitivity of Model Assumptions and the Effect of Implied Coverage.” Utrecht

University (dissertation), Utrecht, 2016. Available at: https://dspace.library.uu.nl/

handle/1874/337476 (accessed February 1, 2018).

Gerritse, S.C., B.F.M. Bakker, and P.G.M. van der Heijden. 2015a. “Different Methods to

Complete Datasets Used for Capture-Recapure Estimation: Estimating the Number of

Usual Residents in the Netherlands.” Statistical Journal of IAOS 31: 613–627. Doi:

http://dx.doi.org/10.3233/SJI-150938.

Gerritse, S.C., P.G.M. van der Heijden, and B.F.M. Bakker. 2015b. “Sensitivity of

Population Size Estimation for Violating Parametric Assumptions in Loglinear

Models.” Journal of Official Statistics 31: 357–379. Doi: http://dx.doi.org/10.1515/

jos-2015-0022.

Van der Heijden et al.: Linking Registers and Incomplete Covariates 261

Unauthenticated
Download Date | 3/1/18 10:40 AM

http://dx.doi.org/10.1007/978-0-387-72806-3
http://dx.doi.org/10.1007/978-0-387-72806-3
http://dx.doi.org/10.1111/j.1467-985X.2006.00431.x
http://dx.doi.org/10.1111/j.1467-985X.2011.00697.x
http://dx.doi.org/10.1111/j.1467-985X.2011.00697.x
http://dx.doi.org/10.1111/1467-985X.00133
http://dx.doi.org/10.1111/1467-985X.00133
http://dx.doi.org/10.2307/2532510
http://dx.doi.org/10.1002/sim.996
http://dx.doi.org/10.2307/2290811
http://dx.doi.org/10.2307/2290811
http://dx.doi.org/10.1080/01621459.2000.10474205
http://dx.doi.org/10.1080/01621459.2000.10474205
http://dx.doi.org/10.1111/1467-985X.00143
http://dx.doi.org/10.1111/1467-985X.00143
https://dspace.library.uu.nl/handle/1874/337476
https://dspace.library.uu.nl/handle/1874/337476
http://dx.doi.org/10.3233/SJI-150938
http://dx.doi.org/10.1515/jos-2015-0022
http://dx.doi.org/10.1515/jos-2015-0022


Griffin, R.A. 2014. “Potential Uses of Administrative Records for Triple System Modeling

for Estimation of Census Coverage Error in 2020.” Journal of Official Statistics 30:

177–189. Doi: http://dx.doi.org/10.2478/jos-2014-0012.
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Factor Structural Time Series Models for Official Statistics
with an Application to Hours Worked in Germany

Roland Weigand1, Susanne Wanger 2, and Ines Zapf 3

We introduce a high-dimensional structural time series model, where co-movement between
the components is due to common factors. A two-step estimation strategy is presented, which
is based on principal components in differences in a first step and state space methods in
a second step. The methods add to the toolbox of official statisticians, constructing timely
regular statistics from different data sources. In this context, we discuss typical measurement
features such as survey errors, statistical breaks, different sampling frequencies and irregular
observation patterns, and describe their statistical treatment. The methods are applied to the
estimation of paid and unpaid overtime work as well as flows on working-time accounts in
Germany, which enter the statistics on hours worked in the national accounts.

Key words: Unobserved components model; state space model; national accounts; overtime
work; working-time accounts.

1. Introduction

In a very important and publicly visible field of official statistics, early releases of

economic production or labor market indicators are constructed on a regular monthly or

quarterly basis. Several surveys and other data sources are typically used to update these

time series based on the information available so far. The importance of timely and precise

measures of the economy is emphasized in a large literature on real-time data analysis,

which shows that data revisions pose a severe challenge to forecasters and policymakers;

see, for example, Croushore (2011). Hence, on the side of statistical agencies, most

prominently for quarterly national accounts, efforts are made to produce accurate statistics

by bringing together a large amount of primary data sources, typically surveys; see Bureau

of Economic Analysis (2017), Wood and Elliott (2007), and Federal Statistical Office

(2008) for GDP calculation in the US, in the UK, and in Germany.

The current article is a methodological contribution to this field of activity. For the

estimation of a target series ut such as real GDP or hours worked in the past quarter,

we make use not only of currently available surveys zt that aim to measure ut, but

notably also of the history of such surveys, zt21; zt22; : : : , and of a possibly very large

set of additional indicators, xt; xt21; : : : , which are in some way related to ut. Hence, in

the terminology of survey or small area statistics, we discuss a new model and an
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estimator that borrows strength both over time and from related variables in a data-rich

environment.

Our proposed approach is based on factor models for high-dimensional time series

which have become an indispensable tool for macroeconomic fore- and nowcasting as

well as structural modeling; see Bai and Ng (2008) as well as Stock and Watson (2011) for

recent surveys. In this field, seasonally adjusted variables typically enter the model in first

or second differences, while the factors are modeled as a stationary VAR process. Methods

for handling nonstationary variables are also available (Bai and Ng 2004), and unit-root

versions of the factor-augmented VAR as well as error correction models are an area of

active research; see, among others, Banerjee et al. (2014).

We propose a concurrent parametrization for large factor models of nonstationary

variables which we formulate in the structural time series framework of Harvey (1991).

Factor structures on the trend, seasonal, cyclical and irregular components allow to model

the co-movements of a large number of time series in a parsimonious, componentwise

manner. The popular common trends or common cycle models emerge as special cases,

but a common features assumption, restricting the idiosyncratic part to be stationary or

even serially uncorrelated, is not necessarily imposed in our framework. Rather, the

idiosyncratic part may be characterized by trend, cycle and seasonal components as well.

For a straightforward and computationally feasible implementation of the approach,

a principal component analysis is combined with state space methods in the spirit of

Bräuning and Koopman (2014). We extract the principal components of suitably

differenced data to account for nonstationarity of the idiosyncratic part. Re-cumulated

factors are modeled jointly with the series of primary interest using likelihood-based

techniques within a state space framework. In Monte Carlo simulations, we find that this

method performs well, irrespectively of whether a common features assumption holds.

From the perspective of data construction, we discuss several advantages and possible

modifications of our model in state space form. Primary sources in official statistics are

typically subject to survey errors and statistical breaks. They may be collected at different

sampling frequencies, while changing survey designs lead to irregular measurement

patterns. Since the key part of our model is formulated in state space form, it is well-suited

to handle these patterns. It produces efficient estimates of the target series when different

surveys measure the same underlying series. Information from the past of the series is

processed, and additional strength is borrowed from a large number of related series with

correlated components. Seasonally adjusted time series, using all available data for the

adjustment, are obtained as a by-product of the procedure.

The potential of the state space approach for official statistics has already been pointed

out by other researchers. Uses in several areas of official statistics have been highlighted

by Durbin (2000). There are examples where state space methods are applied for seasonal

adjustment, while Pfeffermann (1991) and Tiller (1992) discuss signal extraction from

repeated survey data. In small area statistics, state space models help obtain disaggregate

figures from surveys by borrowing strength both over time and space, see Pfeffermann and

Tiller (2006) and Krieg and van den Brakel (2012). In that context, Bollineni-Balabay et al.

(2015) pursue the estimation of aggregates along with the small-area domains in the

presence of survey redesigns and variance breaks. Durbin and Quenneville (1997) and

Quenneville and Gagné (2013) introduce benchmark constraints drawn from precise but
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low-frequency census data to correct the preliminary survey estimates, while Harvey and

Chung (2000) discuss modeling data from different sources, and Moauro and Savio (2005)

is concerned with temporal disaggregation as required by national statistical agencies.

We apply our methodology to the statistics of hours worked in Germany. High-quality

data on hours worked are a key for understanding aggregate labor market dynamics, for

example, to track business cycles, to assess reactions to shocks such as the 2008/09

financial and economic crisis (Burda and Hunt 2011), and to confront macroeconomic

theory with time series evidence (Ohanian and Raffo 2012). Timely figures on hourly

labour productivity are considered as being important, for example, for well-guided wage

negotiations and monetary policy.

In Germany, working time statistics are constructed within the working time

measurement concept of the Institute for Employment Research (IAB). The

componentwise accounts provide a comprehensive figure of hours worked and contributes

results to the German national accounts; see Wanger et al. (2016). In the measurement

of overtime hours and flows on working-time accounts (WTA), we use household and

business surveys, while additionally drawing on several labor market and business cycle

indicators. Lacking continuously available survey data on working-time account net flows,

the latter is based on the unobserved trend and cycle components for transitory overtime

hours as well as regular and actual hours worked.

The article is structured as follows: Section 2 describes the model and its statistical

treatment, Section 3 illustrates alternative measurement schemes faced in official statistics

and Section 4 presents finite sample properties of the procedure. Section 5 applies the

methods to the German statistics of hours worked, while the last section concludes.

2. A High-Dimensional Structural Time Series Model

2.1. The Factor Model

This article presents a new model and its implementation for official statistics. It extends

the scope of multivariate structural time series models (STSM) discussed by Harvey

and Koopman (1997) to high-dimensional applications. As the point of departure, an

N-dimensional vector time series yt is decomposed into trend mt, seasonal gt, cycle ct, and

irregular components ut, according to

yt ¼ mt þ gt þ ct þ ut; ð1Þ

where the terms on the right are unobserved stochastic processes. Additional components

such as calendar effects or outliers can be straightforwardly incorporated through the use

of dummy regressors given this additive formulation but are not considered in this article.

After describing the dynamic specification of the components we introduce a factor

structure that handles cross-series linkages within the groups of components, and the

statistical treatment of the model.

We use a standard specification for the dynamics of each component and characterize

the slow movements by local linear trends

mtþ1 ¼ mt þ nt þ jt; ntþ1 ¼ nt þ zt;
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where jt , iid Nð0;SjÞ and zt , iid Nð0;SzÞ are independent Gaussian white noise

sequences. For a model frequency of s observations per year, the seasonal components are

gtþ1 ¼ 2
Xs22

j¼0

gt2j þ vt; vt , iid Nð0;SvÞ:

Alternatively, a trigonometric specification for the seasonal components can be used

(Durbin and Koopman 2012, Sec. 3.2.1). An individual cycle component ~cit, i ¼ 1; : : : ;N

evolves jointly with the auxiliary process ~c*
it as

~ci;tþ1

~c
*

i;tþ1

0

@

1

A ¼ ri

cosli sinli

2sinli cosli

 !
~cit

~c*
it

 !
þ

kit

k*
it

 !
;

kit

k*
it

 !
, iid Nð0;Sk;iiIÞ;

where li is the dominant frequency and 0 , ri , 1 denotes the dampening factor. As for

the trends and seasonal components, linkages between the individual cycles are introduced

through covariances between the disturbances, collected in Sk. To gain flexibility on the

temporal timing of the co-movement, we introduce phase shifts d2, : : : , dN between the

cycles by setting cit ¼ ~citcoslidi þ ~c*
itsinlidi, i ¼ 1; : : : ;N, where d1 ¼ 0 as a normal-

ization and di measures the lead time of cycle j against the cycle of the first variable; see

Rünstler (2004) and Valle e Azevedo et al. (2006). Finally, the irregular noise term is given

by ut , iid Nð0;SuÞ. For simplicity we assume that all groups of shocks jt, zt, vt kt and ut

are mutually independent. Correlated components in the spirit of Morley et al. (2003) could

be straightforwardly adapted as long as suitable identification conditions are met.

Our focus is on cases where N, the number of series in yt is large, and hence a curse of

dimensionality occurs in the unrestricted model (1). For full covariance matrices Sj, Sz,

Sv, Sk and Su, there are O(N(N þ 1)) variance parameters to be estimated, which makes

the application practically infeasible even for moderate values of N. In such situations,

factor models have been found useful for different purposes in economics and finance.

They allow a parsimonious representation of the cross-section dependencies between

panel units or time series variables. Within our STSM setup, we consider common factors

for each group of components. Denoting the common components by a C superscript and

the idiosyncratic terms by I, our model is given by

yt ¼ Lmm
C
t þ Lgg

C
t þ LccC

t þ LuuC
t þ mI

t þ g I
t þ cI

t þ uI
t : ð2Þ

The common components are of dimensions rm, rg, rc and ru, respectively, which are

typically substantially smaller than N, while Lk, k [ {m; g; c; u} are N £ rk loading

matrices of full column rank. All components follow the same dynamics as those

described below (1), and are driven by shocks with covariance matrices S
C
l and S

I
l for

l [ {j; z;v; k; u}. The idiosyncratic components are assumed mutually uncorrelated and

hence S
I
l are diagonal, so that the number of parameters is reduced to an order O(N) for

fixed factor dimensions.

Our decision of using a factor model to circumvent the curse of dimensionality is popular

in the econometrics field, since this “reduced rank sparsity” can easily handle high

correlations between the series due to business cycle linkages. Especially cyclical
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movements are candidates for such a rank reduction, but also long-term trends may be linked

by identical underlying driving forces. The alternative way to avoid the dimensionality

problem, the so-called “zero sparsity” where correlations are set to zero, is often less

plausible in such setups. In the empirical application, we practice a mix of reduced rank

and zero sparsity: Component variances and correlations are set to zero when this is

statistically appropriate after the model dimension has been drastically reduced by the factor

approach.

Identification of the latent components in (2) is achieved if two conditions hold: (a) The

processes mt, gt, ct and ut from (1) are separately identified through their difference in

dynamics, and (b) for each of these dynamic components, for example for Lmm
C
t þ mI

t , the

common Lmm
C
t and idiosyncratic mI

t are distinguished as in classical factor models by the

assumption that the idiosyncratic series are mutually uncorrelated in the cross-section

dimension. Condition (a) is standard both in univariate and multivariate structural time

series models and unproblematic in the uncorrelated components case considered here.

It is discussed among others by Harvey (1991, sc. 4.4). Condition (b) is not related to the

dynamic properties of the series, but only draws on the correlations between the series

which are due to a low-dimensional factor process. The autocorrelation and even

nonstationarity, for example of Lmm
C
t þ mI

t , does not interfere with the identification

problem since the setup can be easily transformed to the classical “white noise” factor

model of Anderson (1984) by a univariate time series filter; the reversed filter applied to

the identified components would in principle recover the original autocorrelation structure.

Clearly, as in classical factor models, the loadings and factors are identified only up to

rotation, so that the additional normalizations that the upper rk £ rk block of suitable

loading matrices are identity will be used in Subsection 2.2. The chosen identification,

however, does not matter for the purpose of this article which is estimation of a target

series rather than structural inference on the factors.

The factor STSM can be represented in the notation of a standard multivariate STSM (1)

if a similar cycle assumption holds, that is, if all ri and li are identical for both the

common and idiosyncratic components. However, the factor structure imposes restrictions

on the disturbance covariance matrices, which are given by

Sj ¼ LmS
C
j L

0
m þ S

I
j ; Sz ¼ LmS

C
z L

0
m þ S

I
z ; Sv ¼ LgS

C
vL

0
g þ S

I
v;

Sk ¼ LcS
C
k L

0
c þ S

I
k; Su ¼ LuS

C
u L

0
u þ S

I
u:

If one or more of the columns of Li are linearly dependent with those of Lj, i – j,

the stacked loadings (Lm, Lg, Lc, Lu) have a reduced column rank denoted by

r , rm þ rg þ rc þ ru. Then, the cross-section correlations between variables in yt can be

traced back to a smaller number of common sources than there are common structural time

series components. This possibly smaller dimensional latent process is given by the

r-dimensional compound factors denoted by ft with a corresponding full-rank N £ r

loading matrix L, such that yt ¼ Lf t þ mI
t þ g I

t þ cI
t þ uI

t . The compound factors are

related to the common components by

f t ¼ Gmm
C
t þ Ggg

C
t þ GccC

t þ GuuC
t ;

Weigand et al.: Factor Structural Time Series Models 269

Unauthenticated
Download Date | 3/1/18 10:40 AM



where Gk ¼ ðL
0LÞ21L 0Lk are r £ rk matrices of full column rank. Again, factors ft,

loadings L and Gk are only identified up to linear combinations, but for a chosen rotation

the common components mC
t , gC

t , cC
t and uC

t are identified (up to rotation) through their

different dynamics, and hence can be estimated from ft by the state space approach

described by Harvey (1991). As an example with the richest dynamic structure possible for

a given r, consider the case with r ¼ rm ¼ rg ¼ rc ¼ ru and L ¼ Lm ¼ Lg ¼ Lc ¼ Lu.

The factors f t ¼ mC
t þ gC

t þ cC
t þ uC

t then follow a structural time series process and

consist of trend, irregular, seasonal and cyclical components themselves.

Factor structures in the multivariate STSM framework have been studied before in the

econometrics literature, albeit with a different scope. Models for a moderate number of

series have been used to investigate common trends (and thus cointegration) or common

cycles in their dynamics; see, for example, Harvey (1991, Sec. 8.5), Valle e Azevedo et al.

(2006) or the software implementation of Koopman et al. (2009). In the standard setup,

the idiosyncratic part is a white noise process, or at least has different dynamic properties

from the factors’. Identification of the factor (e.g., mC
t in the common level model

yt ¼ Lmm
C
t þ 1I

t ) is therefore achieved in both of the ways (a) and (b) discussed above at

the same time: In the common levels model mC
t is the only source of autocorrelation and

also the only source of correlation between the series. This restricts the model in a very

relevant way and makes it less applicable for high-dimensional settings, since especially in

high dimensionsid iosyncratic errors with restricted dynamic properties (or even white

noise) are unrealistic and a high factor dimension would be needed to provide a reasonable

approximation to the data. Eickmeier (2009), among others, finds unit roots in the

idiosyncratic part of many macroeconomic time series, so that a common trends

assumption fails for a reasonable factor dimension.

Our Model (2), in contrast, allows factors and idiosyncratic part to have the same types

of components as the common part, and hence to consist of trend, seasonal, cycle and

noise. In this way, we may obtain a more parsimonious structure with less factors when

a larger panel of data is considered. Our model is rather general in that it allows for

co-movements in each of the components, while a common features restriction is possible

by setting the respective idiosyncratic components, say trends or cycles, to zero. As we

describe in the next section, our model allows a computationally feasible treatment even in

the high-dimensional case, since it naturally allows a combination of PCA and state space

methods. In contrast, in common cycles or common trends models the components are

typically filtered out from a full state space approach which becomes cumbersome for a

larger number of series and factors.

In the high-dimensional factor framework, by far the most popular approach for

dynamic modeling is by estimating factors by principal components, and using VAR

models for observed series and estimated factors, resulting in VAR-based dynamic factor

or so-called factor-augmented VAR (FAVAR) models; see, for example Stock and

Watson (2005) or Bernanke et al. (2005). Model (2) has several benefits also relative to

such VAR-based approaches. Firstly, the structural approach offers insights into the nature

of co-movements between the series, which can be assigned to specific components: Is it

because of business cycles or rather correlated trends that macroeconomic time series

co-move? Are there joint sources of changing seasonal patterns in several branches of the

economy? Can common irregular components like weather effects be identified that
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transitorily hit several output measures? Secondly, in the context of filtering a signal

from sparsely available data, the structural time series setup imposes a parsimonious

parametrization which stabilizes the estimates. In the application to official statistics, all

components help estimate the different features of the target series while taking into

account all relevant information from related series. Thirdly, using information from many

series may also lead to important improvements of seasonal adjustment procedures over

univariate approaches.

2.2. Estimation by Collapsing the Factor Space

We suggest an estimation procedure of the model given by a combination of principal

component and state space techniques along the lines of Bräuning and Koopman (2014).

Assume that we are primarily interested in a low-dimensional subprocess zt holding Nz

series of the available data, while the complete set of time series is separated according to

yt ¼ ðx
0
t; z
0
tÞ
0. In forecasting applications, zt will hold at least the series to be predicted,

while the estimation of official statistical figures typically requires the series zt to consist of

the major surveys measuring the target series. Unlike Bräuning and Koopman (2014), we

assume that all variables in yt are generated by the same model, (2) in our case, and hence

variables in xt and zt are treated symmetrically in terms of the model but not in terms of the

estimation procedure.

To estimate the space of compound factors ft in a first step, we apply a suitable principal

components analysis to xt. By using the data xt in differences, we avoid possible

inconsistencies due to nonstationary idiosyncratic components, and thus adapt ideas of

Bai and Ng (2004) to our setting. More concretely, denoting by L the lag operator, by

D :¼ ð1 2 LÞ the standard difference and by Ds :¼ ð1 2 LsÞ the seasonal difference

operator, we obtain factor loadings �L as
ffiffiffiffiffiffi
Nx

p
times the orthonormal eigenvectors

corresponding to the r largest eigenvalues of
PT

t¼1 ðDDsxtÞðDDsxtÞ
0. Estimated factors are

obtained by re-cumulating the principal components in differences, or from the level data

as �ft ¼ �L 0xt, which differs from the re-cumulation approach through the effects of initial

values. Under an additional assumption on the factor loadings, the results of Bai and Ng

(2002) are applicable to the variables in differences; see Appendix A. Among other things,

this assures consistency (up to rotation and net of the effects of starting values) of �ft for ft at

a fixed t as N and T tend to infinity. In the setup (2), the differenced series are usually

autocorrelated as are the residuals from the principal components approach. However, as

long as differences of sufficient orders are taken, the autocorrelation is weak in the sense of

Bai and Ng (2002, Assumption C) and consistency of the factors in this approximate factor

framework is ensured.

The principal components approach is typically not optimal and comes with an

efficiency loss, for example, in the situation of outliers due to nongaussianity, of

heteroskedasticity of the idiosyncratic components, or of autocorrelation. We propagate its

use as asimple, well-understood and popular first-step estimator, but of course improved

versions are available and can also be applied in our setup (see, e.g., Breitung and

Tenhofen 2011).

To gain information on the common components and their relation to the variables in zt,

we consider the joint model of ft and zt within the state space setup. Replacing the

Weigand et al.: Factor Structural Time Series Models 271

Unauthenticated
Download Date | 3/1/18 10:40 AM



compound factors ft by their estimates, the model is given by

�ft

zt

 !
¼

Gm

Lm

 !
mC

t þ
Gg

Lg

 !
gC

t þ
Gc

Lc

 !
cC

t þ
Gu

Lu

 !
uC

t þ
et

mI
t þg I

t þ cI
t þuI

t

 !
; ð3Þ

where et is the error of �ft estimating ft. As a slight abuse of notation, the idiosyncratic

components and loadings are those corresponding to the elements in zt only. While the

compound factor estimates �ft are identified by the standard normalization of principal

components, the common structural time series components are made unique by setting

Gm¼

Irm

G ð2Þm

0
@

1
A; Gg¼

Irg

G ð2Þg

0
@

1
A; Gc¼

Irc

G ð2Þc

 !
; Gu¼

Iru

G ð2Þu

 !
;

and the common components may have unrestricted disturbance covariance matrices.

Setting the upper block of the loading matrices to identity is only one of many ways

to prohibit observationally equivalent rotations of factors and loadings (see e.g., Bai

and Ng 2013), but especially fore- and nowcasts of the series do not depend on such

normalizations.

Under the given restrictions, the model can be operationalized by ignoring the error

from principal components estimation, and hence setting et ¼ 0, which is justified as an

approximation especially for large N. The unknown hyperparameters of (3) are estimated

by maximum likelihood using the state space approach.

Alternatively, a multivariate STSM without the restrictions of (3) can be fitted to the

joint process of principal components and variables of interest. This second strategy

allows for correlation between the idiosyncratic terms of zt, while the model nests the

factor STSM specification (3). Given typical factor dimensions of less than five and a

univariate or low-dimensional zt, especially the latter estimation approach can easily be

conducted in one of several available software packages such as STAMP (Koopman et al.

2009) or those described by Commandeur et al. (2011) and articles in the same special

issue. For the computations in this article, the KFAS package for R is used (Helske 2016).

Empirically, the compound factor dimension can be inferred from the data yt in suitable

differences, for example by the methods proposed by Bai and Ng (2002). Alternatively,

different (small) values of r can be considered and robustness with respect to this choice

can be assessed in practice. Subsequently, for a given r, beginning from rm ¼ rg ¼ rc ¼

ru ¼ r, the dimension of each common component may be determined in a general-to-

specific sequential testing procedure based on (3).

3. Observation Schemes

The factor STSM introduced in this article has advantages in filtering latent series from

incomplete measures which is a key issue in official statistics. For this purpose, we assume

that a latent Nu dimensional process ut of target series instead of observed zt is modeled to

follow the factor STSM (2), and that the observations collected in zt are related to ut

through a dynamic measurement relationship

zt ¼ dt þMtðLÞut þ 1t; 1t , Nð0;HtÞ; ð4Þ
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where dt holds possible survey bias terms and statistical breaks, MtðLÞ ¼ Mt0 þMt1L

þ : : :þMtlL
l are Nz £ Nu matrix lag polynomials holding the dynamic measurement

coefficients, while 1t is a vector of survey errors with possibly time-varying covariance

matrices Ht. The latter need not necessarily follow a white noise process, but can, for

example, contain autocorrelation due to survey overlap, which may be treated by the

methods of Pfeffermann and Tiller (2006). We review some of the cases that the general

mechanism (4) captures, and propose its implementation in the state space form which is

given in Appendix B.

The measurement scheme (4) is sufficiently flexible to allow for several surveys

estimating the same underlying concept, for missing data and for time-varying observation

patterns. Consider an example where u1t, for example, paid overtime hours per week and

employee, is measured by two surveys z1t and z2t, for example, the German Socio-

Economic Panel (GSOEP), and the German Microcensus, as it is the case in the

application to German hours worked data below. The measurement mechanism is then

given by

z1t ¼ u1t þ 11t; z2t ¼ d2 þ u1t þ 12t: ð5Þ

In this simple example, with MtðLÞ ¼ ð1; 1Þ
0, the scheme brings together contradicting

surveys, where differences are explained by the survey errors 11t and 12t. The variances of

these errors depend on the design and size of the survey and are likely to change over time.

By including an unknown constant d2 in the second measurement equations, it is possible

to correct for a bias in one of the sources. Similarly, if statistical breaks, like changes in the

survey questionnaire, occur in one or more of the data sources, these may be explicitly

accounted for by level shifts in dt, and hence leave the measured ut unaffected. In case of

changing seasonal patterns or covariance structures of the components, however, a time-

varying transition rather than measurement equation has to take this into account, a topic

that we do not consider in this article.

Different sampling frequencies of regular surveys, or data missing for other reasons, are

also covered by the measurement scheme (4), which is an important topic in the existing

nowcasting literature (Giannone et al. 2008). Considering a quarterly stock variable which

is measured only at the end of the quarter, we observe the monthly value z1t ¼ u1t only

when t is the last month of a quarter, while values of zt are missing two thirds of the time.

Returning to the bivariate example, if in period t no survey z1t is conducted, we obtain a

trivial equation

0 ¼ 0�u1t þ 0; z2t ¼ d2 þ u1t þ 12t ð6Þ

by specifying MtðLÞ ¼ ð0; 1Þ
0 and H11;t :¼ Varð11tÞ ¼ 0. Hence, no information is gained

by the first survey in that period. Therefore, information about u1t stem firstly from other

surveys z2t, secondly from past and future values of z1t through the dynamics of the system,

or thirdly from additional indicators correlated with u1t through the common components.

If one survey z1t is used as a benchmark and hence the resulting estimate of u1t should

exactly match that survey, this is reached by setting 11t ¼ 0. Further relevant methods for

benchmarking are discussed in Durbin and Quenneville (1997) and Quenneville and

Gagné (2013).
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In contrast to the previous example of a stock variable where survey interviews reflect

observations on one period t, in reality reference intervals may span more than one period in

terms of the model frequency. This is typically the case for flow variables like GDP where

we observe the sum of the monthly flows z1t ¼ ut þ ut21 þ ut22 at the end of the quarter.

With a lag polynomial MðLÞ ¼ 1þ Lþ L2, we can also write z1t ¼ MðLÞut. As another

example, since 2005 the German Microcensus has a continuous interview policy and allows

an evaluation of quarterly averages of quantities such as overtime hours worked per week.

If the model is formulated at monthly frequency, an observation z1t of a flow variable,

corresponding to the second quarter 2006, refers to the mean of the underlying u1t, u1;t21 and

u1;t22 of April, May and June. The measurement equation reflects this by assigning the

quarterly value z1t to the last month of the quarter and selecting

z1t ¼
1

3
u1t þ

1

3
u1;t21 þ

1

3
u1;t22 ¼ MtðLÞu1t ð7Þ

where z1t contains values only at the end of the quarter of each year, and where MtðLÞ ¼
1
3
þ 1

3
Lþ 1

3
L2 is the lag polynomial that reflects that measurement scheme. The change

from a fixed reference week to continuous interviews is reflected by a change in the time-

varying observation polynomial Mt(L), so that Mt(L) ¼ 1 for periods t before 2005.

For other surveys, the observation scheme is still more general. For example, for

household panel studies such as the GSOEP or the U.S. panel study of income dynamics

(PSID), the field period spans several months and changes from year to year. Assigning the

resulting yearly figure to the December of each survey year, an observation equation

z1t ¼ Mt;decu1t þ : : :þMt;janu1;t211 ð8Þ

reflects the time-varying shares Mtj of observations in each month j, relative to all

observations in that year. Figure 1 shows the distribution of the GSOEP interviews for
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Fig. 1. Distribution of GSOEP interviews over certain years. The fraction of interviews for each month is shown

for 1991, 2000, 2004, and 2012.
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selected years, namely for 1991 (solid line), for 2000 (dashed), for 2004 (dotted), and for

2012 (dash-dotted).

Note that the measurement scheme might interfere with the identification of a given

model. If an underlying series u1t is measured by a low-frequency, say quarterly, series

alone, then seasonal components of some frequency may be unobservable; see Harvey

(1991, Sec. 6.3). One obvious way to circumvent this is to use quarterly time-varying

dummy variables that do not aim to estimate intra-quarter seasonality, while one could

alternatively use a trigonometric seasonal specification (Durbin and Koopman 2012, Sec.

3.2.2) and skip frequencies higher than the observation frequency.

The Model (3) with the measurement scheme (4) can be stated in state space form

(Appendix B). After estimating the model hyperparameters by the methods described in

Subsection 2.2, estimated ut, t ¼ 1; : : : ; T using all available data are obtained by a state

smoothing algorithm (Durbin and Koopman 2012, Sec. 4.3). The application of a smoother

rather than a Kalman filter means that also past data are revised as soon as new information

comes in. The smoother is constructed in a way that the revision optimally reflects the new

information, given the model structure and its parameters. Since it is current practice

in national accounts to revise also recent quarters, the use of a smoother automatically

implements this revision together with the computation of a new quarter. Hence, no

additional updating mechanism or model using more data is needed.

4. A Monte Carlo Study

A Monte Carlo study is conducted to shed light on the practical performance of the

proposed methods in finite samples. Different aspects of the procedure are analysed.

Firstly, the difference-based principal components approach is studied in the case of factor

STSM processes for different data generating mechanisms and sample sizes, and

compared to principal components in levels. Secondly, the estimation of the latent target

process is evaluated and compared to standard benchmarks such as univariate models or

standard principal-components based factor models.

4.1. Data Generating Processes

Four data generating processes are chosen to mimic different situations of practical

relevance. We consider (1) cases with linearly independent loadings for the distinct

common components and (2) cases with identical loadings, where principal components

estimate a compound factor process. Furthermore, while typically (A) the idiosyncratic

components have a structural time series structure with trend, seasonal and possibly cycle

components, we additionally consider a common features assumption with (B) serially

uncorrelated idiosyncratic components. We introduce the data generating processes as

combinations of these characteristics in turn.

(1A) To define the first data generation mechanism as the case with linearly independent

loadings and without common features, we consider the process (2) with s ¼ 4 and where

the cyclical components have frequency l ¼ 0.2 and dampening factor r ¼ 0.97. The

parameters in the loading matrices are randomly chosen for each draw. Denoting the

uniform distribution between a and b by U(a, b), they are given for i ¼ 1; : : : ;N and
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j ¼ 1; : : : ; r by

Lm;ij , Uð0; xÞ; Lg;ij , Uð0; xÞ; Lc;ij , Uð0; x6Þ; Lu;ij , Uð0; x6Þ;

where the parameter X captures the overall importance of the common components

relative to the idiosyncratic ones, while 6 determines the relative size of stationary versus

nonstationary components. The components are generated using innovation covariance

matrices with

S
I
j;ii , Uð0; 1Þ2; S

I
z;ii , Uð0; 1=10Þ2; S

I
v;ii , Uð0; 1Þ2;

S
I
k;ii , Uð0; 6Þ2; S

I
u;ii , Uð0; 6Þ2

for idiosyncratic components and S
C
j ¼ 10S

C
z ¼ S

C
v ¼ S

C
k ¼ S

C
u ¼ I for common

components, respectively.

(1B) The second data generating process is characterized by the same parameters for the

common components as in (1A), but a common features assumption is imposed and hence

the idiosyncratic components are subject to

S
I
j ¼ S

I
z ¼ S

I
v ¼ S

I
k ¼ 0; S

I
u;ii , Uð0; 5Þ2:

(2A) To introduce cases with linearly dependent common components loadings, the third

data generating process sets the compound loading matrix L according to

Lm;ij ¼ Lg;ij ¼
1

6
Lu;ij , Uð0; xÞ;

and drops the cyclical components from the processes. The remaining variances S
I
j, S

I
z,

S
I
v, S

I
u, S

C
j , S

C
z , S

C
v, and S

C
u correspond to those in (1A).

(2B) The last data generating process drops the trend and seasonal from the idiosyncratic

components of the previous one, so that the only difference to (2A) is in the covariance

matrices

S
I
j ¼ S

I
z ¼ S

I
v ¼ 0; S

I
u;ii , Uð0; 5Þ2:

4.2. Estimation of the Compound Factor Space

We first assess the performance of the principal components procedure based on

differenced data DD4yt which we have proposed as a first step in estimating the factor

STSM. For all data generating processes and different values for the time and cross-section

dimensions T and N, we simulate 1,000 trajectories and repeatedly estimate the compound

factor process ft by �ft as explained in Subsection 2.2. We compare the results to the

principal component method using the data in levels. At this step, no maximum likelihood

estimation of the structural model is performed and hence the dynamic properties are not

taken into account. Therefore, only the space of compound factors can be estimated, which

is identified only up to rotation. The measure of estimation error has to take this lack of

identification into account, and hence we rotate each factor estimate to achieve the best

predictive power for the true factors by least squares. Since the overall level of mean
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squared error is very different across estimated components and has no natural

interpretation, we standardize the mean squared error by reporting the adjusted R 2 from

regressing each of the true compound factors on the estimated factors �ft. This measure is

strictly decreasing in the (root) mean squared error and emphasizes the size of the error

relative to the overall factor variation. To enforce stationarity for these evaluation

equations, we apply the regressions in differences (D4D) of the true factors and their

estimates. These R 2 are averaged over the iterations.

Table 1 gives results for the data generating process (1A) with linearly independent

component loadings and without a common components structure. There, the true factor

process consists of the r ¼ 4 common structural times series components,

f t ¼ ðm
C
t ; g

C
t ; c

C
t ; u

C
t Þ
0, which allows for an evaluation of each component separately.

Overall, the principal components in differences outperform the estimates based on levels

data. The difference between the methods is most pronounced for larger N and T. The

estimates in differences clearly improve with N, but also slightly with T, with R 2 becoming

close to one for each component in large samples. The level estimate, however, especially

the stationary components in the baseline case with x ¼ 1 and 6 ¼ 1, does not show a clear

improvement with larger N. The precision typically even worsens with larger T, which is the

result of inconsistency when the idiosyncratic components are nonstationary; see Bai and

Ng (2004) for the I(1) framework. The results are robust to changing the scale of the

stationary components to 6 ¼ 2 and of the common factors to x ¼ 2. These changes lead to

the expected results that the stationary common components are estimated more precisely in

the former case, while the overall precision increases in the latter case.

In Table 2, we show results for the process (1B) which entails the common features

assumption that the idiosyncratic components are white noise. Compared to (1A), the

overall picture changes. Now, the estimates in levels are better than their difference-based

counterparts, most strikingly for larger N. The difference-based estimates still improve

both with N and with T. The precisions of the two estimators for the stationary components

are closer to each other for 6 ¼ 2 and for x ¼ 2, but still the level-based estimates

dominate the difference-based ones almost uniformly.

Results for the data generating processes with identical loadings for all common

components are depicted in Table 3. We evaluate the precision of r principal components

estimating the r compound factors f t ¼ mC
t þ gC

t þ uC
t for r [ {1; 2} by means of the

adjusted R 2 as before. The mean of the adjusted R 2 over both evaluation regressions is

computed in the case r ¼ 2.

For r ¼ 1, the adjusted R 2 are very close to one for all chosen specifications. Thus,

when compared to Tables 1 and 2, the performance is seemingly enhanced if the

components can be estimated in aggregated form, which reduces the compound factor

dimension relative to the first two data generating processes. However, the higher

uncertainty of the first two cases likely recurs in the second step when distinct structural

time series components are estimated from the compound factors in a state space

framework. The outcomes for r ¼ 2 reveal a loss of precision and visible differences

between the specifications and estimators. The patterns described for the first two data

generating processes are confirmed here. Most notably, without the common feature

assumption the difference estimator outperforms the level estimator again, while the latter

is slightly better in case of common features.
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These outcomes suggest that the estimator choice should be based on whether the

idiosyncratic components are white noise or not, and that unnecessary differencing should

be avoided. The difference-based estimator appears as a robust choice since it is consistent

in both settings while the level-based estimator does not necessarily improve with sample

size in the general framework of this article.

Table 1. Precision of common component estimation by principal components in levels and differences (D4D)

for process (1A) without common features. The mean of the adjusted R 2 from regressions of true common

components on estimated factors is given.

pca in levels pca in differences

x 6 T N mt gt ct ut mt gt ct ut

1 1 250 10 0.260 0.506 0.270 0.338 0.229 0.551 0.310 0.430
1 1 250 50 0.427 0.633 0.272 0.338 0.507 0.836 0.637 0.756
1 1 250 100 0.499 0.688 0.270 0.333 0.736 0.917 0.812 0.873
1 1 250 500 0.634 0.780 0.278 0.338 0.941 0.983 0.959 0.973
1 1 500 10 0.260 0.496 0.253 0.333 0.232 0.548 0.306 0.418
1 1 500 50 0.369 0.588 0.260 0.336 0.564 0.846 0.676 0.773
1 1 500 100 0.427 0.638 0.260 0.346 0.770 0.922 0.830 0.884
1 1 500 500 0.550 0.720 0.257 0.338 0.951 0.984 0.964 0.976
1 1 1000 10 0.254 0.469 0.257 0.339 0.230 0.548 0.317 0.422
1 1 1000 50 0.309 0.504 0.262 0.348 0.588 0.853 0.698 0.785
1 1 1000 100 0.316 0.503 0.260 0.352 0.783 0.924 0.839 0.888
1 1 1000 500 0.347 0.520 0.265 0.355 0.953 0.985 0.966 0.977

1 2 250 10 0.136 0.287 0.445 0.499 0.096 0.291 0.483 0.603
1 2 250 50 0.254 0.366 0.550 0.516 0.147 0.627 0.799 0.861
1 2 250 100 0.336 0.414 0.584 0.522 0.260 0.783 0.889 0.924
1 2 250 500 0.517 0.516 0.655 0.535 0.806 0.951 0.976 0.984
1 2 500 10 0.127 0.277 0.420 0.499 0.094 0.288 0.490 0.603
1 2 500 50 0.209 0.343 0.439 0.523 0.157 0.655 0.808 0.867
1 2 500 100 0.259 0.371 0.440 0.525 0.369 0.807 0.898 0.928
1 2 500 500 0.425 0.459 0.448 0.532 0.864 0.959 0.979 0.985
1 2 1000 10 0.125 0.263 0.403 0.502 0.091 0.289 0.483 0.600
1 2 1000 50 0.151 0.275 0.407 0.528 0.167 0.668 0.813 0.869
1 2 1000 100 0.160 0.274 0.420 0.528 0.453 0.819 0.901 0.931
1 2 1000 500 0.180 0.294 0.418 0.535 0.883 0.962 0.980 0.986

2 1 250 10 0.492 0.716 0.487 0.473 0.497 0.783 0.605 0.695
2 1 250 50 0.717 0.841 0.514 0.453 0.878 0.959 0.911 0.939
2 1 250 100 0.767 0.869 0.537 0.447 0.941 0.980 0.956 0.970
2 1 250 500 0.825 0.901 0.628 0.422 0.988 0.996 0.991 0.994
2 1 500 10 0.482 0.717 0.417 0.484 0.500 0.788 0.603 0.695
2 1 500 50 0.668 0.820 0.387 0.465 0.884 0.959 0.914 0.940
2 1 500 100 0.714 0.845 0.373 0.463 0.942 0.980 0.957 0.970
2 1 500 500 0.764 0.872 0.378 0.460 0.988 0.996 0.992 0.994
2 1 1000 10 0.453 0.682 0.413 0.493 0.514 0.791 0.609 0.700
2 1 1000 50 0.546 0.726 0.387 0.480 0.885 0.960 0.916 0.940
2 1 1000 100 0.566 0.740 0.396 0.480 0.943 0.980 0.958 0.971
2 1 1000 500 0.620 0.773 0.378 0.466 0.989 0.996 0.992 0.994
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4.3. Estimation of Latent Processes

In a second part of this Monte Carlo study, we assess the two-step procedure with respect

to its ability to estimate a latent process u1t from incomplete data z1t and additional high-

dimensional data xt. We delete N/4 of the observations in z1t which is generated together

Table 2. Precision of common component estimation by principal components in levels and differences (D4D)

for process (1B) with common features. The mean of the adjusted R 2 from regressions of true common

components on estimated factors is given.

pca in levels pca in differences

x 6 T N mt gt ct ut mt gt ct ut

1 1 250 10 0.150 0.331 0.160 0.185 0.079 0.230 0.101 0.163
1 1 250 50 0.300 0.556 0.343 0.237 0.120 0.381 0.157 0.263
1 1 250 100 0.414 0.673 0.468 0.275 0.136 0.440 0.177 0.305
1 1 250 500 0.756 0.900 0.802 0.742 0.176 0.631 0.234 0.519
1 1 500 10 0.145 0.331 0.154 0.180 0.075 0.221 0.098 0.156
1 1 500 50 0.297 0.559 0.343 0.234 0.117 0.383 0.156 0.252
1 1 500 100 0.410 0.677 0.471 0.276 0.132 0.444 0.179 0.298
1 1 500 500 0.763 0.905 0.810 0.794 0.199 0.741 0.302 0.618
1 1 1000 10 0.143 0.338 0.158 0.175 0.073 0.220 0.100 0.148
1 1 1000 50 0.296 0.564 0.342 0.231 0.115 0.382 0.159 0.246
1 1 1000 100 0.414 0.678 0.475 0.287 0.133 0.448 0.183 0.300
1 1 1000 500 0.767 0.907 0.816 0.818 0.247 0.821 0.460 0.710

1 2 250 10 0.110 0.249 0.386 0.402 0.057 0.163 0.281 0.411
1 2 250 50 0.257 0.494 0.651 0.606 0.069 0.213 0.412 0.566
1 2 250 100 0.403 0.659 0.785 0.785 0.074 0.272 0.535 0.688
1 2 250 500 0.767 0.905 0.947 0.957 0.101 0.653 0.843 0.918
1 2 500 10 0.109 0.252 0.391 0.399 0.054 0.158 0.285 0.403
1 2 500 50 0.261 0.506 0.654 0.630 0.063 0.211 0.426 0.577
1 2 500 100 0.402 0.666 0.790 0.801 0.069 0.288 0.595 0.732
1 2 500 500 0.768 0.906 0.947 0.959 0.112 0.786 0.901 0.940
1 2 1000 10 0.109 0.250 0.388 0.394 0.051 0.148 0.279 0.396
1 2 1000 50 0.260 0.509 0.658 0.645 0.060 0.208 0.440 0.589
1 2 1000 100 0.404 0.668 0.791 0.808 0.068 0.330 0.639 0.755
1 2 1000 500 0.768 0.908 0.948 0.960 0.194 0.835 0.922 0.949

2 1 250 10 0.286 0.541 0.331 0.299 0.162 0.442 0.216 0.315
2 1 250 50 0.565 0.792 0.633 0.534 0.213 0.636 0.303 0.499
2 1 250 100 0.716 0.884 0.774 0.764 0.288 0.784 0.437 0.663
2 1 250 500 0.929 0.974 0.946 0.955 0.759 0.953 0.850 0.926
2 1 500 10 0.281 0.540 0.337 0.296 0.156 0.433 0.216 0.306
2 1 500 50 0.571 0.793 0.632 0.564 0.217 0.656 0.322 0.512
2 1 500 100 0.721 0.885 0.776 0.783 0.329 0.818 0.519 0.710
2 1 500 500 0.929 0.975 0.946 0.958 0.868 0.966 0.911 0.947
2 1 1000 10 0.282 0.543 0.332 0.291 0.151 0.426 0.213 0.304
2 1 1000 50 0.571 0.799 0.635 0.582 0.225 0.677 0.347 0.527
2 1 1000 100 0.725 0.887 0.779 0.791 0.407 0.838 0.593 0.743
2 1 1000 500 0.930 0.975 0.947 0.959 0.900 0.970 0.931 0.954
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with xt as a factor STSM for y 0t ¼ ðz1t; x
0
tÞ. Different alternative approaches are considered

to estimate u1t for each observation where z1t is missing. As an infeasible benchmark, (i)

the factor STSM with known factor process ft is considered in state space form, where

parameters are determined by maximum likelihood and missing values are estimated by

Table 3. Precision of compound factor estimation by principal components in levels and differences (D4D) for

processes (2A) and (2B) (without and with common features). The mean of the adjusted R 2 from regressions of

true common components on estimated factors is given.

r ¼ 1 r ¼ 2

(2A) (2B) (2A) (2B)

x 6 T N level diff level diff level diff level diff

1 1 250 10 0.970 0.994 0.998 0.985 0.644 0.760 0.463 0.283
1 1 250 50 0.973 0.999 1.000 0.999 0.798 0.951 0.752 0.494
1 1 250 100 0.969 0.999 1.000 1.000 0.843 0.976 0.850 0.614
1 1 250 500 0.978 1.000 1.000 1.000 0.932 0.995 0.964 0.919
1 1 500 10 0.977 0.995 0.998 0.986 0.628 0.764 0.469 0.279
1 1 500 50 0.983 0.999 1.000 0.999 0.772 0.952 0.753 0.507
1 1 500 100 0.987 0.999 1.000 1.000 0.825 0.976 0.850 0.684
1 1 500 500 0.990 1.000 1.000 1.000 0.915 0.995 0.964 0.945
1 1 1000 10 0.976 0.994 0.998 0.985 0.616 0.767 0.465 0.280
1 1 1000 50 0.990 0.999 1.000 1.000 0.761 0.953 0.754 0.527
1 1 1000 100 0.992 0.999 1.000 1.000 0.809 0.977 0.850 0.733
1 1 1000 500 0.996 1.000 1.000 1.000 0.907 0.995 0.964 0.954

1 2 250 10 0.965 0.994 0.998 0.992 0.642 0.746 0.586 0.414
1 2 250 50 0.972 0.999 1.000 1.000 0.801 0.951 0.850 0.694
1 2 250 100 0.978 0.999 1.000 1.000 0.843 0.975 0.916 0.857
1 2 250 500 0.974 1.000 1.000 1.000 0.928 0.995 0.981 0.972
1 2 500 10 0.970 0.993 0.998 0.995 0.627 0.750 0.593 0.414
1 2 500 50 0.985 0.999 1.000 1.000 0.772 0.952 0.847 0.731
1 2 500 100 0.987 0.999 1.000 1.000 0.829 0.976 0.916 0.878
1 2 500 500 0.991 1.000 1.000 1.000 0.913 0.995 0.981 0.977
1 2 1000 10 0.976 0.993 0.998 0.995 0.615 0.756 0.593 0.413
1 2 1000 50 0.986 0.999 1.000 1.000 0.759 0.952 0.849 0.756
1 2 1000 100 0.991 0.999 1.000 1.000 0.807 0.976 0.916 0.888
1 2 1000 500 0.996 1.000 1.000 1.000 0.905 0.995 0.981 0.979

2 1 250 10 0.985 0.999 0.999 0.999 0.867 0.930 0.710 0.538
2 1 250 50 0.990 1.000 1.000 1.000 0.948 0.988 0.914 0.872
2 1 250 100 0.988 1.000 1.000 1.000 0.965 0.994 0.955 0.941
2 1 250 500 0.988 1.000 1.000 1.000 0.985 0.999 0.991 0.988
2 1 500 10 0.991 0.998 1.000 0.999 0.844 0.931 0.708 0.540
2 1 500 50 0.994 1.000 1.000 1.000 0.933 0.988 0.915 0.885
2 1 500 100 0.997 1.000 1.000 1.000 0.955 0.994 0.955 0.945
2 1 500 500 0.998 1.000 1.000 1.000 0.982 0.999 0.991 0.990
2 1 1000 10 0.993 0.998 1.000 0.999 0.837 0.929 0.711 0.544
2 1 1000 50 0.996 1.000 1.000 1.000 0.928 0.988 0.915 0.890
2 1 1000 100 0.998 1.000 1.000 1.000 0.949 0.994 0.955 0.948
2 1 1000 500 0.998 1.000 1.000 1.000 0.980 0.999 0.991 0.990
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the state smoother. As the feasible counterpart, (ii) the two-step estimate proposed in this

article is used, where ft is estimated by the principal components based on data in

differences DD4xt. As one further straightforward benchmark we use (iii) a univariate

STSM which neglects information from xt. Comparison between (ii) and (iii)

straightforwardly illustrates the effect of taking into account the common part uC
t versus

ignoring it.

As a simple competitor that also uses time series information on z1t only, we interpolate

the series using (iv) a local mean of available D4z1t in the range of ^20 observations near

the period to be estimated. Cross-section information, but not the dynamics of the system

are utilized by static regression-based predictions of u1t using the difference-based

principal components of xt as predictors. The regression is run (v) in levels, (vi) applying

a yearly difference operator D4 to z1t and the principal component, or (vii) applying the

difference operator DD4 which is sufficient to make the variables stationary. A comparison

to the full state space model, possibly using the common features restriction, would allow

a measure of the undergone efficiency loss by our method but is beyond the scope of this

article: The high dimension makes the treatment computationally intractable both here and

in similar empirical problems, so that we omit it from this comparison.

Table 4 shows the corresponding root mean squared errors (RMSE) from estimating u1t

according to the data generating process (1B) with r ¼ 1. Not surprisingly, the infeasible

estimator (i) outperforms the others, while the feasible two-step strategy (ii) of utilizing

the factor STSM comes a close second. The loss from having to estimate ft is rather small

in this specification, and amounts to less than five percent of the overall RMSE in most

cases. Clearly, this result may strongly depend on the data generating process and the

corresponding precision of the principal components method. The differences vanish with

larger N.

The univariate STSM approach (iii) comes in third place, but missing information on

the factors leads to an efficiency loss which is more pronounced if either 6 ¼ 2 which

increases the noise which is unpredictable by univariate methods, or if x ¼ 2 where

the information content of xt is higher. However, taking the dynamics into account

appropriately pays off, which turns out from a comparison to the naı̈ve local averaging

method that performs clearly worse than all STSM approaches. The static regression

estimation with principal components as predictors (v) leads to very spurious results in

levels, while it still does not lead to a relevant improvement even over the local averaging

method when it is applied in differences (vi, vii).

5. Application to German Hours Worked Statistics

We apply the proposed techniques to the measurement of several components of hours

worked in Germany. Official statistics on hours worked per person and the overall volume

of work are determined by the IAB which contributes the corresponding time series to the

German national accounts. The working time measurement concept is a componentwise

system where collective, calendar, cyclical, personal and other components are

determined separately on a quarterly basis since 1991, and results are disaggregated

according to industries, regions, and employment status; see Wanger (2013) and Wanger

et al. (2016) for recent overviews.
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During a major revision in 2014 which also affected the methodology of the working

time measurement, state space techniques were introduced to enhance the estimation

precision for components with incomplete data sources, or where more than one source is

used in the measurement. In this section, we describe the computation of the cyclical

Table 4. RMSE of estimating N/4 randomly chosen missing values for z1t in process (2A) with r ¼ 1. (i) Factor

STSM with known factors ft, (ii) factor STSM with differenced pca factor estimates, (iii) univariate STSM,

(iv) mean of yearly differences of z1t within ^20 observations, (v)–(vii) static OLS of z1t on pca in levels and

differences.

x 6 T N
STSM

f t

STSM
pca

STSM
univar.

Mean
D4

OLS
level

OLS
D4

OLS
DD4

1 1 250 10 1.126 1.210 1.627 2.518 4.743 2.217 2.490
1 1 250 50 1.148 1.166 1.653 2.550 4.772 2.189 2.411
1 1 250 100 1.151 1.159 1.634 2.512 4.584 2.133 2.416
1 1 250 500 1.160 1.161 1.663 2.558 4.575 2.136 2.397
1 1 500 10 1.187 1.261 1.644 2.548 10.621 2.642 2.555
1 1 500 50 1.181 1.193 1.612 2.502 9.964 2.498 2.420
1 1 500 100 1.180 1.187 1.644 2.567 9.733 2.498 2.393
1 1 500 500 1.165 1.166 1.598 2.501 9.803 2.454 2.359
1 1 1000 10 1.275 1.328 1.636 2.567 26.310 3.195 2.562
1 1 1000 50 1.255 1.265 1.614 2.526 24.397 2.955 2.388
1 1 1000 100 1.268 1.274 1.630 2.554 24.386 2.986 2.386
1 1 1000 500 1.267 1.270 1.624 2.549 24.330 2.970 2.368

1 2 250 10 1.522 1.650 2.245 3.182 4.899 2.649 3.310
1 2 250 50 1.556 1.582 2.283 3.224 4.923 2.597 3.203
1 2 250 100 1.565 1.576 2.254 3.187 4.728 2.561 3.209
1 2 250 500 1.568 1.570 2.290 3.238 4.727 2.555 3.194
1 2 500 10 1.569 1.692 2.274 3.238 10.705 3.064 3.428
1 2 500 50 1.546 1.568 2.220 3.158 10.062 2.881 3.198
1 2 500 100 1.545 1.557 2.272 3.243 9.826 2.878 3.166
1 2 500 500 1.543 1.545 2.212 3.167 9.889 2.836 3.139
1 2 1000 10 1.595 1.700 2.259 3.246 26.281 3.561 3.400
1 2 1000 50 1.555 1.575 2.220 3.183 24.436 3.292 3.149
1 2 1000 100 1.573 1.583 2.241 3.218 24.424 3.328 3.151
1 2 1000 500 1.587 1.589 2.252 3.232 24.356 3.323 3.154

2 1 250 10 1.200 1.277 2.514 3.837 4.756 2.225 2.496
2 1 250 50 1.232 1.248 2.543 3.886 4.768 2.189 2.412
2 1 250 100 1.221 1.229 2.497 3.800 4.577 2.131 2.414
2 1 250 500 1.244 1.247 2.563 3.909 4.575 2.136 2.397
2 1 500 10 1.404 1.466 2.534 3.884 10.652 2.654 2.563
2 1 500 50 1.384 1.394 2.456 3.781 9.972 2.502 2.422
2 1 500 100 1.395 1.402 2.542 3.915 9.732 2.498 2.393
2 1 500 500 1.357 1.361 2.440 3.771 9.811 2.455 2.358
2 1 1000 10 1.683 1.719 2.512 3.893 26.520 3.209 2.571
2 1 1000 50 1.664 1.673 2.488 3.849 24.408 2.955 2.388
2 1 1000 100 1.677 1.683 2.518 3.901 24.416 2.985 2.385
2 1 1000 500 1.687 1.692 2.505 3.888 24.327 2.969 2.368
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components paid and unpaid overtime work as well as flows on working-time accounts.

These are of primary importance when assessing the business cycle fluctuations of hours

worked in real time.

5.1. Paid and Unpaid Overtime Hours

The computations of overtime hours in the working-time measurement concept are

primarily based on two yearly surveys. In the GSOEP, employed persons are asked for the

number of performed overtime hours in the recent month and the way overtime work

is typically compensated. From the responses, yearly time series on paid and unpaid

overtime hours since the 1980s can be constructed, but as has been mentioned in Section 3,

a changing distribution of interviews over the year has to be taken into account when

considering a target series of higher frequency. As a second primary data source, the

Microcensus offers information on paid and unpaid overtime hours since 2010 on the basis

of quarterly averages.

The main problem of constructing a quarterly time series in real time is the substantial

publication lag of each of the sources, since results from the GSOEP are available

approximately twelve months after the end of a reference year, while the Microcensus

results typically come in July of the following year. Hence, information regarding the first

quarter of each year is available only after about 21 months (GSOEP) and 16 months

(Microcensus), respectively. Additionally, the determination of intra-year fluctuations

before 2010 is challenging, since until then only yearly GSOEP data are available. In

response, we gather additional indicators to tackle these problems and to achieve the

highest possible precision for the given available data.

As an additional data source, we consider the Ifo Business Survey from the Ifo Institute

(Leibniz Institute for Economic Research at the University of Munich). In this survey,

establishments are asked in the last month of each quarter whether their employees

currently perform overtime work. Along with the log of the GSOEP and of the

Microcensus measures of overtime hours per week (z1t and z2t, respectively), the

logarithmic fraction of establishments with overtime work enters the model as a third

series of interest, z3t.

Further economic and labor market indicators (xt) are used to compute principal

components which enter the factor STSM. Here, we use real gross domestic product, the

production index, new orders for all manufacturing industries, the number of employed

persons, real compensation per employee (all from the Federal Statistical Office),

registered unemployment (from the Federal Employment Agency), business expectations,

business assessment and the employment barometer (from the Ifo Institute) as well as

the willingness to buy index (from GfK Nuremberg). These variables are considered

informative when assessing the current business cycle and labor market development, and

hence for the amount of overtime work. We refrain from using a data set of higher

dimension, since the additional data are likely to introduce irrelevant information and

require a higher number of factors. At the same time, we keep the updating process simple

by this choice.

Principal component estimates are computed after applying the natural logarithm to all

variables except business expectations, business assessment, the employment barometer
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and the willingness to buy index. Seasonally adjusted data are used in xt, so that yearly

differences are not needed to remove seasonal nonstationarity. Additionally, there is no

evidence for a changing slope in the processes: The p-values for tests of Sz ¼ 0 in

univariate STSM is 0.97 and 0.07 for the first and second principal component (based on

second differences), respectively. Hence, we base the subsequent analysis on re-cumulated

principal components from first differences of the raw data. Data gaps and mixed

frequency issues in xt are resolved by the algorithm described by Stock and Watson

(2002).

The resulting models for paid and unpaid overtime hours, respectively, are formulated

in terms of a monthly model frequency to precisely capture the timing of the measurement

process. Along with the r estimated factors �ft, which capture the compound common

components uC
t on a monthly basis, the measurement model is given by

�ft

logðot_gsoeptÞ

logðot_mctÞ

logðot_ifotÞ

0
BBBBB@

1
CCCCCA
¼

0

0

d2

0

0
BBBBB@

1
CCCCCA
þ

I 0 0

0 M11;tðLÞ 0

0 M21;tðLÞ 0

0 0 M33;tðLÞ

0
BBBBB@

1
CCCCCA

uC
t

u1t

u2t

0

BB@

1

CCAþ

0

0

12t

0

0
BBBBB@

1
CCCCCA
:

The model comprises a monthly variable �ft, a yearly ot_gsoept which is brought into the

model at the last month of the year only, the quarterly ot_mct, which is brought in at the

last month of the quarter, and the likewise quarterly ot_ifot, which refers to a single month

of each quarter where it comes into the model. The GSOEP measurement scheme M11;tðLÞ

is determined by the changing proportion of GSOEP-interviews in each month as in (8) so

that M11;tðLÞ ¼ M11;t;dec þM11;t;novLþ : : :þM11;t;janL11. As an example for the year

2013, the obsevation of ot_gsoept is given for t ¼ 2013M12, while all other months are

missing. The proportion of interviews accross months in 2013 leads to M11;2013M12;jan ¼

0:0010 since only 0.10% of interviews took place in January, M11;2013M12;feb ¼ 0:2656

since 26.56% of the sample were interviewed in February, M11;2013M12;mar ¼ 0:2824 for a

proportion of 28.24% of interviews in March, and so on. In contrast, M11;2013M01;m, : : : ,

M11;2013M11;m ¼ 0 for all m, since the yearly value is brought into the model in the last

month of the year, and hence all other months are missing. The Microcensus measures the

same underlying u1t as the GSOEP, but by quarterly averages according to (7), so that

M21;tðLÞ ¼
1
3
þ 1

3
Lþ 1

3
L2 for each t reflecting the last month of the quarter (March, June,

September, or December), and M21;tðLÞ ¼ 0 for other values of t. The Ifo measure of

overtime refers to a single month, and hence M33;tðLÞ ¼ 1 if data are available in month t

and M33;tðLÞ ¼ 0, otherwise.

Since for a long sample of data prior to 2010 the GSOEP is the only available statistic

directly measuring u1t, we implement this source as a benchmark, and force a weighted

average of u1t to fit the yearly GSOEP figure exactly. Recent Microcensus figures, in

contrast, enter the model with an adjustment term d2, and the survey error 12t is modeled

with a fixed variance which is estimated within the state space model. Since quantitative

information on the survey autocorrelation due to overlap is not available, we model the

survey error as serially uncorrelated.
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Since the Ifo series does not directly measure the overtime hours, but rather serve as

a correlated indicator, the inclusion of a measurement error is not important here. The

measurement error would be anyway exchangeable with the noise term in the dynamic

model, because the Ifo series estimates a single underlying series, and because the

measurement scheme does not involve a filter of lagged values so that there is no

autocorrelation induced by the measurement scheme.

We choose an unrestricted multivariate STSM formulation of uC
t and ut as the dynamic

model. In contrast to the Formulation (3), this approach allows for correlation between

u1t and u2t (fraction of establishments with overtime) beyond their dependence on the

common components, while nesting the strict factor specification. The need for this

additional flexibility is reasonable since the Ifo survey measures a concept relatively close

to the target series, and may provide specific information beyond the overall business

cycle.

A large gain in parsimony is associated by using only one factor instead of all ten

indicators in the model and hence drastically reducing the model by means of reduced rank

sparsity. Additionally, however, we conduct model selection and reduce the model

parameters by dropping different individual components from the model. The decision

to drop components is drawn from sequential tests based on each series individually.

Augmented Dickey Fuller tests, with lag lengths determined by AIC, fail to reject unit

roots for each of the series considered in the models (the exception being �f1t, with a p-value

of 0.0029). We hence include unit root components for all series and let jit – 0 in general.

We test the presence of slope changes zt, white noise terms ut, cyclical components ct,

and changes to the seasonal pattern vt in univariate STSMs, and present the p-value of

the corresponding hypotheses in Table 5. The time series of Microcensus data is not

sufficiently long for univariate analyses so that we base the specification for paid and

unpaid overtime on the yearly GSOEP series.

On a five percent significance level, there is no evidence for a changing slope in either of

the series. This again supports the computation of principal components based on first

differences rather than second differences of the data. We hence set Sz to zero in both the

model for paid and for unpaid overtime hours. According to additional test results, we

include a white noise term for the principal components, but not for the series in zt in what

follows. There is relatively strong evidence on the presence of cyclical components which

seems to be needed in each of the observed series. Finally, the Ifo survey is the only series

with a seasonal component that is reasonably modeled with a fixed seasonal pattern. The

Table 5. P-values from testing different null hypotheses on the presence of several components in univariate

structural time series models. The tests refer to the full model in the alternative. Models are formulated at the

original data frequency (monthly for f̂t yearly for GSOEP, quarterly for Ifo Business Survey).

f̂1t f̂2t

Paid Ot.
(GSOEP)

Unpaid Ot.
(GSOEP)

Overtime
(Ifo)

H0 : 6t ¼ 0 0.4213 0.0898 0.6815 0.9735 1.0000
H0 : ut ¼ 0 0.0008 0.0433 1.0000 0.0676 1.0000
H0 : ct ¼ 0 0.0000 0.0010 0.0053 0.0133 0.0000
H0 : vt ¼ 0 –– –– –– –– 0.4396
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seasonal figure in overtime hours comes in only trough the short Microcensus time series

and has therefore also to be set fixed.

Considering the joint dynamic process introduced above, a decomposition

uC
t

u1t

u2t

0

BB@

1

CCA ¼

mC
t

m1t

m2t

0

BB@

1

CCAþ

0

g1t

g2t

0

BB@

1

CCAþ

cC
t

c1t

c2t

0

BB@

1

CCAþ

uC
t

0

0

0

BB@

1

CCA

applies, with dynamic components driven by the processes introduced below Equation (1).

There, Sk and Sj are full symmetric (r þ 2) £ (r þ 2) parameter matrices, while Su is a

scalar and Sz ¼ Sv ¼ 0.

Both for paid and unpaid overtime hours, models with r ¼ 1 are estimated as the

baseline specifications, which appears reasonable due to the relatively small number of

indicators in xt and avoids parameter abundance. Setting r ¼ 2 while using the same

modeling strategy does not change the estimated time series in a relevant way. We assess

whether the data are consistent with a similar cycles assumption (ri ¼ r, li ¼ l) and

whether the overtime measures u1t and u2t have the same cycle shift with respect to the

business cycle factor (d2 ¼ d3). These restrictions are rejected neither for paid, nor for

unpaid overtime hours on a 5% significance level, so that they are maintained. The

estimated cyclical parameters are shown in the left two columns of Table 6.

For both models, we find that the cycles are relatively persistent, with a dampening

factor close to one, and that a typical cycle lasts about four and a half years. The cycles

are shifted by approximately three months to the right relative to the business cycle

of the principal component, so that a peak in overtime hours typically lags behind that

of the factor. Paid overtime hours appear to be more pro-cyclical, since the standard

deviation of the factor (log-scale £ 100) is more than twice as large as that for unpaid

overtime hours. At the same time, paid overtime hours exert a stronger correlation with

the business cycle.

Further results on the volatility and correlations of cycle and trend shocks are given for

paid overtime in Table 7 and for unpaid overtime in Table 8. We observe strong positive

cycle correlations also for the Ifo overtime hours, which justifies the inclusion of this

series. From the standard deviations of j1t for both model, it can be seen that the trend is

Table 6. Estimated parameters for cyclical components in models for paid and unpaid overtime hours (first two

columns) and flows on working time accounts (last two columns). A similar cycles assumption is imposed in each

of the models.

Paid Ot. Unpaid Ot. Inflow WTA Outflow WTA

Dampening factor r 0.9832 0.9880 0.9835 0.9835
Angle frequency l 0.1155 0.1128 0.1198 0.1198
Period 2p

l
54.42 55.70 52.45 52.45

Cycle standard deviation 8.45 3.89 15.04 9.34
Cycle shock correlation

with k c
t

0.69 0.45 0.60 20.42

Phase shift d 22.60 23.15 0.89 27.79
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more volatile for unpaid than for paid overtime, mirroring the larger impact of the cycle on

the paid overtime hours.

Figure 2 shows the smoothed estimate for paid overtime hours. The observations of the

GSOEP (round points, placed in March of each year) and Microcensus (crosses, net of the

constant d2) are shown along with the trend m1t (dotted), the seasonally adjusted estimate

m1t þ c1t (dashed) and the overall smoothed series including the seasonal component

(solid). The ordinate axis is depicted on a logarithmic scale to reflect the logarithmic

model formulation. The nearly linear long-term downward trend is visibly superimposed

by stochastic cycles which had a pronounced effect during the 2008/09 financial and

economic crisis and reflects well-known patterns from cyclical output movements. The

fixed seasonal component, which shows higher overtime usage in the second half of the

year, stems mostly from the short sample of Microcensus observations, and should

therefore be treated with care.

The unpaid overtime hours, shown in Figure 3, are driven by a rather volatile trend

which closely follows the observations. There are several periods of longer upward or

downward movements, and although unpaid hours rose in tendency over the whole

sample, there is a decline since about 2006 until now. The cycle is rather small, which

reflects the low business cycle sensitivity of this working-time component, while the

seasonal component is positive in the first and fourth quarter.

We assess the stability of the models by studying estimated parameters in different

subsamples. We estimate both the paid and the unpaid overtime models for subsamples of

two thirds of the monthly observations (200 of the 300 months from 1991 to 2015). Table 9

shows results for paid overtime in the left and results for unpaid overtime in the right

panel, where the subsample ranging from January 1991 to August 2007 is denoted by Smpl

1, the subsample from March 1995 to October 2011 is denoted by Smpl 2, and the

subsample from May 1999 to December 2015 is denoted by Smpl 3.

We find notable differences in the cyclical properties: The first subsample has a more

persistent cycle (higher r), smaller frequency (smaller l) and a longer phase shift of the

overtime variables (absolutely larger j ) for both models. Also the standard errors of trend

Table 7. Estimated standard deviations (main diagonal) and correlations (below diagonal) of cycle shocks kt

(left) and trend shocks jt (right) for paid overtime model.

kC k1 k2 jC j1 j2

kC 1.10 –– –– jC 0.60 –– ––
k1 0.69 1.55 –– j1 20.70 1.72 ––
k2 0.95 0.43 5.78 j2 20.94 0.41 4.12

Table 8. Estimated standard deviations (main diagonal) and correlations (below diagonal) of cycle shocks kt

(left) and trend shocks jt (right) for unpaid overtime model.

kC k1 k2 jC j1 j2

kC 1.14 –– –– jC 0.41 –– ––
k1 0.45 0.60 –– j1 0.21 2.87 ––
k2 0.94 0.74 5.51 j2 21.00 20.28 4.54
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shocks (sdðjjtÞ) are subject to change, most prominently for the first and second series of

the paid overtime model, where the standard deviations change by a factor of two or more,

and large trend variance in a given sample is associated with a smaller cycle variance

(smaller sdðkjtÞ). The correlations (corrðjjt; jitÞ and corrðkjt; kitÞ) even change sign in some

cases. The apparent structural instability is due to multiple maxima of the likelihood

function, where different local maxima dominate in different subsamples. Improved

stability, for example, by averaging over different local maxima or applying numerical

1991 1993 1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015

0.5

0.6

0.7

0.8

0.9

1

1.1 Trend
Trend+Cycle
Trend+Cycle+Season
GSOEP
Microcensus (adjusted)

Fig. 2. Paid overtime hours per week. The trend, cycle and seasonal figures are obtained by the state smoother

and shown along with the GSOEP and Microcensus observations. The latter is adjusted for the constant d2.

1991 1993 1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015

0.45

0.5

0.55

0.6

0.65

0.7

Trend
Trend+Cycle
Trend+Cycle+Season
GSOEP
Microcensus (adjusted)

Fig. 3. Unpaid overtime hours per week. The trend, cycle and seasonal figures are obtained by the state

smoother and shown along with the GSOEP and Microcensus observations. The latter is adjusted for the

constant d2.
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integration in a Bayesian approach are beyond the scope of this article, but are an

important topic of future research.

To illustrate the effect of using a multivariate approach, we contrast the result to a

univariate structural time series approach. To mimic the dynamic specification in the

multivariate approach, we fit a model consisting of level and cycle to the yearly GSOEP

series, but omit the seasonal which would not be identified. We use the same measurement

scheme as M11;tðLÞ above in the multivariate model. In Figure 4 the seasonally adjusted

multivariate estimate (dashed line) for paid overtime hours is shown along with the

GSOEP observations (points, again placed in March of each year) and the smoothed

estimate from the univariate approach (solid line). We see only slight differences between

the lines in the time span before 2013: The GSOEP observations are used as a benchmark

for the yearly weighted means of the estimates, and hence the latter do not move too far

away from the former. As a slight deviation, we see that a decline in overtime hours before

the global financial crisis is detected already in 2007 using all available indicators, while

the univariate GSOEP model gives a smoother change to the “crisis regime”. After 2010

when the Microcensus data come in and especially after the last GSOEP observation the

multivariate estimates clearly uses more relevant information than just an extrapolation of

the dynamics. Hence the additional indicators have the greatest impact where information

is most valuable: at the current edge. The figure for unpaid overtime hours, which shows

only minor differences between the univariate and the multivariate model, is available

from the author upon request.

Finally, we investigate the advantage of our modeling approach with respect to the

quality of early estimates in official statistics. A numerical assessment of the overall

precision of our estimates of paid and unpaid overtime hours is not possible: The truth is

not known and hence a straightforward benchmark as in the simulation study is not

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

0.5

0.6

Univariate Estimate (SOEP)
Multivariate Estimate
SOEP Observations

Fig. 4. Paid overtime hours per week. The seasonal adjusted multivariate estimate (dashed) is shown along with

a univariate structural time series model (solid) using SOEP data alone. The univariate model implies the same

dynamic properties as the multivariate model described in Subsection 5.1 and uses the same measurement scheme

with respect to the SOEP observations.
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available. We can however assess the timeliness of precise estimates by an ex-post

comparison of early estimates in real time to the final estimates where all data are

available. We figure out the value of additional information beyond the GSOEP data by

comparing the multivariate model to the univariate benchmark. Since the seasonality in

the multivariate model can be estimated only in recent years, the seasonal patterns in the

Microcensus would cause problems in the pseudo real-time study. We hence omit

the Microcensus data from the multivariate model and ignore seasonality both for the

univariate and multivariate model in our study.

We conduct the real-time experiment as follows: For the construction of data for a

given quarter, we take the indicators contained in xt and the Ifo Business survey for

that quarter as known. The GSOEP data are used with a time lag; the data from two

years earlier are used so that for example from the beginning of 2015 the data for 2013

are available. This is a realistic timing since first estimates are typically constructed in

the middle of the subsequent quarter. Having constructed pseudo-real-time estimates by

a Kalman filter for each of the two models and each quarter from 2004Q1 to 2015Q4,

we compare them to the ex-post estimate of each model using all available data. From

this comparison, the biases and root mean squared errors can be computed which are

shown in Table 10. There, along with the full evaluation sample (all), also results for

successive subsamples are given which divide the evaluation sample in four intervals of

three years.

Overall, in terms of the RMSE, we find that the multivariate model outperform the

univariate approach for paid overtime, while the approaches perform similar for unpaid

overtime where the univariate approach is slightly better. This is in line with the

finding that paid overtime is more correlated to business cycle indicators and thus the

latter help estimate paid overtime hours better than unpaid hours. The very

parsimonious univariate model has a smaller bias for both target measures. Considering

the subsamples, it is reassuring for the multivariate approach that the latter outperforms

the univariate approach in the last subsample, where more data are used in the Kalman

filter. The multivariate model is likely to dominate in larger samples which is reflected

here. In sum, it is preferable to use a factor approach as the one considered in this

article if the target series has a strong business cycle correlation, and if long enough

time series are available.

Table 10. Bias and root mean squared error (RMSE) for paid (left) and unpaid (right) overtime model and

univariate (univ.) and multivariate (mult.) model. An evaluation sample from 2003Q4 to 2015Q4 is used (all) and

four successive subsamples thereof.

Paid Overtime Unpaid Overtime

BIAS RMSE BIAS RMSE

Smpl univ. mult. univ. mult. univ. mult. univ. mult.

all 24.047 25.680 10.846 9.582 0.217 2.373 11.064 11.402
1 4.212 20.761 7.681 8.126 22.888 211.052 10.648 12.830
2 211.157 212.923 14.241 13.613 24.426 2.935 11.991 9.268
3 24.712 29.152 13.034 10.665 20.059 10.311 8.521 11.451
4 24.530 0.116 6.232 1.474 8.243 7.300 12.643 11.764
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5.2. Net Flows on Working Time Accounts

Not all additional hours worked by employees in a given period lead to a definitive

increase in the amount of labor over a longer time span. Some of them, termed transitory

overtime hours, are compensated by leisure time in a future period. The number of these

additional hours worked hence raise the credits on WTA, which are formal arrangements

to record such additional hours worked. When measuring hours actually worked per

period, the statistician has to track such inflows on WTA which raise hours worked, but

also the outflows from WTA which reduce the overall hours worked.

Only few data sources are available which allow to measure in- and outflows from WTA

in Germany on a regular basis. Besides paid and unpaid overtime hours, the GSOEP

questionnaire asks for overtime hours which are compensated with time-off, and which we

hence treat as inflows on WTA. A question regarding the reduction of such hours has been

included in the questionnaire only in 2014 and the results are not yet available. A similar

objection is faced by a new question regarding balances on WTA in the IAB Job Vacancy

Survey. It has been included in the establishment survey in 2013 and therefore still lacks a

sufficient history to base long time series estimates thereupon.

The Microcensus holds additional information on WTA flows over a longer time span,

which we exploit in our estimation strategy. Each employed household member is asked for

the regular weekly hours worked and for hours worked last week. If both differ, the main

reason for that difference is inquired, where possible answers include “compensation for

more hours worked (e.g., flexible working hours)” if actual hours were lower and “hours for

the accumulation of the time credit or for the reduction of time dept” if they were higher than

usual. These or analogous questions are available for the whole estimation period.

Since only the main reason for a difference is asked for in the Microcensus, there are

likely further WTA in- or outflows that are not revealed by the survey participants and

hence the results are biased. Our strategy thus combines information on the level of gross

inflows from the GSOEP with cyclical variations of the Microcensus figures on in- and

outflows around their trends to arrive at a final estimate of net flows. The maintained

assumption is that even if both WTA in- and outflows follow (possibly stochastic) trends,

the latter should be identical so that there is no long-run discrepancy between the both, and

the net flows average to zero in the long run. This allows us to estimate the trend by use of

the GSOEP series, while relative deviations from it are determined from the Microcensus.

Stated jointly with the estimated factors, the measurement model is

�ft

logðin_mctÞ

logðout_mctÞ

logðin_gsoeptÞ

0
BBBBB@

1
CCCCCA
¼

0

d1t

d2t

0

0
BBBBB@

1
CCCCCA
þ

I 0 0 0

0 M11;tðLÞ 0 0

0 0 M22;tðLÞ 0

0 0 0 M33;tðLÞ

0
BBBBB@

1
CCCCCA

uC
t

u1t

u2t

u3t

0
BBBBB@

1
CCCCCA
:

The measurement polynomials M11;tðLÞ, M22;tðLÞ and M33;tðLÞ are again designed to fit the

characteristics of the Microcensus and GSOEP surveys and in particular the distribution

of interviews over the time-spans for which the surveys can be distinctly evaluated. In

contrast to the overtime models in Subsection 5.1, for which Microcensus data are

available only since 2010, the restructuring of the Microcensus has to be taken into
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account in the current WTA model. In 2005, a fixed reference week each year (or less

frequently before 1995) was replaced by a continuous interviewing policy. This leads to a

change in the polynomials, which are given by M11;tðLÞ ¼ M22;tðLÞ ¼ 1 before 2005 and

M11;tðLÞ ¼ M22;tðLÞ ¼¼
1
3
þ 1

3
Lþ 1

3
L2 since then. Additionally, a level shift results from

the changing survey practice at this time which we model by setting d1t and d2t to nonzero

constants before 2005 and to zero afterwards. For the GSOEP measurement, given by

M33;tðLÞ, we use the same approach as for the paid and unpaid overtime models described

in Subsection 5.1.

In contrast to the case where two surveys measure the same underlying process, in the

case of one survey per series the survey error variance cannot be estimated from the data

when the underlying process has an additional noise term. The survey error variance could

be rather set fixed, based on further information from the survey design. As the pure

sampling uncertainty is very small for the large sample of the Microcensus, we do not

model survey errors explicitly in this case and set 1t ¼ 0, while allowing irregular

components within the model for ut.

We again conduct model selection by studying the individual processes first, and

include only components in the joint model which appear worthwhile from the univariate

tests. We thus again include a unit root component for all series in order to reflect results

from Augmented Dickey Fuller tests. A univariate analysis of the individual components

similar to Table 5 reveals that the GSOEP inflow series has a significant slope change

( p-value 0.04), while a noise term finds more support from the data than a cycle (for which

the p-value is 0.16).

For the Microcensus series, we set zt ¼ 0 and include a noise term along with the cycle

and random walk trends, which is also supported by statistical tests in the multivariate

model. As an a-priori modeling decision to gain parsimony, correlations between the

GSOEP and other series are not considered and hence the former is used solely to extract

its trend by univariate filtering and smoothing. The model is thus given by

uC
t

u1t

u2t

u3t

0
BBBBB@

1
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¼

mC
t

m1t

m2t

m3t

0
BBBBB@
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þ
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þ
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þ
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t
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0
BBBBB@

1
CCCCCA
;

where Sz has a single nonzero element associated with u3t, Su is diagonal, and Sj as well

as Sk are block diagonal with a full upper left 3 £ 3 submatrix.

The properties of the cyclical components of WTA in- and outflows are summarized in

the right two columns of Table 6. Again, we cannot reject the similar cycles restriction,

and the common period and the dampening factor are similar to the case of overtime hours.

Both components have a relatively strong cyclical pattern, and WTA inflows have

the highest cycle standard deviation among the variables under consideration. Not

surprisingly, shocks to inflows are positively, while outflow shocks are negatively related

to business cycle shocks. The phase shifts mean that typically seven months after

employees have built up most credit on the accounts, the outflows peak and reduce the

savings on WTA.
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The cyclical patterns of in- and outflows are shown in Figure 5, where cjt þ ujt, j ¼ 1,2,

is depicted for inflows (solid line) and outflows (dashed line) in logarithmic scale £ 100,

as annotated on the left axis. The mentioned phase shift between the cycles becomes

evident here. At most of the visible peaks of WTA inflows, the outflows are rising and

reach their highest value a few months later. Before the building up of credits beginning in

2005, the outflows dropped, while the credits were used up afterwards during the 2008/09

crisis, where outflows peaked again. The trending behavior of transitory overtime hours

from the GSOEP, which is used as the trend in both, in- and outflows from WTA, is shown

in hours per week as the thin dash-dotted line with annotation at the right axis. It shows a

flattening growth from below 0.5 hours per week to over one hour until 2010, and has

diminished slightly over the recent years.

The trend and log-scale cycles are combined multiplicatively to yield the net flow on

WTA, which is the relevant statistic measuring the effect on hours worked per period. We

compute this effect as

DWTAt < exp m z
3t

� �
g z

1t þ c z
1t þ uz

1t 2 g z
2t 2 cz

2t 2 uz
2t

� �
: ð9Þ

This overall effect is plotted in Figure 6, where also the seasonal patterns are assessed. The

overall increase in the scale of the fluctuations over time is partly due to the increased

overall importance of WTA corresponding to the upward trend of gross flows described

above, while the cyclical patterns from Figure 5 are closely reflected by the overall net

flows.

As for the results of paid and unpaid overtime hours, further processing of the data is

performed within the working-time measurement concept to yield quarterly results which

are partly decomposed for several groups of employees. These are published by the IAB in

the form of working time components tables, and also enter the publication of national

accounts by the German Federal Statistical Office.
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Fig. 5. Cyclical and noise components of in- and outflows (left axis) and trend in flows on working time accounts

(right axis). The cycle, noise and trend figures are obtained by the state smoother. Cycles and trends are

combined multiplicatively according to (9) to obtain estimated WTA net flows.
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6. Conclusion

We have proposed a factor structural time series model and discussed its implementation

for possibly high-dimensional problems in official statistics. The model has an intuitive

appeal due to its additive, componentwise structure and is quite unrestrictive in its

formulation. It is straightforward to apply using a two-step approach with principal

components and state-space techniques. In simulation experiments, we found that the two-

step approach works reasonably well and that the new method outperforms several

competitors in terms of its ability to estimate an unobserved target series. These results

show the potential to construct more timely and precise official statistics that use a wide

array of recently available data. The empirical application in the article illustrated the

usefulness of the method for the measurement of working time components. There, the

model was used to construct a time series that is longer, more frequent, and uses more

recent information than single survey data sources alone.

The main motivation of the approach was for smoothing latent series using surveys and

several other indicators, as is of foremost importance for statistical agencies. However,

the methods may reveal their strength also for other tasks such as exploration of the

componentwise dynamic properties and co-movements of several macroeconomic time

series, as well as forecasting. Additional research may also be concerned with correlated

unobserved components models in high dimensions, which allow for a more flexible

modeling of spillovers and structural identification.

Appendix A

Properties of the Factor Model in Differences

In this appendix, we show that the data generated by a factor STSM satisfy strong

assumptions on time and cross-section dependence when suitably differenced. These
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Fig. 6. Working time account net flows in hours per week, computed from smoothed cycles and trends by

DWTAt < exp mz
3t

� �
gz

1t þ cz
1t þ uz

1t 2 gz
2t 2 cz

2t 2 uz
2t

� �
.
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are sufficient to ensure key results of Bai and Ng (2002). Denoting Xit :¼ DDsyit,

i ¼ 1; : : : ;N, and Fjt :¼ DD s f jt, j ¼ 1; : : : ; r, where yt is the vector of observed

variables and ft is the compound factor process introduced in the main text, the factor

model can be stated as

Xit ¼ Li�Ft þ eit:

Here, eit is cross-sectionally uncorrelated and independent from Ft by assumption, while

both Fjt and eit follow strictly stationary linear Gaussian processes with absolutely

summable coefficients, as we discuss in the following.

To see the dynamic properties more clearly, a generic element from eit is stated as

eit ¼ DDsmit þ DDsgit þ DDscit þ DDsuit;

where the I superscript is suppressed for notational simplicity. Since mit ¼ mi;t21þ

ni;t21 þ ji;t21, we have Dmit ¼ ni;t21 þ ji;t21, while from nit ¼ ni;t21 þ zi;t21, it follows

that nit ¼ ni;t2s þ zi;t21 þ : : :þ zi;t2s. Hence,

DDsmit ¼ Dsni;t21 þ Dsji;t21 ¼ zi;t22 þ : : :þ zi;t2s21 þ ji;t21 2 ji;t2s21;

where jit and zit are mutually independent Gaussian iid processes, and hence a finite-order

moving average structure is obtained for the differenced trend component, with

coefficients straightforwardly obtained from the s nonzero autocovariances.

A similar result is obtained for the seasonal component git ¼ 2gi;t21 2 : : :

2gi;t2sþ1 þ vi;t21. Applying first differences to both sides of this equation yields

git ¼ gi;t2s þ vi;t21 2 vi;t22, and hence

DDsgit ¼ D2vi;t21;

which is again a (over-differenced) finite-order moving average that trivially has

absolutely summable coefficients.

Regarding the cycle, Harvey (1991, Sec. 2.5.6) gives the stationary ARMA(2,1)

representation for jrij , 1, which leads directly to

DDscit ¼ DDs

1þ uiL

1 2 2ricosðliÞL 2 r2
i L2

~ki;t21;

where ui is a moving average parameter and ~kit is composed of the two jointly Gaussian iid

processes kit and k*
it. Since as a stationary ARMA process the fraction expands to a

polynomial with absolutely summable coefficients, also the entire expression for DDscit

shares this property while inheriting stationarity and Gaussianity. The same is true for

differenced noise term D4Duit. Hence, any linear combination of DDsmit, DDsgit, DDscit

and DDsuit is strictly stationary, Gaussian and has absolutely summable coefficients. The

statement is applicable both to the differenced idiosyncratic components eit and to series of

the differenced factor process Ft.

The properties of Ft and eit are clearly sufficient to assure Assumptions A (by a law

of large numbers drawing on ergodicity of Ft), C (since absolutely summable

autocovariances follow from absolutely summable Wold coefficients), and D (due to

the independence between eit and Ft) of Bai and Ng (2002), while their Assumption B on

the factor loadings has to be imposed additionally to obtain the main results of that article.
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Clearly, the squared autocorrelations of eit are also summablein our setup, and hence Bai

and Ng (2002, eq. (6)) yields mean-square convergence of estimated Ft to the true values

for a given t. Naturally, the consistency holds also for a cumulation of finitely many

estimated Fs, s # t. Hence, also thefactors �ft in level are found consistent for a fixed t. The

effects of the initial values are lost due to the differencing, however.

Appendix B

The State Space Form

The model given by (3) with measurement scheme (4) can be easily represented in linear

state space form which allows to use the techniques described in Durbin and Koopman

(2012). We adopt their notation as far as possible and state the system as

�ft

zt

 !
¼ ztat þ

0

1t

 !
; 1t , Nð0;HtÞ; ð10Þ

atþ1 ¼ Tat þ Rht; ht , Nð0;QÞ; t ¼ 1; : : : ; n: ð11Þ

For simplicity of exposition we assume that l $ s 2 1, so that l lags of all components

have to be included in the state vector to make the measurement equation (4) representable

in state space form. Hence, the state vector at holds the components mI
it, m

C
jt , n

I
it , n

C
jt , g I

it ,

g C
jt , ð~cI

it; ~c
I;*
it Þ, ð~c

C
jt ; ~c

C;*
jt Þ, uI

it and uC
jt , each for i ¼ 1; : : : ;Nz and j ¼ 1; : : : ; r, along with

l lags of each component. More precisely,

a 0t ¼ ðm
I
1t; : : : ; m

I
Nz;t
;

n I
1t; : : : ; n

I
Nz;t
;

g I
1t; : : : ; g

I
Nz;t
;

~cI
1t; ~c

I*
1t ; : : : ; ~c

I
Nz;t
; ~cI*

Nz;t
;

uI
1t; : : : ; uI

Nz;t
;

mI
1;t21;m

I
2;t21;

mC
1t; : : : ;m

C
r;t;

nC
1t ; : : : ; n

C
r;t;

gC
1t ; : : : ; g

C
r;t;

~cC
1t; ~c

C*
1t ; : : : ; ~c

C
r;t; ~c

C*
r;t;

uC
1t; : : : ; uC

r;t;

: : :lagged components : : : ; uC
r;t2lÞ

0

is the m :¼ 6ðNz þ rÞðlþ 1Þ-dimensional state vector. Accordingly, the 6ðNz þ rÞ �

ðlþ 1Þ £ 6ðNz þ rÞðlþ 1Þ transition matrix is given by

T ¼

~T 0 : : : 0

I ..
.

. .
. ..

.

0 I 0

0

BBBBBB@

1

CCCCCCA
; where ~T ¼

Tm Tmn 0 0 0

0 Tn 0 0 0

0 0 Tg 0 0

0 0 0 Tc 0

0 0 0 0 Tu

0
BBBBBBBB@

1
CCCCCCCCA
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is a 6ðNz þ rÞ £ 6ðNz þ rÞ matrix with Tm ¼ Tn ¼ Tmn ¼ INzþr. Moreover, Tu ¼ 0Nzþr

and Tc is a 2ðNz þ rÞ £ 2ðNz þ rÞ block diagonal matrix with ith block given by

T ði;i Þc ¼ ri

cosli sinli

2sinli cosli

 !
;

for i ¼ 1; : : : ;Nz þ r. Here, ri and li correspond to the individual cycle parameters for

i ¼ 1; : : : ;Nz, while they correspond to the parameters of the joint cycles, ri ¼ rC
i2Nz

and

li ¼ lC
i2Nz

for i ¼ Nz þ 1; : : : ;Nz þ r. The transition innovation covariance matrix Q is

block diagonal with block element given by S
I
j, S

C
j , S

I
z, S

C
z , S

I
v, S

C
v, S

I
k^I2, S

C
k^I2, S

I
u

and S
C
u , respectively, while R is a vertical stacking of an identity and l quadratic zero

matrices that selects the contemporaneous states.

The observation matrices Zt reflect both the observation patterns for the variables and

the loading of common components on the individual series. We denote

~L ¼
0 Gm 0 0 0 Gg 0 �Gc 0 Gu

I Lu 0 0 I Lm
�I �Lc I Lm

0

@

1

A;

where the checked matrices reflect the phase shifts of the variables, so that the ith row of �I

is ðcosðlidiÞ; sinðlidiÞÞ^Ii�, the ith row of �Gc is ðcosðlidiÞ; sinðlidiÞÞ^Gc;i� and the ith row

of �Lc is ðcosðlidiÞ; sinðlidiÞÞ^Lc;i� which have twice the number of columns as the

unchecked quantities. Then, for

~MtðLÞ ¼ ~Mt0 þ ~Mt1Lþ : : :þMtlL
l

¼
I 0

0 M0t

 !
þ

0 0

0 M1t

 !
Lþ : : :þ

0 0

0 Mlt

 !
Ll

the time-varying observation matrices are given by

Zt ¼ ð ~Mt0
~L; ~Mt1

~L; : : : ; ~Mtl
~LÞ;

which completes the state space representation for the general case with dt ¼ 0.

If constant terms or statistical breaks occur, the transition matrix is enriched by

additional diagonal elements of 1, while the observation matrix reflects this by additional

columns with corresponding element either set to the constant values, or switching from

zero to that constant at a specified period. The state innovation error covariance matrix is

unchanged and the matrix R holds additional rows of zeros.
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Bräuning, F. and S.J. Koopman. 2014. “Forecasting Macroeconomic Variables Using

Collapsed Dynamic Factor Analysis.” International Journal of Forecasting 30(3):

572–584. Doi: https://doi.org/10.1016/j.ijforecast.2013.03.004.

Breitung, J. and J. Tenhofen. 2011. “GLS Estimation of Dynamic Factor Models.” Journal

of the American Statistical Association 106(495): 1150–1166. Doi: https://doi.org/

10.1198/jasa.2011.tm09693.

Burda, M.C. and J. Hunt. 2011. “What Explains the German Labor Market Miracle in the

Great Recession?” Brookings Papers on Economic Activity, Spring 2011, 273–335.

Available at: https://www.brookings.edu/wp-content/uploads/2011/03/2011a_bpea_

burda.pdf (accessed December 2017).

Bureau of Economic Analysis. 2017. Concepts and Methods of the U.S. National Income

and Product Accounts. Technical report. Available at: https://bea.gov/national/pdf/all-

chapters.pdf (accessed February 2018).

Commandeur, J., S. Koopman, and M. Ooms. 2011. “Statistical Software for State Space

Methods.” Journal of Statistical Software 41(1): 1–18. Available at: https://www.

researchgate.net/publication/260335110_Statistical_Software_for_State_Space_

Methods (accessed December 2017).

Croushore, D. 2011. “Frontiers of Real-Time Data Analysis.” Journal of Economic

Literature 49(1): 72–100. Doi: http://dx.doi.org/10.1257/jel.49.1.72.

Durbin, J. 2000. “The State Space Approach to Time Series Analysis and its Potential for

Official Statistics.” The Australian and New Zealand Journal of Statistics 42(1): 1–23.

Doi: http://dx.doi.org/10.1111/1467-842X.00104.

Durbin, J. and S.J. Koopman. 2012. Time Series Analysis by State Space Methods: Second

Edition. Oxford: Oxford Statistical Science Series.

Weigand et al.: Factor Structural Time Series Models 299

Unauthenticated
Download Date | 3/1/18 10:40 AM

http://www.columbia.edu/~sn2294/pub/ecta04.pdf
http://www.columbia.edu/~sn2294/pub/ecta04.pdf
http://www.columbia.edu/~sn2294/pub/ecta04.pdf
http://dx.doi.org/10.1561/0800000002
https://doi.org/10.1016/j.jeconom.2013.03.007
https://doi.org/10.1016/j.jeconom.2013.03.007
https://doi.org/10.1016/j.ijforecast.2013.01.009
https://doi.org/10.1162/0033553053327452
https://doi.org/10.1162/0033553053327452
http://dx.doi.org/10.1111/rssa.12117
https://doi.org/10.1016/j.ijforecast.2013.03.004
https://doi.org/10.1198/jasa.2011.tm09693
https://doi.org/10.1198/jasa.2011.tm09693
https://www.brookings.edu/wp-content/uploads/2011/03/2011a_bpea_burda.pdf
https://www.brookings.edu/wp-content/uploads/2011/03/2011a_bpea_burda.pdf
https://bea.gov/national/pdf/all-chapters.pdf
https://bea.gov/national/pdf/all-chapters.pdf
https://www.researchgate.net/publication/260335110_Statistical_Software_for_State_Space_Methods
https://www.researchgate.net/publication/260335110_Statistical_Software_for_State_Space_Methods
https://www.researchgate.net/publication/260335110_Statistical_Software_for_State_Space_Methods
http://dx.doi.org/10.1257/jel.49.1.72
http://dx.doi.org/10.1111/1467-842X.00104


Durbin, J. and B. Quenneville. 1997. “Benchmarking by State Space Models.”

International Statistical Review 65(1): 23–48. Doi: http://dx.doi.org/10.1111/j.

1751-5823.1997.tb00366.x.

Eickmeier, S. 2009. “Co-Movements and Heterogeneity in the Euro Area Analyzed in a

Nonstationary Dynamic Factor Model.” Journal of Applied Econometrics 24(6):

933–959. Doi: http://dx.doi.org/10.1002/jae.1068.

Federal Statistical Office. 2008. National Accounts: Quarterly Calculations of Gross

Domestic Product in accordance with ESA 1995 – Methods and Data Sources. Subject-

matter Series 18, S. 23. Available at: https://www.destatis.de/EN/Publications/Specia-

lized/Nationalaccounts/QuarterlyCalculationsGrossDomesticProductAccordance.pdf?

__blob¼publicationFile (accessed December 2017).

Giannone, D., L. Reichlin, and D. Small. 2008. “Nowcasting: The Real-Time

Informational Content of Macroeconomic Data.” Journal of Monetary Economics

55(4): 665 – 676. Available at: https://EconPapers.repec.org/RePEc:eee:mone-

co:v:55:y:2008:i:4:p:665-676 (accessed December 2017).

Harvey, A. and C.-H. Chung. 2000. “Estimating the Underlying Change in Unemployment

in the UK.” Journal of the Royal Statistical Society: Series A (Statistics in Society)

163(3): 303–339. Doi: http://dx.doi.org/10.1111/1467-985X.00171.

Harvey, A. and S. Koopman. 1997. Multivariate Structural Time Series Models.

Systematic Dynamics in Economic and Financial Models, (pp. 269–298). Available at:

http://personal.vu.nl/s.j.koopman/old/publications/multi_stsm.pdf (accessed February 2018).

Harvey, A.C. 1991. Forecasting, Structural Time Series Models and the Kalman Filter.

New York: Cambridge University Press.

Helske, J. 2016. KFAS: Kalman Filter and Smoother for Exponential Family State Space

Models. R package version 1.2.4.

Koopman, S., A. Harvey, J. Doornik, and N. Shephard. 2009. STAMP 8.2: Structural Time

Series Analyser, Modeler, and Predictor. London: Timberlake Consultants.

Krieg, S. and J.A. van den Brakel. 2012. “Estimation of the Monthly Unemployment Rate

for Six Domains through Structural Time Series Modelling with Cointegrated Trends.”

Computational Statistics and Data Analysis 56(10): 2918 – 2933. Doi:

https://doi.org/10.1016/j.csda.2012.02.008.

Moauro, F. and G. Savio. 2005. “Temporal Disaggregation Using Multivariate Structural

Time Series Models.” The Econometrics Journal 8(2): 214–234. Doi: http://dx.doi.org/

10.1111/j.1368-423X.2005.00161.x.

Morley, J.C., C.R. Nelson, and E. Zivot. 2003. “Why Are the Beveridge-Nelson and

Unobserved Components Decompositions of GDP so Different?” Review of Economics

and Statistics 85(2): 235–243. Available at: http://www.jstor.org/stable/3211575

(accessed December 2017).

Ohanian, L.E. and A. Raffo. 2012. “Aggregate Hours Worked in OECD Countries: New

Measurement and Implications for Business Cycles.” Journal of Monetary Economics

59(1): 40–56. Doi: https://doi.org/10.1016/j.jmoneco.2011.11.005.

Pfeffermann, D. 1991. “Estimation and Seasonal Adjustment of Population Means Using

Data from Repeated Surveys.” Journal of Business and Economic Statistics 9(2):

163–175.

Journal of Official Statistics300

Unauthenticated
Download Date | 3/1/18 10:40 AM

http://dx.doi.org/10.1111/j.1751-5823.1997.tb00366.x
http://dx.doi.org/10.1111/j.1751-5823.1997.tb00366.x
http://dx.doi.org/10.1002/jae.1068
https://www.destatis.de/EN/Publications/Specialized/Nationalaccounts/QuarterlyCalculationsGrossDomesticProductAccordance.pdf?__blob=publicationFile
https://www.destatis.de/EN/Publications/Specialized/Nationalaccounts/QuarterlyCalculationsGrossDomesticProductAccordance.pdf?__blob=publicationFile
https://www.destatis.de/EN/Publications/Specialized/Nationalaccounts/QuarterlyCalculationsGrossDomesticProductAccordance.pdf?__blob=publicationFile
https://www.destatis.de/EN/Publications/Specialized/Nationalaccounts/QuarterlyCalculationsGrossDomesticProductAccordance.pdf?__blob=publicationFile
https://EconPapers.repec.org/RePEc:eee:moneco:v:55:y:2008:i:4:p:665-676
https://EconPapers.repec.org/RePEc:eee:moneco:v:55:y:2008:i:4:p:665-676
http://dx.doi.org/10.1111/1467-985X.00171
http://personal.vu.nl/s.j.koopman/old/publications/multi_stsm.pdf
https://doi.org/10.1016/j.csda.2012.02.008
http://dx.doi.org/10.1111/j.1368-423X.2005.00161.x
http://dx.doi.org/10.1111/j.1368-423X.2005.00161.x
http://www.jstor.org/stable/3211575
https://doi.org/10.1016/j.jmoneco.2011.11.005


Pfeffermann, D. and R. Tiller. 2006. “Small-Area Estimation with State-Space Models

Subject to Benchmark Constraints.” Journal of the American Statistical Association

101(476): 1387–1397. Doi: https://doi.org/10.1198/016214506000000591.
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